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. © " ABSTRACT™

g, A8 ) . # . w0, b*. o
This thesis is concemed with' the snlutmn o! 2 Fncllmes Layout Problem '

using jcal P 3 i i heuristics, applied statistics, A’md
specialized algoTithms peculiar to ‘operations research and computer science. The

[N ‘ core.of an expert syétem has been devélnpnd that can generate sdﬁ-optimal solu-

tions for the FLP veing a micro oW ini A knowledge base

of a construction algorithm, an 1mprovement nlgomhm, a mmlmax algomhm i

equlpment'selecuon and mnterml handlmg optimization nlgonthms, slmpln nnd. »

mulnple line balarkmg algonthms ete., ., has been déveloped. Heunstw rules hnve Y

been used for development of all the above meu!loned Algonthms excepl the

minimax nnd muterm] handlmg optimization routma The Mlnlm X al ‘santhm

5
was based on the solution,: of -3 generahzed Stemer-Weber problem and the

material- handling optumzatmn—was uchxeved using a'genersl\;ed n-dxmenslonpl

khnipsack'pmblem‘model.

e -

o A declslon support system that il ¢ the’ *of 'a pro 4

layout and decldes whether £ layout has to be chnnged at a'given tnme penod has -+

" beed de P uslng the rincipl cl' tisti quahty contml theory.and deci-

sion ﬂl‘l&lysls The algorithm utﬂnzes data from the other programs ‘mentioned . ’
. above and for a given time span ol operntmns and the ulevnnt costs, gwes ‘the

alternatives to the decision maker or._ calcilates whethgr the layou(. chnnge ls a

praﬁtahle one. This can be considered to be the m!erence enpue af the experb

L ' '_ N “system. A set of utilities that caleulate the various parameters have also been

e C = . ik
PR e .
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B developed They mclude a stepwue and mulnple regraswn algqnthm, time senw
) nnnl,ysls, linear programmmg using simplex methqd and a random access data
" base. . . ) . g )

T The whole system has been, developed to be tlghﬂy integrated in the sense

that dnta rrnm ﬂre output of one slgonthm can he llsed in the rest. For ‘this pur-

pose, INLA.PS (lnlegrned Lsyont P]annmg System) has a modular structure with~
six shells, nnmely LAYOUT, MATERIAL BALANCE DECISION, UT]]..IT[ES

: nnd HELP for (ncllmu layout mntenal lmndlmg opumlznuon, line bnlanc\ng,

the deuslon support syslem, various utlhtles aud help, mpeetwely Ench of these -

shells hn\'e vnnous modules thnt czmy out then- rupectwe functions. All the pro-

‘grams are menu-dnven thh a detmled help facllny

o
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o i = \ © ' GLOSSARY . ) -~
2 " The-following abbrevmuons and symbols have been used as glohal variables”
L in various modulesznd shells. p, g, 1, 8t and z denote-mxeger value§ guclrna

number sf equipment, mlmber ol‘ departmental moves, types:of eqmplrof, typu
of departmental moves, production periods, module nuinbers and numbgr of vari-

o ous costs ccnsidere'd “i.and j

p vth'e i 4 types and’int
¥ -

mental moves, or . .the matennl (:w and lacxhty data i in various n‘xodules The

v | algorithms call Yor a number ul ummy ar‘h;ys fu: mnmx manmuluhunx, cam- -

P parisons etc and they are denoted by pz, qz, rz etc., whea. £ dénotes an

i @ integer I, 2, 3, ... n. Variable names am{z,y), aal(z,y/), pnl(:,y), qua(z,y),‘ u’a{z,y}

\ ©* " and ‘binfzy) are global logical variables that denste the,truth statss at various
N . . s o T . . :
modules during- différent processing stages.- They are explained in detail in

s Ch’npter 5 and the particular valueg denoted by these variables can be found out
% & e ¥

“from thme ﬁow charts.

4 cbnz pointz, tounlz, ‘contz, getz, uienz“nd pnmlew nre l,lfccunte

where z ranges from 1 to n. Cost fur o and' bj

3 R ?
represented by Cz and Zz respective]y mrm, urtb sortc etc denote the,

.

sorted arrays .zmd matricés-of the global vumbles menhoned above Some of the,
.

< more xmportant abbr ['vnmbla are explail

d below. A complete dacr_lp-

appropriate section in Chapter 5. . : < -

__tion, and listing of variables in each module or sub-module can be found at the




1

-xi- .

tot(i,j) = the total operatjng time equipment, type i requires to\complete mdve -

Je

aea (i) = the average speed at which the equipment performs.

cce(f) = the carrying capacity of equipment type i
aot 4 - = the available operating time for equipment i '

tcu(i) = the capital cost of one unit of equlpment type i

" ace (i)' = the operatmg cost incurred by usmg eqmpmem | S

- fdi(j) = the flow between qepartment pair j

rdd(j) = the rectilinear distance bétween department pair

» .
toc(i,j) = the total ing cost of perfc H' move j with equi i

npe (1), = the number of pietes of seleited Squipment type i [

p ﬂodefr ) = number of, dep )’tmeuts cunmdered for-local maxima -
rél (i ,;) = relauonshlp between-adjncent noda 4 :
" mal (l g) = totnl ulosenas ratmg msmx s

§ P50 Corar
namesz (i ,/) Jequxpment nnr‘us in Eqpselect module. i

‘wught(u W5 _-welghts B‘mgned to equlpmegc

. v @ -
opemtmn - . % ¥

d while sélectipg

char(i,j) = production period

oyer‘(n‘ ,J,k) = operation value for each ‘machine type per production period for .

‘,eachprod\mthn Pl I

Lbof (§,§) = values frombeltconveyorshort Torm table

values ?rom five roller short'form table,

-
!




-

s,

.. v “
wse = sum of shuare errors

- xii -
widihe (7] ==-width bebwesh Trame members i & conveyor
Jrice(i) = frictim}”hctors in conveyor design
Tenc (i) = length of conveyor - design values
powerc (i) ='horsepower required for the conveyor
not = number of trials needed for the Comsoal A]goriti:m ’ * /

n;L' = number of tasks to Se.performed S
vmcl (i) = m’a«imm;\ cyele time for each muk‘ N
nump (f) = number of ’ratasks for eavh ta.sk

Tz (i) = tlme req\ured to cnmplete ench lask \

listone (i) = precedgnce luhng of the, various tuks

cod = coeﬁciem of determinntign

= standard devmzwn, of esnmﬂﬁed vnlues r

Jlll! = welghts assxg‘ned Ior vm’ ables

smtlshcnl analysis’ modules”

I_owla ‘= totpl welghis assigngd to ench array £

wmagns ' = (velghted meany . .- - . '
© coe, f / =‘coeﬂ’|clents of.regression equations
errcof = smhdard exror of coefficients e T

malz(: sF ) = matrices for sum of squares and cross products
resum resxdnal sums ol‘-squares and. cross products N

corr (i) = correlntlon coeﬂiclents .
. i

parcor (i) = partial correlation coeficients

matinyz (i ,j) "= inverses of the matrices dsqribbd sbove - zfrom1to n-




- Xiii - ¢ 8
-trans(i,j) = transformations of variables to k);mthms or polynomials_-+

selected by the appropriate pointer.

; . 8 ) .
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Chapter 1,

INTRODUCTION

B The solution of a Facilities Layout Problem (FLP) is an _important factor for

|zat|on Statistick Engi and Math icians have tried to solve this prob-
[em in a variety of ways using Qu:drau: Programming, Branch and Bound Algo-'
rithms, Modular Allocation Techniques, Sub-Optimal heuristics and Graph
Theoretic Téchniques. "Algorithms that have been developed are complex, making -
use of cnmbmntorlsl mathematics as well as heurm\c tethmq\\u, and glvu sub- '
E optimal solutions at conslderable exp;n!p Qune often, quull ative considerations
partigular to :{ulhty are ignored due to the nsumptlons in the nlgomhl_ns. The
objective of this study is to develop an integrated approach. to sblv; the Tacilities

allocauon ptoblem efficiently Ahd explore ways to improve the suu of the lrt
A"Year coneept of the layout as a system is “essential bel’are deﬁnmg Whll

exactly is the FLP.“The main features of l“lnyout -are elplunet_i‘ below.

- . 3 .

1.1 . THE LAYOUT :
A layout may be considered as a system comprising mary different, indivi-

.dunl, i ing facilities, or dep each facility or department. being a

subsystem within the whole. A layout can significantly affect the ability of the
prudnctioi unit @'function efficiently as a complele ;ystem Hence the efliciency
of a layout.should be consldered when designing a new lnyout as well as whcn

dendmg about. chmgmg the - exutmg llyont An qﬂ'ment hyoutﬁty be defined

produttivity and more ical op ina ing Ofgan- . *




(Muther, 1976) ‘as one that minimizes transportation costs pertinent to the lay-
out, coordinate with other factofs which coniribute to msking the layout an
" economical and viable propdsition: :rhe' otlier factors mentioned here may.include
flexibility, space utilization ete. as well as ergonomic, technologxe:l and psycho-
logical factors". A change in the system layout is lppmpnnle i e cost of
ell’ectin; the. change is less than the scvmga that would acerue due to nn
" increased efficiency resulting* from the chan‘g_q. ‘When change is advocated on ‘this

‘basis, the existing layout may be considered redundant. 53

Muther (1976) has postulated the following as basic principles for the layouy

of plant and equipment. - 3 . \ﬁw % 5 LI

a) INTEGRATION : That layout is best which integrated the men, materi-

- als, machinety, supporting activities 'm_d any other considerations in & way ~

N thn mmlts in the best compromlse N "“

* b) DISTANCE MOVED : Other things being equll that layouu best wh.a.

- perml'.s the material to move the minimum distance between operations.

" ) FLOW : Other things being equal, thatlayoit s best which urnngé the

< work area fnv each operation or pmcss in the same order of sequence that

E -
. forms, tren'.l or mcmhles the mnteruls =,

d), SPACE UTILIZAT!ON Economy is to be obtaired by nsmg eﬂ‘ecnvely

all available tpue both vemul and honzonnl

¢) SAFEYY ; Other things bcm; equal, the lsyout is best which makes work

snmfymg and ul’e for the workers.

I)‘FLE_DUBILITY : Other thinp being equal, that layout is best which can He
P s ) % 5




. : .
adjusted and at minimum cost and'i nience.,

. ) -
1.2 FORMULATION OF THE FLP :

The primary objective of Plant Layout (Apple, 1950) is t plan the arrange-

ment of facilities and 1 so that the ing process is carried out

as effectively as possible. To fully realize the importance of Plant Layout, in the
general context of manufacturing industry, the following ‘fundamental’ concepts

(Lewis & Block, 1979) havé to be examined. . -

1." ‘The major part of production work is not processing, as usually supposed,

but material hindling.

2. The spéed of ion in a plant ‘is d ined primarily by the adequacy

‘of its mate‘ul—handling facilities.

3. A good plant layout is designed to provide the proper.facilities for matérial
handling as well as processing. )
4. The factory. building is. altered or constructed around the prescribed plant

layout design.

5. The production efficiency of a plant is ined by the limitations of this

Tayout. -

From the above,list/ol ‘fundamental’ toncepts, we can conclude that the

major cost ibution during an beattri o erials han-

2

dling which is controlled. by the plant layout. The primary objective is to‘minim-

ize some cost (usually ‘materials handling cost) of the plant. This is achieved by

=




P

lant.

The most general Pnd~ 11
o .

was gi(fn

as early as 1983 (Armour et al) and is quoted as below.

d

L

- i}

a

b

“‘ Given a physical area rep i loéntioni ilable for " by the
eliurtments in the plant, n is possible to deﬁne twntricé

SPATL\L RELATIONSHIP MATR[X D : This matnx coutams valuesr
‘% representing the distanee betw.een the Iocations availahle in the plant, usu-
nlly the distance is between the center pomt of the locauons

COST RELA_TI()NSHIP MATRIX; E : Tlns matrix contams' valua N
representmg some cost per unit. dlstance between the departmencs in & plant,
thls bemg an average over a smtable mtervnl of hme ' '

hssuming that 3 g
-
) Both the E and D matnees are symmetncal i e, there isno dlshnctmn

hetween going to and commg from a location or.a deputment

) -Any deparcmgnt can occupy any location in the plant,

E department is uniquel, d to a location. ,
c) very dep: G iquely uﬂg\ne o a local .mn

it is possible to define the total coe;, of the luyout Cy, as follows.” . .
- [ 1
’

z;;;e,,,,,-_ . s

iml =

'_This'equntion defines a qnadratic‘assignmgnet problem.

" Use of the above d hyoni PP Y L.req'uim the. of gross .
R o : 3 T : z

X assmﬂpt‘iops. Cost and Flow data are nsélimed to exist for conditions which are




~

e

with the model assumptions (Vollmann, 1966)

definitionally unknown. Materials handling costs are assumed to be linear, inere- &

mental and assignEle to specific activities. Flow data with stochastic properties

are assujed to be deterministic and the 'l;lluu:tian' of other system problems K
Y

with the layout problem is imn&. Approaches are frequently adopted or advo-

cated without adequate attention to the compniﬁilily of the problem situation

In addition, qualitative aspects of the problem are either ignored or given

very little importance.

1.3 OBJECTIVES : : . i .

Methods that have been proposed are cither too complicated, involving

exliei‘sive CPU time, or hi;llly subjective in nature. Also the comgiei l';llﬂlémlfk ¢

nl lamulalmn: ‘of the available alge ri make it i ible for a I
v — 3
- ing ensmeer to input qualitative considérations pertinent to his own layout. h

®dditioa all khe solutions generated are mntl\emnhully, sub-optimal even MH

they are called optimal solutions. An attempt has been made in this study fo

quantify some of the subjective aspects of the decision making regarding the

~

change of layout and to develop an algorithm that is economical and easy to use. Y

The'objectives are as follows :
i) To build n mathematical model for the laymn chinge decision nmly'sis.

- i) To m’o\ude an easy-to-use tool for manltormg the efficiency ofs layout

')

. and sumt lhe necumy of chnnge

iii) T develop alorithms that ensnre'ln oplimnl/-ulnopilm-.l solution for
5 - 1

' : ' =X .. R




the FLP. n .

iv) To ensure that these algorithms are easily codeable in an inexpensive,
2 & R

micro/mini computer environment.

.v) To develop a software package using the above algorithm.

Ina facturi rization, most of the ivity improy are

achieved in an existing set up_without l‘nodi!ying~ my of the system con?fnin(s

But aftempts are mcreasmgly being made to (Tompkms & Whme 1984) change or

modxry the ;ystem nselr 0 lhat ‘it becomes more eI‘icxem Flexible layouu and

modulnr nllucauon techniques .are some oI the. reanh.s of this ph)loaophy Even

though these tools are vailabl toa isi dstri eng'meer, it has been

found that there'are few aids that help dna rnumpl and smnnﬂc ‘decision mak-
{

ing process, _The s}nlutgcll decision ma.kmg'model as proposed'is one w-y of

- {

~ qusntifying a subjective decision. = - =

_Rather than partigipate in the decision making pFocess regarding the struc-

ture of s layout, facility planners nimost slways react to, the needs defined by,

others. Even, though this is und dable, ‘considering the ity -of the

+ in 8 layout. Hence |¢ was proposed that a smumeal decmon making tool be con-

pmblezn decision. wols are absolutely necssary to justify the need for a- chmge

“

suuc!ed which will i > the priniciples of engineeri dulgn

Il' an organization. contmuously \lpdntes its prudnctmn opernhons to be as

prodllctlve as possible, then theu must be contmuous relayout and rearrange-

“ ment n.clmty in progress. Only. in rare smuhons can a new process or a new

piece of equipment be introduced into a new system wnthout disrupting- ongoing
(] - *




| = . T
* activities. A single change may have a sigificant impact_on integrated technolog-
ical, management and personnel systems, resulting in sub-optimization problems.

. & @
" This can only be avoided or resolved through the application of facilities design

concepts. ¢ \ s ¥

Once the decision to change a layout has been made, the planning engi’neer
% N 2 :

needs an easy-to-use tool that will ﬁelp him allocate the facilities to thv: proper

¢ i

locations. Algorin:mx and solutions have been proposed before’for solyiug this
problem but most of the fonpulatlods are not. pructlcnl for - regulnr use. The rea-
soq‘ for this chude use.of expenslve\CPU time, comphcated and mtncnte nnture

of i i l i upects of the problem, and lack of a

systéms concept in the ol\Qons obtag;led by computer methods Iz was felt that
an algomhm to solve the FLP u: using n[ mi@mpnter would be of grent use in a

h

- practical envi An i iscipli
L)

theoretical support from the sciences’ of Mathematics, Engi ing, S
Operations Research and Production Management.
3 ) i , )
Although the task of designing or d ining the : of

and related work areas is only one facel; of the total facility planning process, the
" development of the best possibl; facility Ae§fgn was. ‘cunsidefed cenlral to the
facility planning lctmty It was deuded to propose an algomhm whnch would
integrate as )nr as posslble, the different typlcal facllmes dmg‘n ob]ecuves Some

of these different objegtives, which may even be cm;ﬂicting are given below.

= a) Support the objecti _of‘]ile iation through improved ial

. handling, materials control, and good.housekeeping. < e

was proposed involving " -




pr'obler‘x;,

and flﬁériba'thé objectives, chapter twe traces the development of concepts and '

bj Be flexible, effectively use people, equipment, space, energy, investment
etc and provide easy niaintenance.

¢) Provide employee safety and job satisfaction.

An organized approach to facilities -planni;ag' is presented i‘h'zs work and
the general nppmncﬂ to the problem is based on the familiar engineering design

process which goes through the stages of defining the problem, analyzing the

/

carrying oniihg design. E

‘The text is divided into six parts. The first chapter introduces the problem

il techniquee thit are avnilable for zhe solut‘ion of the problem', the third~ chnpmk L

contlnues vmh the sme ol the art but focuses moré dlstmctly on the stochmhc_ ;

5 probablllslm pmcesxes and che heuristic methods Chnpter four explores ways of

the ials handling p ses ad well as

in the gener\tion of the layout plan and describes the ptual devel t of
5 . v . e
the algorithm. Chapter five degcribes the proposed system and the mathematical

formulations of 'the individual modules. The sixth 'cl;apter iompares the computa-

tionl }neqhods of the different algorithms "available and lud tiye work with

a summary of findings and the scope for future research. X

£

designs, evaluating the al ives, sdecting and /

N




Chapter 2 g

‘
[

THE FLP AS AN ILL-STRUCTURED PROBLEM

’
<.Fuiliti ign, sometimes called plant layout, is one classical area in which®

the indnstri}tjﬁi‘gineer has chosen to operate. Man has been designing the physi-

_ cal facilities.around-him over all recarded history. Diflerent people have examined

the FI,P from their own pmpecllvu Raemh‘contmnn since an efficient lnyont

I "

is of the fitmost imp in i the productivity of any
organization. -‘Stnttistié_s show that more than 8% of the GNP of the®S. goes to
wards' the construction of new.failities. - Hence a lot of research is.directed to-
wards the solution o this problemn. Peopls working in diverse areas like Archilec-
ture (Johnson 1970, Lee 1071, Mitchell 1670, Newman 1066, Stewart & Lee 1072),
Business Administration (Buﬂl & Vollmann 1963, Love 1069, Ritzman 1072,

. Vollmann 1968), Building sﬂme (Krejcirik 169, Month 1067, Whitehead 1670,

21 NATURE OF THE PROBLEM :

Whitehead & Eldm 1984), Civil Engmemng (Splnnus 2 Wadhn[er 1970),
Computer Suence (Edwards et al 1gZ#rSeehof & Evaas lu‘l], Computer Graph-
i¢s (Banna & Spillers 1072, Teicholz 1068, 1072), Industrial Engineering,
Mathematics, Operftions Research and Statistics ]uv.e made contributions to-

wards the solution of the FLP from their own perspectives.

» ¢
It has been suggested (Bénli, 1371) that an FLP can be categorized as an ill-

b v
. structured problem. An ill-structured problem, as suggésted by Newell (1969) has

some or all of the following characteristics :

i) It cannot be described exclusively in n‘\lm‘rica.l variables.




s

: . T}

i) The goal to be attained canmot be }Cu—hd by » quantitative objective
function.

\

iii) Algorithms that permit the best solution to be found and stated -in numeri-
cal terms do not exist. Y — ™

The.rationale behind categorizing the FLP as an ill-structured problem comes

from two soures. A llci\ity un_"be considered to have five components (Muther

‘& Hales, 1979) namely : ' E

'
a) LAYOUT The arrangement of activities, features and spaces amund the &
relntlonshlps that exist between them. . 3

e
b). HANDL[NG The methods of moving producu nﬁtem.ls people nnd
.

eqmpment betwun various pomu in the fmhl.y

). COMMUN'[CATIONS :The means of tnnsmming information between

. various points in the facility. .

4], UTILITIES : The conduct ..Ed. istributors of subst mge water,
gas, waste, air and power.
e). BU]LDING‘: ‘The form, materials and the structure itself. ¢
These five have complex inter—mlatianships nd h;nee the FLP'formulnion
should he bised on all of them, which is nmhemsmn&y infeasible. Also the
analysn mclude! quanmatwe dsh as well as qualitative information (Muther
1979) Bke: . ' . % #
v a) PRODUCTS/PERSONNEL Pment and llkely ‘Tyture charactemtlcs of

products and materials - me. composmon, finish, welght l‘raglhl:y ete., per-




. C = e aet
. . u
sonnel requirements such ss skills, attitudes, working hours, privacy require-

ments, nnd physical needs. - ¢ -

b) QUANTITIES : Present and likely futun quuuhes for mh produet or
nnuml and for each posmo‘n

¢) ROUTINGS/PROCESS SEQUENCE Present and proposed routings or

/.

m;nulnc'.lmng pnmss for w:h product and mxteml

_ dy SUPPORTING SERVICES : Building support mcluéin; mechanical dnd

electrical systems, air cbnditiﬂning nnd ventilntion, waste disposal,: pollution,

/ contml lxghtmg, plumbing etc., and. Personnel aupport like rood services, ’
) bresk and recreatloml l‘aclllues, parking, rredlt union, first aid etc &

.__- 4 e)' TIMING/TIME:RELATED FACTORS :ARutrlcuons’Vxnd yossibilitiu_.

Tegarding oveftime, extra shilts, extraprking hours nnd‘npl.ivity | -3

the interurehlionsl.lips between them: o " ) ’ o
3 Because of these complexities, A'; can conc‘lude that the FLP is an ill-sl.n‘lclured i

problern. lstructured problems c-%- R R
(i a) TOTAL ENUmAﬂON : Total enumerstion is leasil'rlle when the prob-

lem.is s’mau and the constraints are not many. This is the brute force«

appmu.ch where the compu?fis used as a fast caleulitor and all l‘he possible

-

are evaluated. This échni cannot be used for the FLP as the,

number of physically feasible alternatives would run into billions even for a
+ small helllty 3 . YE

& e’ ”

"b) comruqmmn TECHNIQUES This involves solving the problem by ——*

S 3 . h ical means or by i it hniques. The engineer rglnm the




O AR L T and-assumptions are manelsiber careful ,
evalluation of the constraints.of the problem, Sensitivity analysis can be pei-.
formed to evaluate the extent of influence of each of the assumptions and a

&, o & .‘ru.;oni.hlz‘ solution arrived at. ) .

’ . ) INTERACTIVE PROGRAMMING : Here the talents, of botb the m‘nn
and the m\:hlne are used in the sense that the problem solver handles cer-

tain subjective aspects of the problem while ‘the quantitstive snalysls s car-

ried out by the computer. The decision about the final solution is left to the

. *problem sover and the computer Jugt given mavaral siboptimsl solutions: /A

limited nnl)unt of work using .m.eracme.pmgmm}.mg applied to the FLP/

(Blnnn and Splllv;rs 1972, Moore 1971 wwmt and Lee 1972) has heen done. *

. . d) HEURISTIC PROGRAMMING : Thm mval‘vee ngomhm s Reveitlio- &
7Y - hncsctartitto of reliuelng ths smonnt of idereh ‘required v fid 4k ascipt-

able solution. A set of internal decision rules that can internally modify, the

“direction of search is built into the algorithm and this makes'heuristic pro-

icalfe to ill 4 . T

e) INTELLIGENT MACHINES : The T present day techm ues~are momy ¢
geared to the management of the system as in a CAD/CAM operation. The
- design Fiutricate and complu optimizing algorithms may lead t57an era T

where th: system would be cnp.lble ‘ot looking after melt

2.2- TFIE SOLUT[ONMETBODOLOG\”{ . o




can be studied as follows.
8) The traditional methods i =g
b) Mathematical ngrs!nming’meih;;ds
¢) Graph theory and list processors

d) Heuristic procedures

22. THE TRADITIONAL METHODS : | i .

Traditionsl * methods ‘classity ths' FLP: a8 ‘aufactiisiig o ‘nons
manufacturing, product-or procéss and initial or re-layout. problems. The ‘non-
manufacturing layout is not given much importance as it is considered analogous
to the manufacturing one. Usually .re‘com!r;endations were matle to. adapt the
tools of one to the other. Product liyout becomes a line-balancing problem here -
with-the assumption of standardized methad and, a re-layout is 'co'ngider;d con-,
ceptuall); thie same os an iniciLl layout but with 2ddeq constraints. This tradic .
" tional approach,leads (Buﬁu, 1967) to the selection of the initial, manufucturmg,
jobeshop Tayout as the-tost complex cide, with other types bt soiiewhit
unclllnry to it. ! :

Traditional plant layout tools included graphic and schematic models, two
and three-dimensional. templates, assembly charts, opetation process charts, pro- |
duct flow process charts, link annlysis, ete. These tools were used to minimize th’e‘
siiiterial oW by lositiag dipariaients 1 dueh Wiy that the volume of non-
adjacent departmental flow was minimized. The criterion !o‘r quantitative layout

;o . Lo
models was stated 2s the minimization of material handling cost, which was -
y : 2 2




assumed to be‘ ‘an incremental linear function of the distances belwee\n the com-
ponents of the system under study. These methods-are discussed in Immer (1950),
Mallik and Gaudreau (1951), Shubin and Madeheim (1951), Treson (1952), Muther
) (1955), Reed (1961), Moore (1962) and Apple (1963). o
2 »
- ! 5 " * The traditional methods werb intended for an analyst who used his own
knowledge and intuition of the system to input whatevér inspiration hé had. As
N they relied on the experience of the analyst they were highly subjective. Because -
of the changes in th; manufacturing processes and , methods the inter-

d licated

—__:elatmnshlps belween the various factors i above became o

and the need for more objective methodsarose.
bi trod

. The efforts by early practiti to he more objective led to the intrg ;

tion of travel charting, relationship charts, operations sequence analysis and a

" . host ofother methods described below. . : E .
i 0

By Travel charting was introduiced by Cameron (1952) and Smith (1953) and
== improved by Lundy.(1955), Llewellyn (1958) and Schueider (1960). Here flow pat- .
terns and volumes were established and a preliminary design made based h this.

$ . « . Statistics were thén compiled for the preliminary layout and i ges made

for a more efficient layout. Muther (1961) introduced the relationship chart as
' part ol" his Systematic Layout Planning (SLP). The method dystematically used

if - the closeness ratings in‘the_chmt.to identify layouts graphically. Here the- area§
§ <

and shapes were d and.‘n ive score “call d. The
T * sequence'analysis (Buffa, 1955) assumed that all facilities occupied ‘equal areas *

and that locations diagonally opposite ‘are adjacent. A sequence of operations




wue‘identiﬁn?d for the production of each item ,I.ld allocations to locations made
on the basis of simplifying travel for sequences of major items. Reis and Anderson
(1961) used their relative importaace factors to obtain aceurate estimatés of the.
closeness ratings. X .

" Some mathematical models were also developed by traditional practitioners. "
Wimmert (lﬂkﬂl developed a fmethod using linear slg.ebn that was subsequently
found to be based on wrong assumptions. E:oumy and Maxwell (1981), proved an
alternative formulation that could not be implemented for ‘unn:trivi'll problems

_ (Ritzman, 1972). Whitehead and Eldars (1984) deseribed a programmable algo-

rithm by allocating facilities to locations in the n‘rder of their importance, based .

. on the number of tnps m’mde to them Facilities were dmded into several elemen-
. ul usits sad artificially high )oumzy levels were defined bétween uaits of the

ame fclty to cnsurg that they wefe adjacent in the fnal layout. -

The traditional sy‘u.umnt'ic metkiods mostly depend on an nnlly:i; of.a rela-
l';nship chart or similar table. The layout was then constructed based on
minimum material handling. Unfortunately, most of the methods described above i
have the same (In}:ﬂ'nei:ncy as the v.'hemntic methods as they rely on the nnlyst
to keep lll aspects of the system in mind and then come up with an nphmum
e o, Nolution. The basic resspns-are os ollows: o

All the graphical and sylt.em;iic‘ approaches described .above’ depend o‘a‘ the
iy . analysis of material flow. Data is accumulated and lqryn'ized using charts or ) .
) iulri:d and ‘then analyzed so that the material flow between ,.noﬁ-ldjmn'I.

- departments’ is minimized. This implies a subjective evaluation of- alternatives ~
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and because of a trial and error procedures adopted in -the analysis, they fail

when the number of facilities or depanments is large, say ten or more.

2.2.2 MATHEMATICA{. PE_hGR.AM'MING METHODS :’ .

+ In general, all mathemnucnl programming methods I'or solving the FLP fall

under branch-and-bound ‘i"‘ Branchi d: ding is one of f.he mosh

h

general to any ined optimization problem and involves an
intelligently structured search of the space of all fessible solutions. The space of ’
all fogaible solutions s partitioned fito smalier: subsste repentedly ‘and. a-lower
bound for the cost of solutions in each subset is caleulated (for minimization).
" The subseis whose bounds exceed the cost of a known feasible wlu‘ﬁon are
excluded from I‘urther partitioning and parhnohmg continued until a fea.uble

ophmum solution is foind. The. fedsible optimum solution is deﬁned such that.its -

cost is n\ql. greater than the bollnd oI any subset. anch-snd bnund methods can

be spphed to p in scheduli dec:slon e binatorics, integer
‘ traveling-salesms bl dratic assi Blewns b,
The 1 description of a branch-and-bound ith needs

.speclﬂcatlon of the mle&that determine which of the c\lrrently active boundmg
pmb]ems are to be brnnchgd and the method for denvmg new bounding prob-
lems. Branch-nnd bound slgcmhms are gronped under
a) Splution for the trnvelmg«snlaman problem -

b) , Solution for the quadratic assignment problem ,




‘ * . (_’ ‘ Y s

/ }> """ as applied to the FLP.
7

a) THE TRAVELING-SALESMAN PROBLEM :

P g

The FLP can bé I as an adsptation of the travaling-salesman, prob- -
Ie;?(G‘nva!’t and ‘i’lyter, .llmn). The basic formulation of the trnveling-aales;nnn
problem (Litle et al, 1063) is s follows : . '

A salesman, starting in obe city, wishes ko Vil eadh oF a-1 ottier citie} once and
only.once and return to the (éfnrt.' In what order should he visit the cities to
~. " minimize the total distance traveled 7 For~distance, ot‘her megsures of

’ effectiveness [ike time, cost cic., ‘an be substituted ss desired and all the dis-

tances or costs bétween the various city pairs are assumed to be known. The

problem has becoe famious becatse it combineg ease of statement’ with dificulty -

.. of solution. ' ) Ce . . 4

The traveling-sal Jproblém can be ized to formulate several com-

binatrial problems, one of which is the’ FLP, There.are n fixed locations to

‘which n facilities hav_e to be w‘!igned. One and only one !ﬁcility_rl\ny be assigned

’ N N ‘
to one lovation and a ‘distance’ .is associated with each pair of locations, con-
sidered the cost or ah index of cost. An index of the ‘traffic inténsity’ between

facilities is’associated with each pair, usually the rate at which materials will be & gt :

transferred. between the two facilities or more genem_lly, 2 measure of some .

dependence between the two facilities. The cusg' of assigning a pair of facilities to
"p pair of locations ig l{e product-of the location distance times the facility trafic

intensity and the.cost of 'a Ytal"assignment is*the sum of these products for alt ¥

é »
the location-facility pairs in-the




-
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Gavett and Plyter's algorithm differs from the original traveling-salesman

L
problem in several respects, namely, method of successively reducing the cost

" matrix so that the initial value of the lowes bound is maximized, method of elim-

inating elements in the cost nutrix thn would result in an inadmissible assign-

men& The mathematical lormul-hon as well as the algorithm can be understood
from ﬁguu t ‘ L

-The comput“lonnl effort that is fnvolved in this. formulation mlku it

'mfens’[gle for lnge, real-life problems. Gaveu and Plyter note that the lugat

number o! rmlm« that eould be couvemently Inndled was elght. &

The concept of discrete optimizing has been employed by Pegels (1066) in &

timum z}mx‘ing 1 ithm fof the’FLP. Here statistical sam-

plmg was empldyhd for ion and' i costs also con-

sndered when deciding’to stop the sampling, procedure. A randomly drawn sam-

ple layout was used-to interchange sections that are adjacent or have eqnll areas

according to some specific scquence and successive draws of salnple hyolus and
- .
repetition of the same steps i ,"' The ing was inated when ‘the

average cost of loeating another local)optimuni exceeds the return from locating

better local optimum times the probability of locating that better local optimum’|

is ‘complex and

at best sub-optimal. Pegel's experiénce was that the al
G e

requires ¢considerable computing time'.

S d

"Clearly this technique Hoes not. an absolute optimum and arel
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b) THE QUADRATIC ASSIGNMENT PROBLEM :

Lavler (1063) defined the optimization task involved.in the general form of,

* the quadratic assi _problem ss .the inimization of the following quadratic
" -
cost function : . - . -
Minimize : V B e
. - DT it (1)
ESemua A
subjedt to, !
TDm=l
S%‘,‘ =1 . (i
7ok

z;=00r1 (#y §=1 00y 8) N

"

The nt m\oeﬂ' icients it (dl mbsenpu varym( from 1 to 'LL"'“’! the

nnmber ol xtans for ulpmmt) are ‘assumed to be knvwn Koopmans and Beck

“mann (1957) split the coefficients c;5,, into "i’° 50 that

‘-m =k 4

The lwo n by n matrices t,, and d;, may also be mumed to be :ymmetmd

" with zeros along the main dlugonnl That i xs. .
v R
i = t, iy = by,

and

0, dj; =0

\ - \ - s

v

e



L \ & 20
facility i at location j to fmllty p at location q. The first ut of constraints
ensures that exactly one lmht‘u assigned to each locb md the second set of _

constraints results in each facility being assigned to exactly one Ioeahon. On the

ou:erhmd,lhe"'/ Beck lation can be i ":slhe
minimintfon/oﬂh; product of two matrices f;, and d;; representing the number
[ of loads to be lL;uported fram facility i to facility p and the cost of transporting
one load from location j 10 location q respectively (EFRayab and Holier, 1670).
Each assignment of facilities to lVIlillhle locations is represented by an-n b): B

permuiution matrix X = || z;; || where 1 ifMfacility i s assigned to loca-

tion j and z; =0 otherwise. The total cost of mxgnment is me.uured by 2.1

" and opl.lmnl mlgnmenl objained-when cost is mmumzed

The Conceptual development of various* qnadmm m:gnment algomhnu a3
*
. applied. to the F&P are discussed below for the sake of sompleteness as well as for
: i v
elaborating en the validity oa micro-computer based sub-optimal; heuristic, con-

struction algorithm for the FLP.
'
g 1
The FLP as a quurlnlic assignment pmhlem_lm beeh solved, or at least
. e A - :

feasible, ‘sulroptimum soiulionx given by Vollmann, Nuj t and Zartler, Hillier,

+ Francis and White etc. Gilmura and Lawler have worked on developing exact

sa;lutlon procedures, He\n'lstlc algorithms namely,
l) Stuepeal-Dﬁcant Pairwise-Intérchange Proeedure by Francis nnd Whlte,
whmh is the basis for CRAFT snd + < 5 R
2) The Volimann, Nugent, Zartler procedun. .

- - '




are explained and analyzed below.

An exact solution procedure based on the work of Gilmore and Lawler is also -

discussed. -

* 1) STEEPEST-DESCENT PAIRWISE-INTERCHANGE PROCEDURE :

CRAFT essentially is an extensiop of this slgorithm (Francis & White). The

nE .
basic principles are as follows. Let a be the assignment vector

a=(a(l),a(2),6(3)...a(n)) (2.2)

3 i
iwhose i** component is the the number of the location to which facility i has

- X been assigned. For all integer values of j and q between one and n, d(j,q) be the

istance between lo:nﬁons’j and q. Finally let w;; be the constant.of propor-
tionality convenin'; the distance between facility i and p, for all i < p, in}o a

ccst, so that 1[ lmhty iis at a(i) and facility p a¢ a(p) the total cost for facilities

1 and P is w; f(a(: ],d(p) The mm cost for an usx;nmenl of facilities to nm

ulhm' ]

TCa)=» ¥ w;d(e(i)a(p))* (2.3
! 1Si<psn

The change in,cost oht.nined by interchanging the location of fadMities u and v for

3 g‘iveu mignn’xel‘:t, denoted by DTC,, (a) is given by :

WDTG (8) = Slo-wldlaiha ()4 le@hato)]

-2u,,d(s(s)afo)) - Rt




Revise a.by inter— s
changing u and v | . e

Fig. 1.- Steepest—descent palrmse—-mterchange procedure .
(Francis &-White, 1974) ) ST
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* The pairwise-interchange algorithm can be explicitly stated as follows : .

1. ‘Collect data for 3, D, W, the assignment vector, distance matrix and weight

matrix respectively.

2. Compute TC (a) using 2.3.

3. Set o = 0 which denbtes the greatést decresse in T7/ a) found s far for the

given assignment.

4 Seti=landp=2.

.

5. - Compute DT.C;, (a) using 2.4

8. IfDTC;, (a) is greater than e, go to 7, else 8.

T Set e toDTC (a), set EteE

8 Ip =180 to 9, elsellD‘. .

0. Ifi=nl,gotol2,ese u.~ d

o~

10. j=j+1gotos. . ’
L i =it j=itLgotos !

12. If e is positive, .go to 13, else 15.

13 Replace TC(a) by TC (a) -e. =

14. Revise a by interchanging the location of facilities u and v, goto 3. S

15... Stop. ' 4 '

2‘) THE VOLLMANN, NUGEN’F, ZARTLER PROCEDURE :
a  The steei).estedescent pairwise-interchange procedure re;'luix_-es a tremendolis
amotint of comp:uts:inna]_eﬂon and the fD“DW‘ilfg alternative was suggested by

/
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Vollmann, Nugent and Zgrtler (1968). The VNZ algorithm prcduces results that
are not different with statigtical significance from ... CRAFT, has less !tcrage

fleeds than any other and has

d ined, times ofsne half
' to one third of the fastest procedure examined ..." (Francis and White, 1974). The
procedure consists of two phases. In the first phasé, two facilities, Ay L ,.vand Ly
that have the highest and-second highest total costs are identified and a list of
other facilities established consutmg of all l‘acllma that when interchanged wuh
M would decrease the total cost of.the Assignment. M, is exchanged with the
facility that cayses the SISl deervass Ta/tlis Lota) TR that facility is
* deleted from the list. ‘Fhis process is continued till the list is depleted and the
procedure repeated for facility M &3 Then total costs are compm.ed for each facil-
ity, two more (ac)llhes, Mth are chosen ﬂxd the procedure repeated until two
"acilities MI,M2 are found that cannot be interchanged with any facility on their
respective lists so that the total.cost decreases. The second phase checks all pair-

wise interchanges twice and interchanges made when the total cost is reduced.

“Here no attempt is made to use the steepest-descent approach.

7

3) GILMORE AND LAWLER'S EXACT PROCEDURE : -
This i"Q Branch-and-bound algorithm based on two sets of rules postulated

by Gilmore. For reasons of brevit;' the nléoxithm is not explained here< It is

lower bounds

observed that the i devélops a of

on' the minimum value of the total cost of the assignment vector and a series of

nonincreasing upper bounds. The quuence of obtaining thg'lnw,er bounds is well
N 7 ) =

specified while that for obtaining the upper bd\]nds is unclear. frnncis and White

-~ ' A i s ‘—?i ‘ Ve
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(1074) sTggest the use of a heuristic to calculate the upper bounds and caution

‘computing the total costs for leti of partial ;

T ‘may involve a

., . . s .
great deal of work if carried out for each node’. The algatithm becomes infeasible

for computation as n increases and no attempts have been made to solve for n > *

15.
\
OBSERVATIONS ABOUT MATHEMATICAL PROGRAMMING METHOBS :
Even though the“above methods ‘and others by Hillier, Lawler etc., are
¥ d s

mathematically elegant, they afe unattractive fof’ pr_ﬂctjcul‘ applications. Qua-

dratic programmirig| methods do not take into account the multiple objectives

inherent in "the FLP. Branch-and-bound algorithms; with. their well-designed,

structured search patterns cannot be used in a practical;matiufacturing environ-
ment ‘as they are complex, computationally infeasible and are not easily manipu-
lated l‘or subjechve considerations. This is an lmpor!ant factor <as ghere are a

number of quxhtntwe constrmnts in an FLP. Nugent,,\/ollmann and Ruml have

compared Hillier's p with the pairwise;i h teepest-d t pro-

cedure n.= 5, 6, 7, § 12, 15, 20, and 30. The Hillier algorithm was better in

terms of computation time, with ion time i ing with the second

" power of n, whereas \vith the pairwise-intercirange procedure it inereased with the
" cube of.n. The VNZprocedure was _ft;l;nd.to be better than the others i;l terms t;k
computation tin:e m}d total cost of solutions. Hence the usefulo®s of mnthei-ng_ti-
cal, programmiAg te¢hniques reduces to one that just gives Qccnrale bounds for
the problem, withoﬁ“t‘ qualitative considsr}atiol’xs:.‘ Yet another important ‘lactor( to
.be considered is that these methods are yet to be |;sed for non-trivial _problémﬁ,

3




26 ¢
« For example,-Gavett and Plyter state that their algorithm could comfortably

bandle oaly upto 8 facilitics. . ;

223 GRAPH THEORETIC METHODS :
Graph theory and list processors can be successully used for salving the
FLP, again with a cammnmmmn bumr between theory and pruhc: between
. the'men who can obtain s solution aad the men who can must make it work

_.(Moore, 1078). Levin (1964), ‘introduced the concept of graph theory in solving B

e the FLP and this led’ to the devel pment of the RUGR algdxjthm by Kxej‘cirik
(1969). 1o 1973, Carrie applied the concept of maximal spanning tre in .
"machine shop lzyout and two years later Seppanen and Moore preseated a in-
u-l algorithm ‘with strings. Puulds and Robinsen (1078), Gxﬂ' in and leldl (1895)

hlve sugguted different approaches. .

 BASIC GRAPH THEORETIC CONCEPTS : : i
A grivh can be deined 202 dingram which Cousst of a set of vertices and »
setof s, each of which connects o vertices nd has an wsociated value. It
-can be ued o defne the FLP by g o vertiens opressat he itiviie fa
be srrangid snd the it rprescat the relationships between the activite. The
slgs vatusa:conld b sed to sogtassat the importance of the nlnlonsllipa That
is, while the edges mdlcnle the paths of material tow, the edge values correspond - ¢
.o the volume of mateial Bow. Graphs can be classfied as planaf graphs, te,

thoae whlch can be dnwn onsa plnu surface so that no edges intersect and non-

ylnnn lraph\s’..‘ Thé spaces contalued by the edges are called faces and the area




outside the grapki is called an lnfinite face. Each planar graph bas a dual which
would also be planar. If & point'is placed on each face of the graph including the
infinite face then the dual has those points as vertices and has edges connecting
those points whose faces are boupded by a common edge in the original graph.

A wot of dintince wges couneeting two vistices I caied & path sad & dased
path is defined to be a circuit. A connected graph with no. closed loops is a tree
sud & spanning tree of & graph ia & subgraph in the form of a tree containiag all
the vertices of ‘a graph and has one edge less’than the number of vertices. A max-
imal spanning tree would have the maximum sum of edge values and includes the

*most important paths of flow in in FLP. o

A brief iption of two different for solving the FLP using

graph theory s given below. :
3) MOORE - CARRIE - SEPPANEN APPROACH : o

Moon observed that the plant layout block plan was a planar graph and
that .u dual was the graph of relationships between uyum activities in the
block plaa. Because a good layout arranges the facilities so that material han-
dling between pon-adjacent faclities is 3 -misimum, they postulate that the dual
of the maximal -planar ;ubgnpll of tih relationship graph would be a near-
opmnum bloek plan. Here, a mnmul splnmng tree representing the lelmonshp

chart uulx ted from the ;nph usln( Krushl‘l algorithm. The ‘string boundary

of the maximal $panning tree was then used to obtain the m.}tml planar graph_ _.

by embedding the}gimum,ol the remaining edges in the string boundary until

,all the substrings of the final string had three’symbols each. By this method,

>

U




OBSERVATIONS ABOUT GRAPH-THEORETIC METHODS :

- J - Y
planarization of the graph is achieved by successive triangularization.
b) THE FOULDS - ROBINSON - GIFFIN APPROACH : .

Foulds and Robinson (1979) developed a heuristic that circumvents the p;ob-
lem of having tG test various sub-graphs for planarity. The aim; as before was to
produce an- adjacency graph which sl s of relationship chart
scores of adjacent pair of facilities. The heuristic frst selected four vertices -
(facilities), which when taken individually, had the greatest”sum of weights or '
benefits with the other vertices. A complete ‘tetrahedron).graph was built on

. these four yertices and vertices inserted one at a time in-the order created. Each ,
vertex ‘was inserted in thie triangle which prod‘nced the lngut‘ increase i;x she

weight of the “Once «a final dron was con it was

improved by “increasing its total weight by either replacing edges for more

promising ones or relocating vertices of degree three to another triangle. L

* The mmpumi.;nu aspects of graph-theoretic methods are more complex
than that using quadratic programming. There are other serious drawbacks too.
For example, these methods give credit only for facilities located adjacently in
some situstions. Hence the objective function maximized by these mefhods is
unaffected by whether a pair of facilities are near to each other (but not actually

adjacent) or at opposite ends of the layout. The area is still to be fully explored. °

' & T
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2.24 HEURISTIC PROGRAMMING :
Heuristic procedures ag@liRdely used for solving ill-structured problems. As

the exact solution procedures for the FLP are not yet of significant practical
value, most of the algorithms that - being used were developed as heuristic pro-
cedures. Francis and White state that * .. a heuristic procedure may be charac-
terized s one that has intuitive appeal and seems reasonable; such a procedure
may be called a ‘commonsense’ procedure :.. Because of the range of literaturd
Ry T ﬂg&richms available, it is treated in

the next chapter. ~
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Chapter 3
HEURISTICS.: THE SOLUTION IN PRACTISE
. . . I
CcmputepAidzd Facility Planning (CAFP) relies almost exclusively on heuris-
tic algorithms. Programs based on the available algorithms are mostly imple-

mented using a mainfranie or minicomputer. Basically these can be grouped
g \gorithms. An

under the categories ¢ "'} ion "algorithms and imp:

overview of the most popular programs, the algorithms used antl the heuristics

involved along with their merits'and demerits are discussed in the following sec-

" tions. An, exhsastivelaurvey bia ¥Een iade 50 25 to discuss the latést in CAD

software for the FLF A concise deseripion,of the imp i along ’
‘wnh their mefits and demems is pmentad in the,(ol]owmg sections. The algo-

nthms are nn:l:dered under, 'two hendlnp, ‘construction algorithms and improve:

ment algorithms. Graph theoretic hes as well as multiple-objective Tormu-
¥ lnuons are ids under i ',, én i as they essenmlly lmpmve
~upon the oignl Inyont to N X

8.1{ CONSTEUCTION ALGORITEMS :*

Constmction s.lgarithms ‘Were intended to be just automated graphical fech-
niques. Starting from an initialjut_'xvity pinceme\ll;, they build up a feasibie-soln- g
‘ti'or} fop the FLP in ‘m.-cprdnnee witlh gical rules, A nn‘mber of programg using
col{str\.;‘ction algorithlnsﬂnre used by laéility planners; includir}g COkéW,
COLO?, OMP?, COMSOAL; DOMINO, GENOPT; Hiller-Cqanors, IMAGE,
KONUVER, LAYADAPT, LAYOPT, LAYOUT, LSP, MUSTLAP?, PLAN, RMA |

*_ Comp 1, SISTLAP, ‘and SUMI. The major inputs are  relationship chart and




space requirements. Some of the more prominent ones are described below.
i). - CORELAP :

_CORELAP is an acronym for Computerized Relationship Layout.Planning  « L.
and was developed in 1067 by Lee' and Moore. It was the first to systematically

reduce a relgtionship chart to a blo’ck"luxaui plan. CORELAP works in the fol-

lowing ¥hanner,
1._ The basic inputs i e.;’ the ;el;tionship chart ';s‘well as the spnce’ require- *
" ments are enterexsThe relationship chart is based on the one déveloped by -
"‘ ’ Mather (1961). - o % ) ' :
2. “The vowel letter ratings are converted to their numericdt equivalgnu (A = o
e §E=51= 4 0=3U=2 snM— 1). The-total dosenes rating .1
(TQR) for each depsrzment is cnleulated which is the surm of thfnumemal ) |
values assxgned to the closeness relahonsh ips between a department nnd all - ‘
other depart' gts, The-department with the highest 'I_‘CR is identified and ) i
then placed’in the cepter of the la;'out, ) ' : v
" 3. The depsttment having bge greatest desired closeness to the initially placed

one is placed next to it in thedeveloped block plan. %
\

4. Remaining departmeiits are examined for its -relationship to those already
placed and placement made in descending order of gloseness desired.. TCR
values are used to break ties (equally dedired closeness).

8 .

a i - -

« 5. When all the depnrt‘menu have been placed, the program-stops.
~ S o
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The drawbacks of CORELAP are obvlnus from the mnmplwm made in the
algorithm. For enmple, the layout dunad is independent of the ltype of materi-
als h-.ndhng. e@xpment bemg used, with detailed costs Ior specxﬁc ‘moves unk- ’
nown. It is also essumed that the estimated dats found in the rel_n»nship chart -
ket to it liniing papoees. .

X 1), © ALDEP: . T -

'

“r /.. ALDEP (Automated Layout Design Program, Seehof & Evans, 1067) has .
; S s,

aimil.u data iripni requirements and objmive‘s as COR.'ELAP. nmz‘ly 3 '),
. L Lenm\‘wi;ith and ares l:eqniremenu for each Ilm;r. .- ‘ '
' LN\ Sclle of lnynut pnntont \ Ee K @ N -
,! N N\Imlm of Mm:nu/fmﬂnm in the Iayout. 4 ‘ &
5 4 Nn!nber of layouts tojbe generated.” . )
5. - Wmmn:: allowsble score for 2 layout. ) %
5 Minimim department preference. . ‘
7 Relationshi chnl’or“ d =

. . ¢
//8. r  Location and size ol‘ resricted area for each ficr. \ # )
. The fundamental difference be_!ween these hm :Igon!hlm is that ALDEP
?mducesq number of lsyouts and leaves the}ulect‘ifm to the decision ml'ker‘
whereas CORELAP attempts to produce one ‘])ut hy’out. élso ALDEP uses a-,
vertical sead routine and places departments in the layout In a misoner amlb‘gous

to the placement of strips of adhesive ‘tape. Instead of bmklnx.liu using ratings i




.

such as the total ch\l\eness values, ALDEP breaks ;ies randomly and hence the
first department or facility to enter the layo\ut is selected nndom‘ly.‘ The ’felntiom
ship chart is then scanned to randomly select a department h-’ving ‘A’ relation-
ship with the randomly selected first degzrtment. 1f no depamfnents have nkln—
tionship at least eqﬁzl to the minimum acceptable closeness rating specified by
the decisién maker, the second depm}nenl to enter the Inyu:lt is selected ran-
domly. The selection procedure ‘is repeated until all the departments/facilities .
have been selected to en;er the l&yt;llt.. ALDEP does not print ]Ayol%whc@: rot-
ings are les than a0 initially input minimil score, Y
_ The placement routine within ALDEP begins by placing the first department
in therﬁppn left corner of thé_lay&‘mt and extends i.hviowuwnrdA The Awidth o(,!i;e
downward extension of the department entering the layout is input by‘ t_he uger
(the sweep width). Each additiona; department added to the Iayau.t ‘hegins ‘Ivhere
the previoui department ends and continues to follow. a serpentine path. The

fixed numerical values assigned to the closeness ratings are as fllows : k

A=4=64 E=42=18, [=4' =4,

0=4=1, U=0, X =-=-10

The score for the l;yo\lz is determined by totaling for adjacény deput‘nepﬁ
the numerical values assigned to the closeness ratings. ALDEP prints the layout ’
and the rating and then returns to randomly generate the first department to be.

se]ecie‘d for the next layout. Upto 20 layouts and ratings can be generated per

. run. Because of the high penalty for the X" relationships, charts having more N

than a few ‘X" relationships often results in layouts being not printed,’ <k

@ B won g ,

T v g s R




1if). PLANET: - ’ 5o
PLANET (Plant Layout Analysis and Evaluation Technigue) is o construc- 4
tion élgorithm that has {hm alternative methods of specifying material flow

' . - 8 -
data. It also includes three different construction layout algorithms. Material flow’

] data can b’evinpvvn by sp:cifying the production sequence by department for each . 4
part to be handled within the facility, by. mpumng a fiGfi-to chart dimtly or by )
the pennlty ‘matrix method. In the penalty matrix method, the Iugher the penalty

o betwKtwo departments, the more important is the closeness of these depsﬂr

ments. The matrix is used to mdlcate the re!ntwe frequency and difficulty of

moving materials - between departments or to mdmte the relationship dats
. spefxﬁed on a Yelationship chart. Material flow dxta mput m{ny of these {crms is

converted intos flow-between cost cliart for use in the selection routine.” ’
‘The.re are three selection algorithms that can bé used to determipe the order
of pﬁcemeﬁt ol'del;amnenv,s. The first method chooses the departments based on
flow-between costs. The pair‘ having the highest priority gnd highest ﬂow-betwe«;n
costs s chosen first. The next department to enter the layout‘vfrém among the”
unselected departments is in the highest priority group of unselected depurtmenyx‘

and and has the highest flow-bi y costs with dny-d y already ﬁlaced

in the layout. This proredl;re ‘continues till all the departments have entered the;
fnyo:nt. The differenee between the first and second methods is that the next
s i 3 .
-, .  department to be selected from among the unselected departments is in the

«-_highest priority group and’ has the high;st. sum of flow-between costs with all-

selected depariments. Again the same procedure is contitued till all the




Y
departments are allocated. In the third method, the first department to enter the
1

layout is the department in the highest priority group that has the highest sum
'

of flow-between costs with all other departments. The next department fo enter
the layort from among ‘the unselected departments is. in the highest priority
group and ‘has .the highest sum of Aow-between costs nn;ong all other’ depart-
ments. This is culntinn'ed ‘until all the facilities/departments have entered the lay-
wt.

The PLANET placement okt selects the frst e depariments/acilities
to'enter the layout and places them adjacent to each other in the center of the

layout. Additional departments are ‘placed so as to gninimiluv the. increase in
1 $ “n

material handling costs. A trial and etror procedute is used to determine the loca-

tions that minimize the increase in handling costs. The method involves the cal-

culation of the product of the distance between the centroids of the deparimenu
. -

and the fow-between costs; the minimum cost point is selected as the location

aboyt which the department isto be.positioued. The procedure is then repfuted

for- each department entermg the Ilyollt The algorithm ignores the dlreeuon of

“ized. to obtain s Taibial laymlt and not a final one:

flow between departments and does not restrict the final layout to a Imlloml
shape. It »Isn does not have the capability to fix departments to certain locnlions .
and hence somenmes unrealistic shapw are generated PLANET cannot be used

to evaluate the effects of manm.l]y adjuxhng the Iayout and hence it is bat util-

f




Wv). | FATE:

FATE (Facilities Allocation Technique, T. E. Block) is an extension of the
" Modular Allocation Tgchnique (Edwards et al 1670) and it overcomes some of its
major Timitatioss, Tn MAT, 'the fagilty pairs are ranked sccording to ther «;;
(cbst per unit distance of transporting facilities between the i and j* faciti- =5
ties) values and the location pairs according to their d; (distance to be traveled *
“between their % and ;% locations) valyes. As MAT cannot distinguish between’
failty pairs having idéhtical ¢;; values, they may bé ranked in several different
‘hyl In FATE the total closeness ratings are usedas sn alternate index and a "

' . !euﬁle sub-optimal solution obtsined.

‘The computational experiences with FATE md-cnu that there i u not much
to chnme between FATE 1 and modified OORELAP The run tuu for FATE
was longer and experimentation with diffeent search lengtbs is needed in order £o
i determine the superiority of the nl;orithm. Bl?ek (1879) could not draw firm con-
\ clusions from his investigation of the effect ol‘rsu.rth length on the final layout
i B cost and.states that i ‘more il ience is required

helwem permnb@d swch hngth and final layout cost’.

to detennml the best rmking strategies, and to elucidate the relationship

»

z V). FALSA ' E v

o FALSA (Escilities Allocation by Statistical Aualysis and Bedi) is
+ & heuristic construction algorithm which assigns facilities to locations by analyz-

ing the'mesn “and the staydird ¢¥ation of thie total-cost of sll feasible layouts
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<
“associated with the assignment. The locstion which migimizes the expected
minimum assignment cost is selected for assigning a particular facility. It is based
on the statistical snalysis of the distribution of the total cost for all feasible lay-
\ outs associated vm.l the assignments, for a given facility sad to a particular loca-

tion.

4 The algorithm begins with the construction of a basic flow matrix W and

distance matrix D. The lacility sequence vector is delected by lnnlylin( the flow
. matrix. W. A flow matrix W* is then colcnhted y rearranging !lclhhe: sllch
that'the means, the standlrd demnons and the products of the means and stnn-
dard deviatioris for v;‘ru'nul TOWS are l‘n‘ descending order, An mvﬁe.meunu of
probability (R j)is ,mw- dlﬂn'ed to lthieve. a target of arriving, at a final layout
with a wt;l cost of three times standard ;levinion below the mean cost. yﬁ:: .
(0-8) facilities are sssigned'to locations which minimize R; and the last six facili-
‘ties of Lf;e facility sequence vector assigned by ﬁﬂmore's exact algorithm. ) ’
g Moshj the comments pertaining to wnst‘rnetion heuristics are relevait for
" FALSA l.o[o But since the algorithm is based upon statistical analysis the
efficiency of the wiution depends upon the distribution of the total cost for all
feasible layouts. It is assumed that at any stage the'distribution is approximately
L normnl However, as more and more facilities are migne‘d to suitable locations,
the dmnbutmn of the total cost becomu mulhmodul and uymmetﬂc Hence, the b "
authors suggﬂt discontinuing the use of FALSA when only six more-facilities are ‘ L

left for ungn,ment. a } =
) AP

J
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_ 32 IMPROVEMENT ALGORITHMS :

As explained in Chapter 1, the combinatorially explosivé nature of the FLP

has led ¢6 the devel of irhprovement algori wherg an initial layout's
improved by making successive changes in an iterative manner. A properly exe-
cuted im‘prove'mem alg‘orithn.n ms§' tend to givé a superior ]a;out, as'they evalu-
ate a considerably larger number of layouts at the expense of longer computeg'
runs. Some of the more widely used improvement alg;ritl‘?ms! along with a
description of the heuristics en_lployed, as well a5 their merid\ ‘and demerits are

. | " R
presented below. @ \

1). CRAFT: ) T ‘ .

CRAFT (Computerized Relative Allocati o of i"acilitiw ‘Technique) by
Armour and Buffa (1063) is the most widely known computerized .techni‘que for
the FLP. It assumes that the.cost of interrelations between opefations is the pro-
duct of a ‘ratePmatrix’ (such as co:t per unit volume per unit dmhnce) and a

‘load’ matrix (such as vo!ume or trips), both of which are inputs to, bhe CR@[‘

program. i. ¢, move costs are independent of the utilizati 1 of the J‘ t and
that move costs are lmeaﬂy relnte/d to the length of Lhe move. lx’mopentlon
distances are obtained from an mmal layout (existing or prehmmsry) which is
read into the progrnm The program's relayout heumtlc nrw 1nt7:chnnge two
areas at a time, recent versions interchange three areas at a tlme, récompute the

total costs and save the identity of the best switch. Psmwue interchanges,
s

tli;-ee-way inlercl;unga, pairvise followed by three-way interchanges, three-way
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followed by pairwise interchanges and the beKtol pair-wise or three-way; inter-
changes can be considered. After all possible interchanges are evaluated, the best "

switch is then used as the layout if less costly and the entire procedure repeated.

CRAFT is basically an tension of the st ,"‘ J 'pmr' i h rou-

tine explained i :)\ chnpter 2. Even though CRAFT does not g\mantee a least cost
layout, the nature of the‘layout problem i |s such that only lrmally better solu-
tions may exist. There is ‘no mechanism by which CRAFT can mcorporne the
stochastic namre “of wark ﬂow intq its solution procgdure. Also q\lalnmve fac-. '

tors llke the need for two rnmcular I'aclhhes to be far apart are cannot be con-

slderg.d.

ii). MUGHAL :
MUGHAL (Multigoal Heuristic for facilities design problems; Dutta and

th’n lﬁéﬂ) presents 'a- combined itative and litative a h to the

FLP lt minimizes an ob]echve function ‘which incorporates two conflicting cn:
teria : cost minimization and closeness mhng mmummuon The ob;ecuve func-
+ tion represents the diﬂ‘erenc_e of matena“ls handling cost and the closeness rating
with precieﬁned weights assigned to both criteria. “This heuristic algorithm

involves an improvement, pairwise exchnnge routine a9 described in fig: 2.1. The

| model bines the minimization of a cost function and the max-

‘imization of closeness rating score as follows : b e

Minimize.

=W,C -W\R = 2 E E E E (Wz“.m "_W’.‘,“In

i=1j=1pml =
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. . .
subject to
= . . . '
' zz,, =1, °
- f=1 . .
E ; =1,
=1 — ¢
z; =0or 1

) W, + Wy =land W, W, >0°
where W, and W, are weights for closeness rating score (R) and cost (C)
respectively. C’ is considered as a measure of effectivéness for the selection of a
new layout using She pair-wise exchange routine. Th( numerigal values ‘usigne.d o

to the closeness ratings aré A = 6, E = 5,1 =4,0 =3, U=2and X = L.

. The steps ivolved in the heuristic are g3 follows &

i . L 3 . Read input data (i.e., closeness ranking ma!nx, ﬂo:v\:nltnx, number %
) 5 of facilities, welghn -and initial hyout) o -
= L - 2. ' Compute T w,c W,R. ) '
i © T 8 % Setism1,j = 2/the facilities to be exchanged). ) 3
i Exchange. facilities i and j. } - )
5. Compl;te new C'. = g
S .8 Check whether the new C”is less than or equal to the previous c, if
B g i ‘ .v 5 yes go to step 8, "otherwise: st step 1‘
o) Exchange facilitifs i and j. + c
s o 8 N Cl;eeklj"? ::._lr;, go t?'step 9, othurwli:u go to |’Qae '10, 5euinin; ~
= e ) ‘ : . C . 4




9. Ch‘eck:i = p-1. If yes, go to step 12, otherwise go to step 11.
10. Incresse j by 1, go to step 4. - d -y
1. Increase i by 1 and j =i + 1, go to step 4. '
12. Stop.
This model also has the iated with other improvement algo-

rithms. The efficiency of the final model depends fo a large extent on the nature
of the initial layout. The pair-wise exchange routine is very similar to that
dmcril;ed in chapter 2 and the comments therein apply .eq\mlLy’ to this one also.
The method of assigning weights does not seen to be basesd on any particular

6andn =

factors, rather, it is left to the usef. Results for problems of size n

8 are gi.ven, which are not indicative ol the behavior of the algorithm to non-
trivial problems. FPhe eompll'.ntmunl Aspects are not mentmned anywhere for

these types of maltiple objcetive formulations, but one Wbl wuipoct BaE e

‘would be quite substantial compared to the benefits nclneved by their use.




Chapter 4

CONCEPTUAL DEVELOPMENT OF
A SYSTEMS APPROACH

Suﬂeys in the 1070's by James Moore fodd: that few industrial planners were

“using layout aigorithms. Further, most of those who'did use a computer based"

approach found the results to be of limli,teanlue, This is mainly because of the
misplaced faith in algorithms. Contrary to popular belief, a]g;)rithms cannat pro-
duce a demonstrably best or.,optim'um.layout, as the discussion i;l the preceding
chapters have shown. At besévlhey can provide & good solution. Hence, a systefns

h is indicated. Consideration of a larger number (of factors aflecting the

* layaut in the flgorithm and the quaritification of some of the subjective aspects-
. S

of the FLP could prove helpful. ] ~
: ive’ ich is.lm impli-

citly asswanes that the pattern of flow b\etween‘ departments is fixed“and .does not-

One of the major with the

depend on the layout of different facilities. Stochastic work flow cannot be incor-
poraled in'its solution -procedure. On the other t:{nd, :luplitative approaches are

gy )
based on theii:coring methods,_ i. e, preassigned numerical values for different

closeness ratin ’(‘ ce they do not i P the work flow cost between
the yarious The d in the construction. routines .

contain gn obsdure but fundsmental limitation in their selection and placement of
R .

d . By términating when-all the d

have entered.the, luym;t.

in many cases, signil closeness i ipg are not i d. This may_

PR s
explain the frequent inability to, satisfy even a $mall number c[ﬂn’ponant

A
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relaiionship. This'is quite obvious while compsring placement logic with graphi-

" cal approach. While mnuually constructmg a relnnonshnp dmgram, l.he systematic

approsch by Muther calls for consndenng every rcluuonsh:p in order of its prior-
ity or |mponanceA But algorithms conslder the pctlvmes instead_of the relation-
at D2

ships and hence.usually all the activities are considered before all the relation-

. ships have been examined. i. e, a portion of all relationships is enough to place

-
all departments. If this portion ddes not contain all the critical ;ellaﬁonships, then
the resulting layout fhay include signiﬁé_anl flaws. Tht;. presence ;I numerical
scores may not overcome this Iir\nitation,‘ On the other hagd, improvement algo-
rithms, ;n_many cases do ndt honor shuclitély iesesacy-relbtionships: Also ‘the
output may gunt’ain unreali;&ie locations, shapes and n!ignmént’s4 Manual adjust-
ments are required to s.g;gat ex‘!.ent in many cases, rising doubts al‘wut the \;‘nli:
dity-of the approagh. P < T

. . ] ¢

4.1 DEVELOEMEN’.‘."OF AN ll‘.lTEGR._A"l‘-ED APPR.\OACH}

Carrie .(1980), concludes that the existing alzori}hm; and prong:ms for solv-
ing the FLP.Msist with'cnly a small proportion of layout plnn;xing work. He
divides the layout planning projects into two types, the first being the major pro-

jects involving the design of completely new facilities or major re-organization of

eexisting ones and_ the second, minor projects. Minor pyojects involve the intro-

o .
duccion of odle or-more new hines or facilities, nizati ol limited sec-

tions etc‘, all within the exlsung orgamzahuna‘l and overall lafout structure. The

ma;or pmjecls include a number of s"nges hke ‘ T e
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) The dfcupn to procegd. _ v
(i) Dats acquisition. 9

% . (iif) D ining the izational basis of the dep in the plant.

F (iv], Planning the overall layout of the departments in a specific site. ,
(v) - Planning the detailed layout within the departments. Ny

r L) Production of layout drawings, and -
» .. 5

’ (vii) i Implementation.

¢

) Carrie (1980) contends that layout programs deal wi’th only one stage of a
major layout project and explains why they are of mayginal use. In addition to
.the lacl‘ors explained in ihe previous ch’xpzer's, thé diﬂ'lcult}; in prepariag data for
g nsjng\ the‘ ava?lnble programs, assumption of nlvpriori deti}sion on thg orgm}izg-
/ tional basis of departments within the plant and the fact that the results arefno‘t

/ outstandingly good contribute to Carrie’s findings. The effectiveness of computer -

prog in a pump’ plant relayout project - involving seventeen
activities is given below (table 1). ' ’

i 7 ~ ¥
To solve the expenses and the binatorial difficulties iated with the

* FLP, a systems approach has been. advocated with the development of algoritt .

good sub-optimal results and in inexp

that give’_

=7 micmcémp;terg‘ Integrated Layo\ltAPlanning System (INLAPS), capable of being

x L *+ a Decision Support System (DSS) as well as nn\wptimi‘zin’g a]g&;frithm is the result

" . " of this philosophy. Figite 2 shows thé conceptual disign of INLAPS, énd its
modular structure. It is fully menu-driven and user-friendly with & very detailed

1




‘SAVINI Jo Sompow uwm oql 7 B

45

75(}1

TTIHS d
NoISIDAT

AVIMALIVI:
. = T

T
I .
: .r|+  TTHHS SdVINI vvlLA.




S

help_facility, . .
‘Table 1 : Effe of Comp Prog) - A Comparison
EFFECTIVENESS OF COMPUTER PROGRAMS
LAYOUT SOURCE LAYOUT COST,
Supplied to CRAFT  Improved by. CRAFT /
. 9 ' % /
Present Layout 85152.8 52012.9
" . .

SLP\Lsyout 4350 | 433060 z
CORE“P La.you: 52275.7 47255.3
Adjusted 'CORELAP 404505 1 46309.7

4.2 - DECISION ANALYSIS : “
A mqnhfa;:mring organization is a dynamic envin}nnient and as a result

changes occur almost continuously. Even without the introduction of new equip-

‘ment or departments there may be changes in material flow dnd other related '
factors due to chinge in products or changes in product mix etc. For these rea-
sons a layout change might give better productivity, but the Yiecision to change
the layout must be based on other factors too. The -quan\trty moved matrix can <"
alter depending on a number of vmabla (Hltchm@, 1970] mcludmg
i) ) A deviation from an mtlclputed order pattern.

ii)

An alteration in product design involving rerouting. *

.t
An alteration in the processing of the product involving rerouting.




A7

i) Generaf rise o fall in production. -
v) Introduction of & new plant or equi to replace or suppl
. existing plant. ~
vi) Removal of an obsolete facility.
" i) More or less stofage/inter-process storage space required. , -
viii) Maintem‘nce of machines; for example, a newly. impleménted scheme

of planned maintenance. 3

Safety, heating, lighting, ventilation and other ergonomic and psycho-

w0
logical factors. - . L

x) - Supervisory and organizational changes. .

xi) .  Changes in asirvidess owse oDl w'mr‘. air, vacuum, gas, ete.

. can'Tbe Fostulaied thak change in s Iayout i warsikited whes thie cost of
effcting the change is lsss than the savings that would accrue due Lo an
increased efficiency resulting from the'change. Statistical Quality Control tech-
niques can be sucSssfully employed (Hitchings, 1979) to show shifts in order pat-
terns and fuctuating production levels ‘and their effect on the efficiency, of the
layout. Based on the work done by Nugent et al and Hitchings, an algorithm has

been l for use in a mi o1

which can act as a decision support
.~ system for layout changes. Even though the' mathematical model assumes -that

the forecasting procedures employed are accurate, and that the, rate at which the

- layout ively becomes is which might -not wholly
b 8

refiect the renl:l)!a situation, the analysis from. this module can help in making a

~
)

A




decision regarding whether a change in layout is warranted. .

INLAPS has a decision support system that can access all the modules, use

the data from those and help the decision maker select-an optimal choice. Figure

3 shows the block diagram of the DECISION module.

4.3 INTEGRATION OF MATERIALS HA| NG :

The literature\treating materials handling as an integral part of a facilities
s 7
layout has either neglected several important aspects of the pmbS.:in order to

obtain a solution or has considered its major features at the expenseof consider-

able ional requi ts. G ion of various layouts by different pro-*

grams has also neglected the possibility of the selection of different material han-

dling equipment affecting the final sub-optimal solution differently, The most

-comprehensive material handling model was d by
b, JERT

Webster (1969) and it operates by handling equi to

départmental moves based on cost slone’and then interchanging the move assign-
ments so as to improve equipment utilization and total cost. This improvement
" algorithmic approach requires much computational effort. ¢ /

Ci lly as well as i s i selection optimization is

a complicated process. Multiple objectives like cost, safety and utilization of
3 ~ I
equipment have to be considered and it is difficult to quantify- the different
O - 3 .

characteristics of the large variety of equipment types available. If there are i

types and j d moves, then the solution space of the com-

bi Timé to complete a

"binatorial problem would have i/

f\"




B DECISION SHELL i ’T\

’

. OUTPUT = MATERIAL |—
A = BALANCE * |—*
J ‘ UTILITIES

The blocks represent the mo‘d't'des ~inside
the DECISIQN shell. Output -is the module

that analyzes thé alternatives and
provides ‘the solutio —tayout change.

Fig. 3.. The DECISION module. :
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move and the operating cost of i are par. that have to be

f estimated and that takes away from the accuracy‘o! the solution.

The MATERIAL module can optimize the r;laterials ha]ndling function With
.the help of four suh-qul;les nnmelj', the px;e-select module, the conveyor module,
the eqp-select module and the eqp-optim module. ‘They are used for preliminary
selection of equipmn.znt, conveyor design and selection, equipment selection for
production and equil;mqnt selection and optimization respectivel}. The relation-

ship-between the various modules in MATERIAL are shown in figure 4.

4.4 MINIMAX CONSIDERATIONS :

A manufacturing organization always has to adopt new. techniques and

! 4
b desait

methods to remain itive. New or can seldom be

duced without disturbing the previous optimized sys‘tem. Hence I'o; the lay-

_out to be'eﬁ"lcienl,.the introduction of new facilities has to be within the con-
* straints that signify the condii:ions for o]{timslity. This gives rise to a .new com-
binatorial pr‘oblem. Here, !he‘ objective is to locate.the new facilities with respect
to the existing facilities in such a man;ner that the sum of costs proportional to’
the rectili:en distances between new and existing facilities and the et;sts propor-

tional to the rectilinear distances among new facilities are minimized.

The objective of

could be to minimize the weighted sum of the

distance glong it 1 directi if"’ the rectili problem, to mini ize the
weighted* sum of the straight line distance, i. e., the Euclidean proplem or to

. minimize the weighted sum of it_he squared straight line distances i. e., the gravity

"




—1  THE MATERIAT SHELL }———

. “
Preliminary equipmenit selection

) based on indices that can be
created or modified by the manu—
’ EQPSEAECT facturing engineer. Has modules E.q
’ that perform 8 _fwn.ctions. EE‘
- . =
I Fquipment selection for . =4
- production with respect to’
4 PRODSELEC T| machine availability, machining _
. schedules a'n.d production volumes.
: =
= Con‘ueyo'r selectwn and design f&q
4>{ A that provides simple simulation offta
CONVEYOR the s-g:tem and answers what—if E’q
3 ) questions. : ‘ A0
Material handling optimization

using a generalized m—dimensional
MTLOPT - knapsack algorithm. Optimizes, and
selects - equipment.

# - Fig 4. The MATERIAL.module.

i
Sy
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effective. .’

. \
problem. A number of approaches have been advocated for the solution of these *
problems, using graph theoretic s approaches, ’ networking glgor‘it.hms and
mathematical programming. In a practical situation, frequently, new fgcilities are

located without idering all the ibilities or imes, even

Early versiong of this problem located one new facility wx\h respect to n facilities.
Cabot et al (1976) ba\;e solved this problem using Fulkerson’s out-of-kilter algo-
rithm in a network flow solution for m new -fncilitie;z to be located optimally with

respc;:t to n facilities. Here, an equivalent linear pro‘g'ramming approach has been

oot d

adopted which is simpler and an loped for use in a
Fig: 5 shows the scruct;nre of the' LAYOUT module which comprises an

impro,v‘ement algorithm, a'construction algorithm and the minimax algorithm.

They are described in detail in chnpler &

45 QUALITATIVE CONSIDERATIONS : v

¥ ~

The multitude of available’ programs give no help in decf_din(; whether the

departments (facilities) should be functionally oriented groups or whether they
¥ i

N should be related to product or component types. Yet tiis decision determines

that would balance

the overall itude of costs. D of an
S B P

an assembly/

line so as to maximize the within the depart-
ments and minimize the movement between the departments is indicated in this
context. This approach would make the relative positions of the facilities less

important and would make the sub-optimal solutions that can be obtained more
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.’

THE LAYOUT SHELL

A comstruction algorithm

= CONSTRUCT that generates and evaluates
L — .alternatives wusing tota.l layaut

score 'rtzt ings.

An_improvement algorithm

—@EEEV 7 | . that uses CONSTRUCT and

optimizes 'space 'unth
mvm.'m.al cost.

o, &

- Algorithm for the addttwn

. y - : of new:" fuczlttws to ea:ist?.‘n.g
) MINIMAX acilities’ using Fulkerso'n. s

» algor'r.thm .

Fig 5. Struclu.rc of the LAYOUT module.

INLAPS
SHELL

DECISION
" LSHELL

s
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Basically, this i‘nvolves‘n\erging group techpology concepts with the solution of *

. e
the FLP so as to get around the combinatorial difficulty inherent in the problem. -
/

. «
. The COMSOAL approach has been adapted for developing a multiple assem-
bly line balancing algorithm. The program can.be used for efficiently balancing

niultiple assembly lines and, acts as.a decision tool for effectively considering the

)

types of facilities i d or work ions) that shonld be

grouped together. Analysis of results from this mofinle .can help in design'ing a
more e_ﬂ'lcient layout. Fiku;es 6 and 7 give block diagrams of the UTILITY and
BALANCE m;:duls whi_ch can be' used l‘ol" these purposes. The structure of the
INLAPS system as well as detailed flow charts and de.scription of the algorithms
follow in the next chapter. - 2 &

4 ll . THE INLAPS ME{HODOLOGY HOW TO SOLVE AN FLP 4

lt can bz ‘seent that the solutjon of an FLP depends on the amount of

relevunt data Avmlable, the attention gwen to quahtatlve conslderauons, the

eﬂ'ciency‘of 0 ing rhethods" ploy ,the n d al ives and the

opuons avallnble to the decxsxon maker INLAPS helps in channehng the eﬂorts
at dnta collection aqd mal_(es use of indices for most of the selection processes s’

that-qualitative considerations are made pmt‘o!-the‘l\ltion précess. The modu-

lar approach imp‘rova ve}snﬁlity as shown below. Table 2 lists the‘diﬂ'erent

modules nnd,subquulu-in INLAPS: with a brief description of-their functions.

Figure 8 shows the flow of daa, starting from data collection to-data . )




—1.  THE BALANCE MODULE

. . . A°line balancing algorithm
Y 2l coMsoAL Jor balancing . qssemgly l'un.es
A - —— 1 ‘using the com'sgal approach.’

' . ’ .- Can be used as a tool to, .
analyze FMS. P

| S M.uﬁpze Tt batancing for
L5 systems with multiple .
{ assembly lines. Individual
.. . lines are assumed to have
" been already balanced. °

v

Fig 6. Structure of the BALANCE module.

DECISION

| ’+ et

]

" SHELL

|
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UTILITIES SHELL

S

N

L'meaxr p'rog'ra,mmlng p'roblem
SIMPLE'X r/)sol‘ue'r that uses the simplex

~

.  Fig 7, Structure of the UTILITIES. nmdﬁ

STEPREG| "
' : _Time series a.nal‘ysts using -
TSERIES Winter's exponent &l smoothing

) 4

A simple lm'n.ea.'r 'reg‘resswn
module that fits linear ‘data .
and gives all the regréssion
patameters. Has 5 miodules..

A stepwise & multiple regression
program with 17 modules and
data transformation routines. *

technique Ha's 8 a.'m. modules.

method, Has 8 modules.

A pmmztz’ue da,ta. base module for

~storing. FLP data.

|;£‘CIS‘ION SH;L] lmups SHELL 1
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manipulation‘and obtaining the final solution. Q .

3 Table 2:A Brlfr Description of the Modules in INLAPS

~

1
Module Function
LAYOUT Module for FLP algbrithris .
ONSTRUCT | A simple construction algorithm
'ROVE An improvement algorithm
MINIMAX An algorithm: for additions to an existing facility
MATERIAL Material handling optimization algorithms
EQPSELECT Preliminary- equipment selection module that uses indices
PRODSELECT | Equipment selection for a production shop
MTLOPT Module for optimizing material haidling .
CONVEYOR Qonveyor design and optimization
BALANCE Line balancing algorithms
COMSOAL Simple assembly line balancing glgorithm
MULTIPLE “Multiple line balancing algorithm
DECISION’ \ '| Adecision"support system for the FLP
SHELL Decision shell that makes use of the other five main modules -
OUTPUT Statistical decision analysis module
UTILTIES Statistical and mathematical utilities .
LINREG -~ Simple linear Tegression module !
STEPREG Multiple and stepwise regressiolf analysis
. SIMPLEX Linear pmgrammmg prohlem solver
' TSERIES * | Time series snalysns using exponential smoothing
RANDOM A database primitive for the FLP

bl

From table 2 and-figure § it can be‘seén that INLAPS can be used as an_

expert system to solve the FLP. From an application builder\ﬁnl of view,
. g

" INLAPS has a tightly integrated structure. Because of the’ shell stricture, data

. L
* from the various modules can be interchangeably used as input or as an output

o




SOLUTION TO
THE FLP

; L o i
X UTILITIES 1] H
] 3 { Linreg Construct
Stepreg =T Improve
. Simplex d il - Minimax
. // '
| Tseries
X Random l Eqpselect
Prodselect
. .| Comsoal
. BALANCE - Mtlopt
) . . Multiple A
i Conveyor
MATERIAL

Fig 8. Data flow in INLAPS.
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on its own, as a solution to different producti or

research problems. As in any expert s‘yst.em. INLAPS has its own knowledge base_ .
and inference engine. The knowled’ge base at present consists of modules and
sub-modules like CONSTRUET, y IMPROVE, MINIMAX, PRODSELECT,
EQPSELECT, CONVEYOR, COMSOAL and MULTIPLE. The DECISION
module and MTLOPT can be assumed to be an inference engine i.e., a collection
of processing procedures, used for deriving conclusions from the knowledge. These
two phases of the system are complemented by a set of utilities that help in using
thé k‘nov‘.vledge base:
The TSERIES, LINREG, STEPREG and SIMPLEX modules can be used to
predict the consPants used in OUTPUT, the estimates of the various parameters
. in the modules of LAYOUT, MATBRIAL and BALANCE shells and as a linear
programming problem so!ver foF nll linear resource lllocltmn problum Data for
these modulg can be collected and stored using RANDOM. EQPSELECT and
_'l;RODSELECT can be used _lfor creating some of the inputs for the modules in
BALANGE. Additional data for OUTPUT can be generated from ‘within the
DECISION shell. When INLA:PS is ot used as a decision support system, the
individual mckules in LAYOUT can be used as p[ogrnms to generate alternative
layont plans or to optlmlze the. addition ol new lmlmeu to existing !ncllmes ‘In
the sume way, MTLOPT snd PRODSELECT can’ be used as stand-alone modula
that can ppnm;n material handling and select equipment for production l‘eupec-

tively.




". of the INLAPS system. The relatiopships between the individual modules and the

INLAPS can be used. It is included s an a'ppe“kux.

Chapter 5

INLAPS : AN INTEGRATED LAYOUT
S ' PLANNING SYSTEM
AN 7 .
The mathematical theory -and the algorithms of the different modules are ex-

\
plained below. ‘The system is structured so that it is easily expandable according

to the needs of i 1 users. Q pertinent to the vari-

ous types of layouts dealt witf can be.input by the user and the algorithm is

casily adapted to new problem situations. Figure 9 shows the detailed flow chart

sub-modules are included as Well.

All the modules are menu driven. A HELP module is provided. It can be

accessed as a document file or relevant parts read while INLAPS is being used.

The prompts have been designed to be clear and concise, The HELP module links
the manual (MANUALDOC) to the main modules and serves to_illustrate how

lained in the following

The, ithms ‘and their mathematical basis are
format. For brevily, the UTILITY and BALANGE. modules are explained wholly
by means of flowcharts and algorithmic listings as they are based gn.standard
treatises. Programs in LAYOUT, DECISION and MATERIAL are based on new
algorifims that have been formulaied. As such, in the relevant  cases the
mathematical and statistical basis a5 well as the operations résearch aspects are
givenin detail. Modules like MTLOPT, OUTPUT and MINIMAX which form the

core of the system belong to this category.




W/

The DECISION moduls that acts as a decision s
can access all_the other modules and uses the da

on module OUTPUT to decide about layout clu:nga.

uppurl) system

0

T8 3

MATE'RIAL

BALANCE

v

r Ko=) [wirimas | [Constrac] [regrove]

A}

UTILITIES

LAYOUT

I

INLAPS

" The HELP module with. shells for help in the jbllawiny areas
meral, Laj Dacis:

Material, Balance,

lIHHHus. 'wharv ‘General is Jor an i-ntmliucﬁan ta

.the rest pl‘rtuiu to_ the modules with

the cm‘l:pamivng namas.

.Fig. 9 Relationships .between the main modules of INLAPS.




51 LAYOUT - FLP OPTIMIZATION ALGORITHMS :

Based on the f lati described before, three i are p;

here lor ;mcrntm; lsycuts The algorithms are relatively simple and quite easy
to use as they are intended w be used in conjunction with the other modules.
The optimum lsyout is to be achieved with the help of DECISION and
MATERIAL modules. The former acts as a decision support system and helps in
,analyzing the -Iumniv‘u. ?vbereas the latter optimizes.!he ‘material handling
l!um:tio,n. BA.LA.NCE, the line balancing module can be used for grouping various.
types of machinery together in "a manufacturing plant and (_JTILl’l‘lES provide
the infrastructure for the DECISION module. The LAYOUT lﬁoqule is described

in detail below, with the help of fowcharts and detailed listiné: of algorithms.

5.L1 I 2 A MINIMAX ALGORITHM :

Minimax algo.rilhms that deal with the location of new hciliti;_s with respect
to exlstmg facilities have been solved in a number of ways Here, the results from
graph-theoretic methods (Hakimi 1975) and convex programming models (Love
1979) are used to dweloy an algorithm that efficiently solves this Lﬂ-szructnred
problem. E‘u\l‘ly versions of the minimax ‘problem considered locating one facility

. ';viih respect to n uhtinq facilities. This px:oblem and it; generalizations have
been called Steiner's p‘roblem, Fermat problem or the generalized Steiner-Weber
problem. The problem can be statéd mathematically;s follows : . ;
It m fnciliti; exist at (a;,b;), where Ai ranges {mm- I'to m, the optimal addi-

tionof n new facilities require locations at (z,-, yj)such that
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Z(zy) = Y Clpllzi-z | +1yi-w I+ (5.1)
1<<hgn .

3 Boalla l+1y6 1)

is minimized. C1; and C2j; are the associated unit costs. i. e, the edbts
required to- transport a unit load per time period, a unit distance between new
facilities j and h and new facility j and existing facility i respectively. This

is solved by decomposing the 2 - dimensional problem defined above to two one-

\
dimeisional probl The objective function is d posed to the following for-
mulation. )
. '
Z(z9) = Z\(z)+ Zyfy) (52)
where ’ #
o am :
Zy(z) = Y. Cluplzi-n [+3 Y 02; (5.3)
1Sj<hgn Pt
and
T i
: " m ;
Zoy) = X Clyly-wel+ X ¥ C2; | y-b | (5.4)
1</ <hgn j=timl .

Because of the rélationships between Z (z,y) , Z(z) and Z,(y), it can be postu-

lated that the minimization of the decon@posed objective functi would be

qui to the minimization of the original objective function. The d

tion is advantageous because Z,(z) and Z,(y) are convex functions whose local

minima coincide with a global minimum. Hence an optimal solution exists for
which each optimal point [.é,- ,§;) is equal to some (a, b, ) i.e, the x‘and y loca-

tions of facilities u and v respectively. Hakimi observes that.any facility or set
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of facilities which are not at an intersection point can be moved toward an inter- |
section point without increasing the cost function: From this it is evident that an
optimal solution exists with all new facilities located st the intersection points of

lines emanating from tze existing facilities and parallel to the axis.

MINIMIZATION OF Zy(z): °

To choose an optimal x-coordinate for a new facility we need consider only

the g; values because of the above observation, Sorting the array ¢; in increasing
order so that § can be considered the position number of the facility helps in

reformulating the equationdor Z, as follows. Let ‘kj be any a; where the new *

facility can be located. Then,

Z(2) = ¥ [ 2 cp@m-z)+w Cl‘-‘(z,«—z‘)]
i 1S5 <h<n |kighh B 2kh

+ Z.: im;;(‘ﬁ-ﬂi)*'i f: C2;;(0;-7;) . o 59) -
ferim Felimbi 41 v

For kj to be optimal the derivative.of Z(z) with respect to z; should change

sign at kj . This necessary condition becomes sufficient when safisfied at both kj
.

-1 and K+ 1 because of the convexity of the function. Hence for finding the

optimal locations of the new lxcﬂiti, only the movements from - positions that

satisfy the necessary conditions to adjacent positions need be idered. Thi§
P

greatly reduces the number of i i required to minimiz tixe bjecti 'e-
tion. This u also supported by findings of Vergin and Rogers (1967) and Revelle
et al (1880) who state that the optimum location for each new facility iqnb\tﬂe

median value of the cost coeﬂ'lci_ents’of the m, existing facilities. and the other

. '
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(n<t] facilities. Now, movemeat of facility j mesns a change in the value of kj. As *
E

the optimum location for each new l’militx is at the median value of the cost
coemcienLi:, all sﬁﬂtions that satisfies the necessary conditions can be found by
considering changes in kj by +} or -1. Also, as the objective function is convex,
only soluti’)ns that meet the pecessary conditions and decrease the objective ﬁl‘llt-
tion need be explored. Hence the necesggry condition can be derived by

differentiating equation 5.5 as follows :

azy(z) oy y n ‘
il S Clp+ Cly+302;~ c2; (5.6)
Oz h,':zs:u : k,'gn 4 g i -'-%n 7
The MINIMAX ithm that i ively P

new facilities with respect to existing facilities is ducribéd below. The dummy

e e &
arrays are indicated by dd followed by the array name in the program and are

used for the iterations. Figure 10 gives the flowchart of the progmn

i) Clear the memory and read the number of existing facilities m and the
number of new facilities n to be added. Dimension arrays and matrices
for their: z and y Acoordfnntu, (a;,b;) and (z;,y;) respectively. ( i and
j are used to indicate any m n.nd n ), the corresponding total costs
C1j and C2j and dum;ny arrays of these variables for m;ting and
reallocation purposes. Dimension arrays for F1, Fg i‘s. 6:1, G2, G,
Zy, Zg, kzj, kyj, count, OPX, OPY, sorla, .sorth. and . sortc. Read

(a;,b;) for all .

ii) Sort all a; and b; values in ascending order so that i becomes the posi-

tion number of the tx'uﬁn(hcilitiu_ Let k; be the position for new

the optimal location of . -

#'_




Read m, n
Allocate dimensions for 2
C1, C2, F1, F2, F3, C1,
c2, G3, 22, sorta,” sortb,
sorte, kz: crnml OPX k OPY.
aad o8 5

xr

Sort u(") h{i) in ascending

mm)sb(.) L

k(j) be- the yunhm count
for' all

. hf::":';;:..ﬁ"'::d oo
, T~

Define Fifst), Fa(st), Fst)
coordinates of all

Dcﬂm Ci(s.t). Cz(s t) and ‘ZGJ!S‘U
for y values of all kyj(s.t

T

maz JOPX(j)f & its k3
ua us couni(j) and recalculate
F1, F2, FS, count(j) for

Set 'k t6 the lljhnost pasition for
which multi; Hities are

For all j at k culculuh F1, FEJ
& F3, and its k—1 & k+1
Sort j into o ha i S

Kot k = k+1, Recaloulate Fi. F2, F3
Gi, 62 and Gs.
Optimal solution pn{'nt if k>RT
Hlse tost, fn-r multiply facilities
7 mot k=

Else n;uuz from step iii.

Calculate OPX(j) & OPY(3) ' g
If F2 — F1 > 0 couni(j) = 1
else count(j) = ~71
Fig 10 Mini — An for the
. R 2

Jor all
kj and kj + count(j)

FLP- as a Steiner-Weber pr&blem

99



iii)

iv)

v)

vi)

vii)

vii)

87
_facility j. For all jequate kzj (s,t) to each ¢; and kyj (s,¢)to each b;.
Caleulate Zy(z ) and Z,(y) according to equations 5.3, 5.4 and 5.5, Save

the values in dummy arrays. Print the kzj (s,t), kyj (s,¢) and the decomi-

- .
posed objestive function values with respect to each new facility.
Define functions

Fls,t) = 2 ot 5 G2

Fost) = ): 01,,+ E C2,

F3(s, t)_cx,,,+ Z) C‘Z,A
for the z coordinates-of the new rmlma kzj (s,t) and correspandmg kyj
(s,t) functions as G (s,t), G2 (s,t) and G (s;¢).

Calculate OPX (j) = |F2(s,t) - Fi{s,t)] - F3(s,t) and if FE-;FI

s g'renter than zero, assign caunl(J) = 1, else” cmml{]) =1 lf yes go to

step vii.

Find the maximum valwe in array OPX(j) and the corresponding kj.

Adlits count(j) and vecalculate F1, F2, F3, atid count for all j at kj snd

kj+counf(j). Go to step v.

Set k to the leftmost position for which multiple new facilities are posi- -

tionad. If none exist, go to step xx,‘Let RT be the rightmost position for

which multiple new facilities are positioned.

For each J, positioned at &, calculate the value of eqn 5.8 from the the

Inncnons F1, F2 and F8 and its value at k-1 nnd k+1. Sort eacly;

into three arrays sorta , sortd and sortc such that sorta contams nll( s
7

) D

4§




‘ T okad e moved from k to k-Fwithout vi;al.zing the necessary condi-
L tions, sortb contains the j necessary condiliz;ns and sortc “contains all j
_/s t'lnl..emno! b; ‘moved without violating the necessary conditions.
ix) _\‘Rephce k by k+1 for all j. Recalculate .ifl, F2, F3,'G1, G2, GSs. H"k‘
O . is greater than RT than an optimnl solution point is reached. Oiherwise,
g check for muluple hc:htm at that pomt, If not_ replace k by k+1. Else ' e
'go to step i = )

. 5.1.2, CONSTRUCT - A‘CONS’I"BﬂCTION AL‘GORI:PHM H . ' ~
- An Al'gonthm, slmllll‘ in structure bo CORELAP and ALDEP has been pro-'
pued here. It is straightforward md easy to use and when used as part of the
pnc}uge. gives comparatively good solutions’ for .upto 25 facties. Figures 11-and .
.12 give the detailed ﬂowehn_rt of CONSTRU‘CI‘, A de-cription' _o! the a!gnrit.hm is
given below. )
i) Clear the memory, deine Ito N as integer variables ad allocate dimen- -
sions to the-arrays snd nutnce for ul:(.,.} s nle{:,n) , rels(ii) ,
‘ canl(n] , con2(i) , conS(i) , cony(i) , mau(-,u m-12(|,4) ,-and '

rden(4) whm i is the number of departments uad: ;_,_,

-
i) - Reld ,node . Il niode > 25, print error messages and ask the user to ..
’ Y ’ - reduce the mlmbnr‘of fiupnrtmann using @he UTILITIES and BALANCE |
) ; modules. cn;in the u-rlmmslshen. i node <2s goto nep i,
: iii) Reld the relmonshlp A E 5 0 UorXx between ny node and / ¥
) “node-1 a8 nll(o,}) where ¢ npmenu any nadc _ "
¥ . . ’




Read the Teguired i3 .
-and its nlt(v.)) U.u

count! = 0
-stringl = rel(i.j).
For each stris
stringl = ABLOU or X
Blse, set count!

pring error massages_and
return. *

ingl, return if

in block iv and
return.

For all i, set couni2=0, count3=1
and m-mgz-nu{i.:l For_each

string2,
jar string2=4,E,IorX ond return.

set couni2=1,2,30r4

Fig. 11 Construct — The Construction algorithm.
toe »

dat 1£3: and refurn.

If countg = 0, then Tepeat
for mezt j and i Else
mati(i,count2) =
mati(i,count2) + count8

x
For all node—1, cond(ijmj
iden(k) = mati(ik); for

EIEAT £ mode. et Tetord(k)
order

Sort coni(i) in ascemding

n;hmu- tha nlmum order
7 all mode using algorithm
in step ziv.

Print con3(3) for all i

A ]
g v =




oq —

70

‘muyguos pup sfnun yy
g e -
© Uy seY 3 #yj 1 op
-.I:!].t:!!-i:!a‘u
X PuD 00TV
meu sy poa uayy
03 snoy senpa (£1)ia s— J

 of of
of

0 a1y ‘pusovipo mo sppo |
o5




iv)

"
/..

vi)

vii)

viii)

ix)

x)

xi)

,slrmgl =AE | 0, U or X then continue. Else set count! =

»
and j the reépective node-1,
. . i
Set coyntl = 0 and stringl = rel(i,j) . It astringl = A, E, I, O, U or
X then retufn, ¥ lse set count! =1 ) print error messngm'l and retnr‘n.
If count1 <> 0, then go to v. Else set. rel1({j) = rel1(j,i) for all
N

J'Set cnnl{v =i, rell(l O} 'S forall i.

'Pnnt lhe relahonshlp matrix rell(:,;} for all |, J along wnh depart- .

ment numbers i.

Scan, the keyboard for resi)ouse to the change prompt. If input is yes, go

to step viii. Else go to ix.
Enter the from and to departments f }nd J.If i< 0 ori> nodeor

ifj<o or. J > node then print error messuges. RépQFQ. Else read

rell(o,;}. g0 to iv and return. Set count! = 0. “alringl = relfi,j), 1t

, print
G

the error messages and return. L s .

- . 2 .
Ask: user to select from two opti}ns, to find selection order of depart-

‘ ment vectors or to evaluate a given layout configuration. Set input to

select. If the latter is selected‘go to step xvi. Else continue.
v

Fog all i, set tnlml2 =0, caunw = 1 and llrfngE = rcll(x,) Por

‘ench amngz , set cvunw 1,2 8or §for alfing? = A E, l or X 4,

respechvely and leturn. Sat count§ = -1

If. count2 = 0 then repuz for next j and i. El:e’t\' el

mati(i,count2) to matlfi,countg) + counts. ..




xii)

xiii)

xiv)

xvi)

..

T2

For all node-1, set j to “conl(i). Set idenfk) = mats (i,k) for all the

facilities where k ranges from 1 to 4. For k-= i+1 to node sét lI'=

conli(k) ‘Sor; coni(i) in ascending order.

Set all J, e, nadc-!, to canl(u) pnnt Jjand set cnnt{l} eq\lnl to i.

Set F = canl(l), :an.?{l}-—- i caM(F) =1 al\d county = 1. For -
I (2to node) J (1to node )andfor K (1to 4), set mat2(J,K) to
zero; for all.’ ..IK .. F;or all 7, iL-cnnJiF) >=1 then gext [.

Else for all J1 (1 to count), set j = canﬂ(JI}, g0, to step x and return. If
count? = 0 then mext J1. Else matg(F,count?) = mata(F,count2) +
countd. Calculate the values for the next. J1 and next F. For all~indez!

(1 to 4), if iden(indez) = -9999, go to indes. Else set count5 = 0. For all

i, if cond(F) >= 1, then next i else for all indezt, if iden(indez) >

" mat2(i,indez) then next i; else if iden(indez) = mat2(i,indez) then indez.

Else set count5 = i and for all imdeil'set iden(count5) = ;rmfe(j,indzz).

‘Repeat till all j’s are set. Now, if can‘!{:avmls) <= c;m!(j) then iterate

* for next j; else aet count5 = jand do the loop for the next J. Set con3(I)

count5 wu‘(cnunls) =1 caunu = caunu + 1and repeat rrom the

boglnnmg or step xiv for all I

me step xiv; prn'n for All i, con3(i) as the selecuon order of the facili- .
ties or depsrlmunu o
Scnn the’ keyboard Ior user |nput regardmg evnluauon of the layout :
conﬁxnmﬁon Set mp\n to ulecle If yes, go to step xvii. Else ‘ask

whather another run is needed and if yes go'to staf i, return 'pnd go'fo




step vi. Else pipe to the LAYOUT menu. ¥ mg =
xvii If relationship values hIVE. to be chmkd then read the new vhln.; for
A, E I, 0, Uand X and set the new Hamerical values to lll. the
. facilities in rzlz(u',)). Else restore th; arrays and coptinue. )
xviii)  Read the 'deputment..s and their pr_oximity into matrix .ulJ(-',j) A P“pr all
i,j , print )l if the facilities are adjacent, 0 if not. °
xix) Scan Ihe keybonrd for user response regndmg chnnge in closeness

va.lnes Read the relevant rel9(i,j) and repeat if necessury

* XX) For all i,j, if rel3(i,j) < 1, then the nexl j;‘else set acore = acore +

rel8(i,j) for all i,j.
xxi)  If the user needs another run, go to step i and return. Go to step vii.

Else pipe to the LAYOUT shell.

5.1.3 IMPROVE - AN IMPROVEMENT ALGORITEM :

An improvement t‘!gorithm, that can be used to i\mpmve the output from
CONSTRUCT is daerib_ed‘belqw. The layout analysis from the construction
tlgurithn; can be further modified using the cther»modula‘berfore piping to
IMPROVE The output includes a graphic layout of the facility under considera-

hon‘ Flzurewls :howu the algorithm which is explnlned below.

: i) Read the n\unber of lacllmes n and allocate dimensions lor A, Al, AE

\ S
rel, rell, “const and count nccordmgly. ‘For all i,.regd the area of en:h

Tacility A(i). Set conl.to 2.




ii)

i)

W) .
v)
V’l)
. vii)
 viii)

ix)

. ' s X)

x}i) "

107
For j = 1 to n-1, and for k = conl to nread the relationships 4, E, I,
O, U or X and set the values 84, 16, 6, 1, 0 or -1024. respectively to
rel(j,k). Set cont = con! + 1. Read the minimurn closeness rating value
that is acceptable, close.

‘L con? ‘='0; con2=con+ L. R

Set const(con?) equal to a random integer value based on the number of

facilities if con2 <> 1. Else set count1 to 8. . -

For all i, if const{con2) = const(i), then go to step iv. Else go to vi.

Afcons). -

I con2 = n, then'for all i, cond = conat(i).. A1(i
U

cond = conslfcon?) for all k. If k == conj, then go to the next value of-
3 . )

If k < cony, then if rel(k,cond) = counti then for all j, if k = const(j)

then next k. Else set count! = count! - 1. If countl < close then go to

step iii. Else go to vii.

1t k> cdl; then return to step vl ) . Ca
Set cong = con2 + 1 and conat(cong) = k. If con? = n then go to vi.
Else go to step iv. ' ’

For all §, prinf [ conél(i)ﬂnd AI!-) so a3 to.copsider facilities in tln;
proper Seiection or&er. Calculate the total layout score in each i@:n
and print the ‘values if less than the initial one (obtained from CON-
STRUCT). Calculate the perimeter lines of each facility based onthe

cheen dimensions and ruolution, selection or@er of the facilities and the * -
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3. Estimating the costs incurred f ing each

P ha.s s lower system cost

X
b 76
N t L4
Telationship values. Output the figure at telyminal for input to
o

MATERIAL.

52 MATERIAL . - MATERIAL NDLING . OPTIMIZATION
ALGORITHMS : ‘ :
The /mdst compnrler;srve model for material han.dlingbeq'rripment optimizn‘— B
tion and s;lectiun is due to Webster and Reed:(1970). Their model is built as an.
usigmﬁenc problem which is viewed as a-joint resdlution of three sub-problem .
aress @ v
1. Finding suitable equipment altérnatives'ror the moVves.

2. . Estimating ‘the times necessary to perform moves, and

. Websters algorithm views the set of N moves as creshng an N-dimensional
space with the handlmg equipment berng pmuts along each co—ordmute, évery
poml m the N-dimensional space providing a soluuon. The sohmon procedure is
a climbing procedure as it moveg from one potentml solutioft to another, whrchr

ly. Materi handhng i t is assrgned

to the various. depnrtmentsl moves based on cost alone and then the move assign-

ments i t to improve i _ utilizati snd total cost. The basicw
phllosppixy is similar to the improvement -algorithms for the FLP and -requim '
~

.much computationsl effort. ) P .

In order to .integrate the qiglutlon procedure’ with the FLP aigorithm, a

_.method based on the ‘Knapsack problem in Operations Resen‘rch_-has been




ke

developed. Here, equipm cogt and utilization are idered in a heuristic algo-

rithm and moves assigned first to the material handling equipment with the
highest utility index i. e., the lowest cost-and the highest potential use. A brief
¥ . M . s

description of the knapsack pr% is given below to provide an insight into the

h ical back d of the ¢

521 THE KNAPSACK PROBLEM :

The knapsack problem is n‘ clmicnl’OR allocntvion problem which hn? a wide
range of applications. In the classical problem. a knapsack is to be filled with a
selection from n possible items. The available quantity of each item is limited to
onev unit and each item has attributes of weight and relative benefit. The problem *
is to select which of the n items should be packed in the knapsack in order to
_n;aximize the total benefit contributed by the items without violniing a spec‘iﬂcd
mnxim;lm weight. A variety of techniques including l}rnnc}l m;d_ bound methods, *
implicit 'el_mineration, heuristic procedures and cutting plane 9lgoritﬁms have

. been used for solving knapsack problems. v %
. . )
5.2.2 A CONSTRUCTION HEURISTIC FOR'MATERIAL HAN-

. g '
DLING OPTIMIZATION : - .

A heunstw algomhm, that would give a sub-opnmnl}voluhon for a knapsack
problem is applied here to solve material handling opumlznnon and selection. In"
a knapsack problem, items lmvmg different values and relnhve‘beneﬂts (weights,
volumu ete.) sre to be allocated to a knapsack with hmxted upncuy Formulat-

.ing .the muteml handling problem 83 one where, various movu have to be




assigned to each selected equipment type(instead of assigning equipment to
ll\ovesI one at a time, as Webster and Reed do) is quite similar.to a knapsack
problem because r‘nov;s_ with their operating cost and operating time have to be
assigned to an equipment unit which has a specific available tj:{u.
An applied ‘mod’el is necessary because of their inher_el;t diﬂ'erexic@. It is to_ .-

be noted that in'a knapsack pioblem, all the n items need not be allocated to the .
knapsack, whergas in the material handling optimization, all moves have to be
assigned to equipment. On the other hand, these moves can be pefformed by a
number of units of tl;e same equipment type, whereas an item cannot be split
among a number of knapsacks. Once a move has been assigned, it need not be
considered for another equipment, while in a knaps;ac problem, several units of

" the same item can be allocated to the knapsack. Also the time required to com-

‘ plete'one particular m‘nve may change ;lepending o;z the equipme;n éype, whereas
the wejghu or relative benefits of the iten’xs are not dependent on the knapsack.
Yet, g“nother difference is that.the o’der in which the equipment types are con-

sidered is important while the order of selection of items is not important in the
'

knapsack problem. Because of these diff Y , the hodol ded

for knapsack pl;oblems have to be modified to suit the materials handling prob-

lem, but the similarities warrant an approach, similar to the knapsack. problem.
523 ~AN.ALGORITHM FOR MATERIAL HANDLING, EQUIP- 1
MENT OPTIMIZATION : “a '

Let p be the number of equipment and q the number of moyes to be per-




- )
formed in a facility. If i and j denote. the various equipment types and inter-
departmental moves, then

ans (,5) =1 if equipment type i 'cnn‘p%rform move j

ans(i,j) = 0 otherwise _

tot(f,j) = the total operating time equipment Epe i requires to complete move
i .
aes (i) = the average speed at which the equipment podfortls:

cce (i) = the carrying capacity of equipment type i

aot (i) = the availabl ing time for equij i

ccu (i) = the capital cost of one unit of equipment type i
oce () = the opeérating cost incurred by using equipment i
[dl(j) = the flow between department pair j

rdd(j) = the rectilinear distance between department pair j
. s

toc(i,7) = the total operating cost of performing movyj with equi i
sol(i,7) = 1if equipment type i is assigned move j
sol(i,j) = 0 otherwise 4
npe (i) = the number of pieces of selected equipment tyi)e i

\ The éroblem is to minimize the S;lln of net pruen;, value of 'bperating nm’i'
capital Vcosts over all moves and equipment types with respect to the following
constraints. ! T )
Every gmy,)is assigned to one and only one equipﬁ\ent type and ‘all the moves

performed by an equipment type is within the available opeming\time‘




80
Minimize 4
Z=F Ptoc(i,j)eal(i i)+ 3 npe(i) cculi) (5.7)
il 1 i=1 .
subject to )
t tal(v’,j)anl(:‘,j)‘ < npe(i) aot(5), P=12.. (5.8),
* jml . . 3
sol(i,j)= 0,1 forall i (5.9)
npe(i)=0,1,2,3, ... (5.10)
An algorithm for the solution of this problem follows.
i) Estimate the parameters of the material handling process : the qumber'

of departmental.moves q, the flow between department pair j (fdl (j))
and the rectilinear distance between depanme:nt pair j (rdd (j)).

i) Enter the declslons from the preliminary equipment selechon module.
The name of the equlpment, the average equipment speed (nea( 1)), car- «
rying éapacity of eqmpment i (cce(i)), the available opemtmg time for
equipment 'i (aot (), capltnl cost of one unit of eq\upmen! type i’
(ceu (i) and the operating cost icurred by using equipment i should be
input. )

i) Determine whether equipment i can perform move j and enter ans (#,).

iv’) Caleulate toc (i,j)\and tot (i,j), equal to oce (i).fdl (j).rdd () anﬁi int( fdl
(G) ] cce (i) ).( rdd (5) | aes (l')}resﬁectively for 311 values of i nl\tid‘j.

v) Calculate the Elvc (1,4) m’d Elul (7,7) subject to the qualitative con-

\ -

straints. ° i !




vi)

vii)

Vi),

)

x)

xi)

xi)

xiii)

*xiv)

. elimination modules (plese see accompanying flowchart). A S

81

Determine the number of units of gach equipr}nenl type assuming that

each equipment performs all the eligible moves, npe (i ).
«

Caleulate ops (i) = npe (i).ceu (i)--

. +

Calculate obj (i) = ops (i) + Ytoc(i,j).ons (i,5). x5

. » (B ) -

Caleulate opt (i) = obj (i) /-3 ahs (i,j)-for each equipment type. *
CU ey - ;

Sort the parameters obtained in vii), viii) and ix) in ascending.order and

denote the corresponding values by #s.

Select equipment type i such that it has the mirimum weighted average *

of the above parame’term ! \o ’

For i’= iffs, arrange the set of moves that it can handle in an ucendinﬁ

order according to tocgs (i, 5) ‘and denote the resulti}xg array as ;rlli ). \‘

Assign moves in sel (i) to i#s, the most economical being assigned first 5
till totffa(i,j) is an integer or within the speciﬁéd limits of being an
integer. ’i’he prelimin{ry equi[‘:ment selection module can be used to set

up the tolerancu‘: limits.

If tolerance limit is not obtained check to see if a¢l (i) = { }.

If xiv is not satisfied and the moves cannot be assigned to any other

. 5 i
equipment type,.leave the assi t disturbed and i if the

moves are the only remaining ones, else go to xvii. -

Eliminah; the. equipment .types for the moves in j#s according to the . i

)
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N st ~
- an-old model from a database, creates data’ I'or a pnmcnlm' model alters the

xvii) *_If xiv is sntwﬂed remove equxpmenc type igs fiom the list, otherwise

mm . . w . ¥
3 » X %

xviii) ©  Check whether all the movés have been, assigned, and if q =0, stop.

. A
xix) It g5 0 then updafe the arrays to obtain- new values for opf(i),

opa (i), and obj(i). . T W e
xx) Return to step vii. N

" ‘ ‘
o, ¥ : ) uy
. Figure 14 shows the flowchart-of the nlgorithrh. g ¢ - . \

5.2. " ‘EQPSELECT PRELIMINAEY EQUﬂ’{\‘lEN’I‘ SELECTION

MoDULE- ot et sy ’ -
4 . - .
4 The prehmma\'y equlpment selecthn modnl(@ évéluating the alterna-

ive merits oj__angus material hnndlmg equipment

el

tives and ‘ssses‘smg t €
‘usin’g a set of décision factors‘ and\avtis’faction indices. Various “selection models
can be created along with data and'the comgaratwe ments assessed. The ’ﬁro-
grnm consists ol modules that creates a model, sn}sm created model retneva

. creat dntmamLprepare: ‘the final compmson score. The algonthm is Guite sim- B

c‘f

ple mnthemamnlly It helps in quantlfymg litati upecls {or a i

declslon Fxgnre 15 gives the flowchart of the ] pmgraﬁ-n wluch 1§ dacnbed below

. i)_ Xnmahze the “Eqp_ Selecc module by clearmg memory - and asslgmng .
¥ dlmenslons Names(lﬂ()), wnghc(mo; and mdex(loﬂ) o Pt
~ \ Y
G i) " Go to 1h{a men\u module eo desﬁnbe the opﬂons, and use the selectxon

s ™ 7 submuune m select Create, Save, Lond Chnnge Data, Alter and Report’
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. .+ modules orto Quit. B "o s Yo -
a R N - J
CE) . o selectlon go to the appropnate module,
. %3 » 11 .l
iv) Crente a model for comparmg ‘alternatives, save the created modﬂ load oo
5 L Ta prevxonsly nved -model, change the declslon factors and the- sausfac— :

tloq indices of the given mode}, create data for the dgcmon model - how
s - - #
well is the decision factors satisfied. imd the weighting ffctor hssigneﬂ to

-ench decmon hcbor, alter the data tlmt has. been created nnd repmt on

the cnmpuacwe ments of the altemahvu accqrfilng to. the prevmns

b selecnon

i 4 e v{\
3 : 3
(N 'Stup go to the MATERIAL menu LA

5.2.5 " ; PR.ODSELECT EQUIPMENT SELECTION FOR. A PRO-

DUCTIONLINE: i 5 R

When the ductj sequence is i n“d ilak ity of machmery ¥
limited, the calculation of the t:ypes, ‘nutmber and ntlllzahon of msclunery

becomes a tedxous )ob leen the sequence of operations* fof a yarious, product

: the, producuon penod and the’ nvmlnb\hty oI’ each thme, the PRODSELECT

module selects the types’ of eqmpment that shonld be used for opnmamy, the

2 : g number of eneh type of. maclnne nnd the ldle time that occurs using that partlcu—

Jnr sequence. The nlgonthmrls g%n below and figure 16 shows the flowchart’ ofg

PRODSELECT: .

o N v s

i) Clear the memory and read the number of machine typé available and "

the, number of product types. ‘Dimension arrays and xﬁatriées for-




. o inlos w0 e

w» . . . .

" production volume, machining times, idle times and sequence identities
accordingly. Ask the user to input the’ pmd}mion be;iod, whether it is

+daily, weekly, monthly or. annual figures that are g‘oing to be subse--

quently-read: - . . o s
i) " Read the number ‘of hoygs, each machine -type is available. the produc-
P < ¥

N 3 g w5 > -
tion volume; number of operations heeded for each product, the machine

P time, setup time and lot size lur each op'erntmn Print ‘hppxo?nnte error «

messagesif uny ol the values I’or the above are out 9! mnge ‘and’ remrn

'to the Peg‘mnmg of step ii. Otherwise pmqegd to step iii.

i) Calelate the required mumber of machines, the required_ timé' per i
ducnou penod f;d the idle llme per productmn “period llsmg thut pnmc- v
ular sequence”of opermons Ask the reuder whether a new sequence

should%e tmd and if yes, retutn'to step i-Else proceed

Ask the user to seled. from the l‘?llowmg options - nlter the dnh, con-
sxder 2 new producuon shop oF return to the MATERIAL l'nenu\ If the ;
input, data is to be changed, reaq the new value} for the. variables and
go»in step i éo to s\l'ep i if a new prodiction sl:op is to be cunsidered.’

Cliain the MATERIAL modulé if the third option is selected. )
;i R

»

. 5.2.0 CONVEYOR - CONVEYOR SELECleN' AND DESIGN: -

© A sxmulauon progmm thnt answers wha&-nf qummns in the dwgn of con- K

. veyors is_described below Thm module is needed for several reasons, For exam-

~

ple, ‘the wxde v(nnety of conveyor types available make it lmperatlve’thnt n__
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detmled study be made.”Also, as conveyors are different from other mnterml Imn-

dlmg T “considering convey along with other equlpmenc genernlly

leads to mlsleadmg solutions. So it was. declded that a conveyor (or conveyors)
cmﬁl’ be selected after consldegmg all thg comblnnlons and then used as'a ch ce !
in the material handling opmannan modvx]e an;ure 17 shows Lhe ﬂow chart of
(' CONVE'YOR As the progmm is only-a" slmple exercise T,mmulanon, only a brlel

descnphou of ihe nlgumhm is' gwen Detmled formulns d calculations' u.re\!uen

in'the ﬂowchart &
ipoe Dlmensmn the arnys ‘and mnncu for belt gmveyor and shbrt form
tﬂbles and frlchon fdctor. values Rend the ‘belt. conveyor and live mller

", short {orm hbles nlong with the friction facmrs, denoted by BSF (F0)

i) and FF(:). respectively. Read the val\m of (the standard -

< g
i) 7 Scnn the keybdard for nser rmponse -1 for belt, cnnveyor, 2 I‘or roller 5 .
conveyor and 3 for returning. to the UTILIT[ES menu; Set X1 gqunl to
the value. If X1isequalto3d the!l return to the UT[LITIES mefm-.——’
Ty £ 4 . . v .

i) Set count 1 = 0 and count.2 = 0.

¢ 0 g7 5 . =

iv). Read the total Ie_n'gth of the conveyor.L, size of the motor H , conveyor 5, W

speed S a.nd the load on the conw}eyor F in the !o]lown anner. Aner

each input set count 2 = caunt2\+ 1 if count 1. = 0. Set count l to l‘

-

1l' the' mpub is @. Set each dnput’ to.Xﬂ and XZ to tbe mpecnve vari-

able in this ‘manner. Return. T ) e




v) ' Read m wu:lth ‘between the frame; members w.iw< SW( ] then
rend the,dmance between he roller centers (RC). Set Buu —065W.
i \’li) - ItRC is gréater than é, é, 7.5 or 10.5 set j to 2, 3, 4 or 5.
| ;ii) A RLE equal to 2 scan keyboard for the lol]ov;ing in'pms' 1 for flat
gy . Dbelts, 2 for 0-pressure, 3 for V- belt and 4 for cham dnven conveyors Set
. e the- mput to X3 and calculate the new frxchon factors -as

FF .

R X340 T X1=3 AF = BSF(i}7) -and it

X1'= lrLF LRS(:,])

Read sngle of mclme 'ANG It ANG ‘<> 0, then read the loud on.the

mcfn‘ LANG Cnlculnte mtexmedmte step. SOL = Base + LANG\,
o

Sm(ANG)
. ix) On cmml2 calculate L, H S and F as follows. .
o b TR
S L = T0+H /(s-w*‘s)nsoL ~FF+F - B &
bl . H = 54103 « (SOL+LFiL +FF:E)*S[T0°
co el T T e 8 T04H ((SOL+FFAF +LFL)#54100 . ’

v F = ((10+H)/(5210) - LsLF -EQ )/FF

i » . & B A
) x) Pnn(’- A’lfé/ results Bb‘tnined vnbove‘and if- the results are to-be compnred,

o 80 to step ii. l! not nsk the user whether the pnrametem "have to. be’

B vmed it yes, set count 1 nnd mmm to zero and go to step 1v

5.8 BALANCE LlNEAKLANCINGALGORITHMS:

Auembly line apcnlg cnn be deﬁned as [ollows Ewen a set of ‘nsks wnth b

: glven delermmutlc task times and n pamal ordenng by precedent constmnts,

-
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. the probl'ém is one &, assigning ta&s to stations, such that the necmsary number

L s tion does not exceed the given cycle tlme (the umj available to comp]ete tgsks

,sequenually at each stmon) Further, the stauons are stnctly ;equenml and

tasks must be assigned so. that no ‘task preccdent ordenngs are -violated. A-

° * number of formulatlons including JMksons lisiear programhung formulation
- (1865), Bowman's mlxed linear o-hnteger programmmg fo ﬁlahcn a dynamic

programnﬁng formulahon (Held et nl 1963}, Johnsous branch And bound algo-

nthm (1081) etc can be found in htemtum

As;a.x . COMSOAL- A LINE BALANC!'NG ALGom'mM

-

' “ The COMSOAL (Compnter method of seqnencmg operat:ons for sssembly
lines) approach has been used to develop a lme bulancmg algonthm that can be
: N
used as ﬁ tool to deslgn a produunuon facility. It is based on the fact that of the

finite universe of feaslble sequedces one of more req |res the least. number of sta-

I, tions, one or mare req\nres the least number plns-one,'und s0 on, ,The distribution

of se@ences'v required number of stations can be determined statlshcally, usu-

[ '. are geper: ’the"‘
|

| bablhty appronchu 1 as ror m increases. The solution oI‘

" of stations urmmmlzed This must be done s0 that.the sum of tasks at any xta-'

2 nlly, a skewed normnl dutnhuuon If & proiess generates feasible sequences ran-.

i ol‘ optlmal sequences, among others, then the probablllty that the first sequence
1 3
genersted “will be optlmal is r and the probabmty that it will not be is (1-r)- If m

that none is optlmal is (l—r )™ . The pro-"




-

- o log-P) . T .
. Tog(1-r)

. a4  gives the mimber of feasible sequences to generate for a probability P that at ’

least one will be optirnal. The algorithm. is given beldw.”

- i) oreu; the memory and redimension arrays for tasks, pre-tasks, time for
tasks and precedence l’istin'; of tasks.nn(! prgtéks dnd dummy arrays
for saving the sorted lists.

i) '7 . ‘g'o.-to the menu submutil;e to choose the Perlur;n, Alter, or Rerun’

modules or to it the C?MSOAL module.

ii) If Perform is chosen, i pnt “the number of cmls “peeded (not), the
gumber of mks (::Z A i eyeles e (met). Enter the L
time'to complele taski (T;) and the numhpr of pretuks for enc}: task i
i .
(oomy /.
. / :
I w) Check for b'u§{m the mp\n such as mconslstent pn:cedence hstmg or for
cycle times Jas than element times.
v) Create a/ random number generator and allocate values to the dummy

arrayg from the inputs gwen above. Go' to step v (initializing subrou-

tine).
= v) zenle a dummy array for the precedence values and new variable

‘names for the number of tasks. Initialize cSunter to 1 and return.

Sort elements in an ascending order:tasks and save them in an array.
: N s e - =

Go to subroutine that selects tasks with no pre-tasks and. put those at

the top'of the list. %
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Order lhe arrays sueh that the precedence relmon:hlys as well as tha

time minimization’ oluecnva are umﬁed hy gom; threu;h steps i to

vii it The ration of random of i that

satufy both the wnslmnu is shown in the ﬂowchm (figure 18) (

Figure 18 g\v-s s detailed outhne of the ithm’employed The

nsed for the genenuon of the nqulred mFmb;r of "Ill: as wall as the sorting rou-

tines are daenbeﬂ. X . -

s 'y » N

P ) i
6.3.2 MULT!PLE MULT!PLE LlNE BALANCING “GORITHM 1
The basic phxlouophy of mulhple i slmllar to um ol COMSG)AL H:n, the
llgonthm is dulgned to find the, sequence thnt mlmmlzes'the thmughpu&yme for

mnlhple assembly lines. The inputs include ll:e number of models. prov:eum;

time of mh model at eu:h station; nnm'ber of units per model, mmuli\lm process- g 1

ing time per unit at any station'i, maximum processlng tlme per \lmt fobany le-

" tion l, launching mne mlervsl and_the :venge procasmg time per, umt at elch

stnmn Given lhue mpnts the p\'e;rnm ulcnluteu lﬁe reqmred nssembly line

length md the lhrouglmut time at each station. anure 19 glves the ﬂowchm of -

MULTIPLE

S) ' Read the nnmber of stamns numl number of models mlm2 numbqr ol

2 jobs num._?,_ average processing time of unlts at ep@h station

h’mel(numl}, launchipg time inte‘rvnl_h'me; ‘minimum processing time”

per unit At elch station i (nu l). tlmo per

& <

’
.
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. L
. 9
b S
station time5(num1,num2) and number of units per model numj(nume).
e » - : e
Set conl’= 0. . - i
. N - . L “a s o S
. ii) Sort the models according to their respective time values in pn ascend-_ == “*
ing order. Set dummy arrays for all thy_qorl.ed arrays. Fohnch task on
the line, place in 5 maigix the tasks Which immediately follow it in, the
» . precedence‘diagm‘mﬂ From one scan of ‘the matrix place in the first =

sorted list, for each task on the line, the tota] number of tasks that prg-

« cede it in the pteced;gce ;iiag-rnm. Assign the proper models f;:r each jéb
B in thé followin'g ma‘nn_en PI\E.& in the dumn‘w list all tasks with 0
preceding tusks tasks with 1 pracediqg task and so on. Select eﬁcﬁ‘tul;,
i . , such !hat the nvallab]e ume s dlmmlshed as each Lnskls genemtcd.\ .
iii) ™ Calculute the thronghput hme lor ench of the sequences as selected K

above Asa seqnence is, ,completed compare its station count with l.he

N ° previous best: sequence Store the new values if-there is an nmprovement
v
! 4 Minimize the thmnghpnt time as above L
& ° iv) _.-Calculnte the requn-ed length at each station; launching sequence for the.

]Obs, assembly*Tine length and the thmughput time for- each sequence.

- : Pnnt the resilts and n};turn to the BALANCE srﬂ/ \
e . .

5.4' DECISION - THE DECISION SUPPORT SYSTEM \\

In a majority of cases, the-in‘eﬂiciel_my of a layout. is not obvious. Continuous

) itoring of the effecti of a layout is hamp ‘byalnckof. itati I

b L basis. The DECI§ION module .mmgcs to pro’vide 8 basis for "a continuous




o

revww o{ a layout. It defines an eﬂ‘ment Iayout in quantitative terms and indi-

& ®
cates w lhe f: i englneer the it time, when the lnyout
should be changed. Huchmgs, Moore, Kahnekm-. Tyberghein and Webster have
all made contnbl'mons to the development of zones of compromise in lngout /4

_change. The following mathematical deyelopment of a rational basis for layout

. . . chsnge ita synthesis o! their work/Hitchings (1977) has .suggated the ust o[ a
qualny control type chnrtmg to detect dnns in production pnttems and to assess

periodically the effectiveness of a laym;h—- A statistical quality control approach

*has been sdopted here for deciding’about-the efficiency or i of a lay-

5.4.1  MATHEMATICAL DECISION MODEL :

= out..

‘_‘ 4 X I Decisions rega‘rding inyout'chnnges can be made ‘witl‘n three diﬂsreni persp;e- .
tives in mipd. The estimation of thie ‘costs ‘and other associated parameters will
vary accordingly. For exar.l‘xple, deciions can be made r‘egarding layout change by
consxdermg that production does not Mke place until the: new layout i 1; com;
pleted If partial re-laying out is considered, the produchon may take ph:ce at a

" reduced pace. Reh;yout could also take place in phased manngr so that plant

idually to minimize disruption in duction. With these

items are removed ind
considerations, the costs -involved in making a layoui change _could be split up
into two main components, i. e., fixed costs like cost of lost productivedabour per

unit time, over!:ead charges, cost of e_ﬂ‘ectin‘g the change and hiring.charges for

;p;cinl handling equi or any other to maintain pr;-




\‘ L .08_

, the incrcn{ental' cost of not produc-

~
— duction per-unit time and variable costs i.
ing. Hitchings has cohsidered the variable costs as inversely proportional to a

linear function of time. - . "

Let ¢, nndv t, be the estimates of the time at which the reluyqut has s;.nrte;l .
“and ¢ mpleted resp;ctivel);! (oY t’hy-oose of changing the layout, C, the constant
_costsind Ay angi'B,:th?' constants in the linear equation fot-variable costs. 4 - -
fnd B, cax; be calcuigtéd Using STEPREG and TSERIES modules and depends’
on the rate of increase in é'qsts due '(O non-pmdl.mtion and. varfes with the t?'be' of !

production cdnsidered.. Hence, for changing the layout of a system.the fotal costs |

could be calculated as :
t - N R Y
'y = C,
& f[ +A+Bl]d[' . L
t . 3
G I ] . .
Costs associated with a lnyo\lt that is Almost redundant or upprdachmg redun-.
dancy can- be categorized as variable costs and constant casts Here the constnnv
costs K, can be classified as those due to labour, genernl overhends and rent,

depreciation etc. As a layout becomes redundant, the operatmg costs, mmnte-

nance costs snd\equnpment deprecmuon etc., increase exponentially -and the costs

due to nnt changmg a layout Cp can be defined as : . B -
." T '
Cy = f g, ety
TS T A+ BoCh .
. ta . B

where ¢35 is the third estimate of the time zone at which the cost of chapging the
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layout is equal to the coss of running the layout inefficiently upto that ‘point. It
can be seen that the Iayouz has to be cha.nged when the total costs that occur

. due to opermon without change of lsyont becomes grenter than the wl,nl costs

" ~with change of layout. i.e.,

ta s t 5
i 1 . § - 2
K+———d¢—det> PRI
. .‘f[‘ A¢+Bv2§§] 1 ‘ y
2 3 -

s . ’ TR t .
4 o - . 1 1 .
J 0+——dz-fK+———de,,,
- 5wt f[ ‘ A,+B,t]‘ \‘ [‘ Ay + BoOhX+
R ..

e
e, it

-(B,1og(s,z"v(”-)'=+42)-3llog(c,)e‘,—zs,iog(b,e o9 (OMag g )4y
Azlay(C,)lag(B,tﬂ»A )+(By C -B\K,)Cp+2B)log (Ca)t o+ \d
wo o Bylog(Bye O ) Aolon (Collog (Byt+A )+ -
* T (((B1K-B,C Ay Bl)lva(cz)'n)/(BxAz'M(Cz)) ~
is greater than zero, the layout should be shnnged The module OUTPUT‘uz used
to evaluate the above -equation: vA.ll/the relevant lnpnz_s are ca_l(l:_\llated from
modules such as. UTlLlTl@S, MATERIAL ;nd LAYOUT and the modnle bnsi-
. cally subsmutes those values to decxde about a Inyont change (these and the

other sol\mons mven throughout ‘this chapter have been; ‘checked * \lsmg

MACSYMA, a sym}whp ip lati pdckage devel ped at the M h
Institute of Tec‘hnology)._




p chsnged ) ) ) J : : w ¥

5.42 STRUCTURE OF THE DECISION SHELL :

DECISION can access all the main shells like LAYOUT, MATERIAL, BAL-

ANCE, and UTILITIES, and use the results ofNheir modules in OUTPUT to
decide whether the layout should be changed at a pnmcular time. UTILITIES
can be used lo calculate the dnns and fluctuations in pmductlon usmg growlh

curves as described lll the next section. Any suhjei'.we'constrmms ean be con‘

verte'd to lcm by using. the modnles of MATERIAL and then can be solved
using | SIMPLEX CONSTRUCT MI.NIM.AX and IMPROVE alang wn.h the BAL-
-ANCE and MATERIAL shells can be used to estimate the various costs involved.

The shell+is stmct.ed in such a way. that declslon nlles ¢éan be augmentéd or

' 5.5 . UTILITIES - MISCELLANEOUS MATB’E'{MTML AND STA-

TISTICALMODULES : \

% ¢ 7
The UTILITIES module' provides the th'ematIcnl and statistical analysis

. Decessary for I‘he decision annlym and plnnmng Iuneuons There are modules ror

- modile is user-Iriend‘l} as its ‘menn-driven and has bee

simple Imear regresslon, multiple and stepwme regression, h ear pmgrnmmllg =

and time series analysis, A relatively px_}mmve database modulg is also included.

The linear Tegression moduIe bas four sub-modules for entermg the - data,

Ixsnng the dnta, difying it" and for -performing a

designed for effcient,

quick analysis of the data. The flow chart of the progra is given ixi figure 20

m_mlysis. The —

-
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0

. with a short deseription of the algorithm below.

i)

i)

\

\

i)

"

-

» . 3
Clear ‘the menibry and- dimension the umys for the dependent, and
mdependent variables. Run the menu subroutine to show choices -
namely, .Enter the lmeu- regressmn data, List the linear reg-rcssxon data,

Modlfy the lmear regressmn datu[ Perform lmear regresslon and Retn‘rn

to the UTILITIES menu. When the choice is mdlcat\ed, go to stepii, |v, *

vand vi xespechvely
Enter the nllmber of data points num ; the number bemg greater Lhnn

six for njcuracy of the regression model.
. Enter the depepdenl and iﬁdependent varisbles -for regression z; and ;.

JGotoi, B
-Print the data, z; and y;, 20 rows each. Gn-to i 3 i
<Enter the jumber of data value to be.modificd and the new values for

* the data point. If no further values are to be alte’req, go toi.
. A |

Caleulate the sum, an‘d's\‘mi of squares of z; and y, and the sum of
i 3 ° :
their products. Then, the slope (a), md‘ the intercept (b ) along with the
" coefficient of determmauon (cod| ), sum of square errors (m) nnd the
A

stsndard devmnon of the estimated values (ade ) dre calculaeed accord- °

ing to the following formulss. .
oo S
= (num ,Euf.'i- = Zn X wf(men, 2 (5.11)
b =i u - e ) mm . S 5 C (512)
S = I =) - . w0

aihe




= ' - 103

o mum aht 3 2
(X 2% - 3 Y5 yifnum)
=0 im0 im0

(822 (3 2/ )(’i”,y.-? = ("):”y.- Y /mum )2
l'-ﬂ im0, -0 =0

‘cod =

' ;'ii) i _Pript the rmnlis, ~the. reg'ra‘sion equation in the form yi=az + b,

- ~cod, sdé and sse albng with the actual and estimated values. Go toi.

552 STEPREG - MULTIPLE AND STEPWISE REGRESSION - - '

M“onuul:'x N ‘ oy 3 N o

Flguru 21 and 22 gives the detmled ﬂowchart of a mulblple and stepwnse

regresswn module The syslem is complelely menu\d,nv.en ‘with 8 modular strucv'

. turenntt is q\nte powerful in handlmg {arge .volumes of dnta. Data csn be mpnt
throllgh the keyboard o data ﬁles saved from other_modules ‘can be used. All the

.calculghpns are based'on the formula.s ‘from standard statistical text books (Ken-

"dall & Stewart 1074 add Axiderson 1982) and hetce detailed explanations of el 5

: o~
culgtions are not jincluded in the algorithm; below. B

i) ' . Clear memory and redunensmn amys and mu.tnce: for Tstansncs
1(Tala),m};mes of vmubles (names), welgh!s (wh). ¢otal welghb

(touts), weighted means (wmeans ), caemcnents of therregrmlon equa-
tlo.n (cae[,'), standud error of - cueﬂiclenu (errcn/), and mal for sum of,

squem and cross prodncts, thexr resldual snms, slmple correlstlon

z:u.—(zv.w»um-a(zzg. Ez.ty./uum) (' 5149

sde’ = (ase [num - 2)'/2 (5.15) .

|




, partial and inverse of matricess '

. %

OCutput tlm\{fimoduh; “’“1 the sergen (a'detailéd description of the

. !nenu‘ module is giyén in g‘p]ﬁ‘endixlc) so that the choices Ai‘e;listed.
Select from LIST (list data fo; multiple regression :i-ll;lysis), bORDAT
(conect data), ADDDAT (add data for regressmn amlysxs), ADDVAR'
(add an- mdependent vnnable), DELVAR (delete an mdependent vnrmble .
l‘rom the anslysl!), PERFORM (perform muluple and stepwnse regres- o
_sion mmlysls). STUDY (study a\ new regressxon model), SAVE (sava the
reg'resslon ann]ysls data), TRAI‘}S (transform selected vsrmbles to their
loganthms or, pg‘f‘ n‘oq!ml expmslons) and WEIGHT (welght selected. :

) va.mbles) Chaose STUDY whelﬁrunmng the program for the ﬁrst l.xme S

Read from a data disk if reqmred or- type in’ the data from the key-
board. Enternames of dependen‘t and mdependent vsnables, number of
penods to be forecast if any, number of. data pomts for each mdepen-
dent variable, and the valuea for; the mdependent and dependent vari-
ables Check to see. whether the datrm suﬂ’ment to provide accurate
forecasts and if not, ask for additional data. Go to the multiple regres-
‘sion’ men.u’ to choose the nex§ siep. /-
If LIST is chmen,"go to the LIST rpodule, enter the name of the variable
o he Iistgd. Locate tl}e matching ‘varinblle name ansi o‘utéut the dx;ta to
the screén twenty. at a time If no sdditional data is required return to )
the rekressmn menu, otherwise select another variable and list the data.

Returmto stap ii. ! ¥ S
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E © v I CORDATif chosen, go to the corresponding module, and ;nter the
varisble name to be changed. Losate the matehing variable name and
choose wheth;r ut!he data have to be_modified :)r whether it is just ~ -
. ceffain valies that'aré to be changed. If the latter altérnative is chosen,
nte the pusition of B dats element to be changed and the new value
for'that. position. Otherwise enter the mumber of data poiis for the
chonged variable and their values. Ratiien o at6pih, ) o 7
“* vi) " If ADDDAT i chosen, determine whether & forecast.is required and the :
: numbe# of periods to b\e forscast. Galeulate as in step iii whether the

and’

+ datais sufficient and enter the additional data for the i

+ dependent variables. Go, to th

for locating matching variable :
name each time and 34 the provided sequentially. Return to step ii.-
= g ~vil)’ | If ADDVAR s chosen, enter t'he‘ name of the.vatiable and calculate the
- X " number of dsta clements needed for that variable. Enter the data
sequentially and return to step ii. 7 -

viii) If DELVAR is selected, enter the name of the variable:to be deleted and §

locate the matching variable name. Delete the corresponding positions in .
~ ¢

" all the arrays listed in'seep' j/and return to step ii. -

ix) Ir PER_I-‘ORM is choﬂe { print the-ulternatives available, i.e,~un the

& T sriiltple Fegiensioni odllle, run the s'.epwlse regression module or return  \

to the multiple régression niost, Onsslection go to stops x (for maultiple




x) Select whether the solution s to. 'be calculated for each itqgaion and

whether the output should be send: to the printer. If yes, thed initiate

".counters for both and mmgte Fl = 3 29, F2 =3.29,and a lolernnce of
0.0001 for the neruuon: wnh respect to the F-test vnlnes

xi{ Calculate the wtal wenghts, the total welghted sum, welghted sums of |
squares and cross products, welghted mean, weighted resldun.l sum of *
squares and cross producgs. and the correlauon toeﬂicxenls‘. v %

. .

* xii) . If the correlation coeﬂiclents cannot ba calculated properly or if they

have i lmpropﬂ valnes pnnt' the error message nnd go tostep ii. lI' other;,

- wise, calcnlne the standard errer of the regrualcn*éazmclents,
coeﬂmene of determmahon and stsnd‘f‘i deviation of the estimate.

x}i]]) Calculate whether the 'vix_fiance ?s significant; if yes, then incre_ase step-

size bi one and ;go to step x: -Otherwise, calculate the variables that ~

\ p | cause the greatest variance reduction and the least vnmnce increase.”

3 i%ased on step xiii, calculate the estimated values forrthe dependent vari-
able and print the options, to calculate the confidence interval on p\red-
ictim‘n. llll)d to use the Buii;-?i‘l‘-:tatistics. If no, ng‘ to step x‘vi.

o N )
xv) Calculate the proper T-statistic to be depending on the degrees of Tree-

dom and calculate the de limits on the predicti using. these_
" Testatistics. Print the results. Go to step ix— Pad ,
xvi) Ask the user to input the T-statistic and use the value for calculations =

in xv, including the lower limits, predicted values and upper limit., Print

- . e




*vii)

. xviii)

i)

xx)

xxi)

the muus Go to step ix. R
¥ STU‘DY is -chosen, clear the nrrays and start reading the input. Ask
mf' user whether data is to be read | —_— disk or the keyboard. Go-to
step Xixfor the latter.

Open the required file on entering the filename and read the. data

therein. Close thé file and return to step ii. it

' Ask the user w enter the name of the dependent variable and- the

_ more data points. Read the valués for the dependent variable next and

';(xii) :

number of .independent vanahls. Check whether they are within allow-

able nm.ts‘mn if yes, sl fhe names Whthe independent variables. If a

!m‘ecnst is requlred enter the number o{ periods to be l'arecsst Read the o

number of data’ pomts tor each mdependent va.nable if they are

sufficient to provide an accurate result. Otherwue, ul_(\ the user to input

return to step ii. < s v

If SAVE is chosen, open a data file with the desired name and output

the regression data to the disk. Return to step ii.

I WEIGHT is chosen, ‘read the wenght a.sslgned to each. independent '

Variable or data point and save them in an nn'ny Return to step i
It TRANS is' chosen, ask the yser to seleat from the three options (log(x)

dent variable

to base e, pol ial 2" or no for each i

* and the dependent variable and perform the data transformations.

Print-appropriate error messages for numbers less than or equal to zero,

v




) .
that have no logatithms and return to step ii. .

xxiii)  If QUIT is chosen clear the screen and chain the UTILITIES module.”

5.5.3 TSERIES - TIME SERIES ANALYSIS :

The algorithm used for performing & ';inle series analysis is described below.
Winter's method of exponential smoothing, as described in standard text books is
used for devloping thi slgorithm which conforms fo the modular natufe of tho
INLAPS system. Figure 23 gives a flow chart-of the algorithm. The detailed cal-
culations are included in the flow chart at the appropriat places. A time serics

having upto 200 observations with 24 periods-in a series can be studied with this

program. The HELP menu gives detanled help for use s Gt thié, tiiue aéries wnalyais
+ * and the program has terse but helpful pmmpts The PERFORM module also:
serves as the module for dat@ input and as such should be run at thé btgmnmg of

the time sen:zs analysis. L o

i Clear the memory and Letine the integer and-double ‘precision variables.

Allocate values for the maximum number of periods in the time series,

the maximum number of periods in season .and the max number of sea-

sons that can be used for initializing the algorithm. Allocate the dimen- !

%a sions for arrays ohd matrices for the time.series data, ‘permanent, com-

ponent, ‘trend component, seasonal component, forecast and ‘errors in

forecast and dummy arrays for seasonal components and seasonal values

_ for each season. !

i), Output thé menu module to the screen and show the modules-available :
o . )




& R
E: - [V
% 5 B

- .
= . i

- -smpow sisA[euv seles SWL ~ 51 ‘B2 Bu1
- |

« | 1oys ssrurmizn wyp op wengey
‘smpows wugfied sy; — 9 30019 03 of pup " g P
uorroeymIIUY Uy TuoeDes fo ou Eeiies Uiy s PuD uosoes L of inge eistusod sarinos
.=a§.&.§ Saopigous v snun surep Aoued vy s0ot) papink ot R s U
0} 395 Pojerep 89 0} Syuswa DFUP
[ fo suarpsod Buspus ¥ Bujuuileq posy
Tusw seies 07 wingey

3 puv u&..l jon8 pup
Crinioduss opeut ey Sadis 7 1P iy 0 Buypieem o B A i o, T
Poisgosgf ‘jop [ONIoD Ui epows syp Buisymigtus ususore a.uh.:.a._::._-.i.ﬂ pofuyo
43yfv spsvonsef ay; spmorwo puv ?SEE&.& q 07 Fuswiore fo uospsod posy |
TFuDIEU0d Busyzoours JE:& PuD .
E.uﬂ TDUOSDES PY3 sTifDULLON Ei030mf [DUOSDES 0 fo
0103 #ys pu uosves © uy 3 porisd Auv .gf Lopmf [OUOSTES
36nusap wy; ‘uospas §95s 1of senpoa qoucsDes sypmorD) = T T T
! et oo Rt M el sty gl et g M3 smursuoy ‘senma vyop fo
§4 s6oiea0 sy3 moMom) TuoyDmOrEY Sepas swy uibeg 82 1=V N} FUPAL 'S+ Jefinod

of 4a7unco jes winjas yovs 408
¥ ..SE...E!&!‘:'%

i.a:.!e:nnﬁ!::a!!aﬂa
fo ou ‘swyy poay gemonel ‘posy “smma wnwixo. puy o7 o T .0,
Suosgmian fo ‘ou.wy3 syomorny seme e i Ee E

=a0pomf oucsoes 7

‘susuoduios. jusuvuied 1of snsdags 3 spuyy tamop sy

ssddn poss #q 07 D ¥ I

uogonf gouccves ‘spusiodisos puai 7

-
‘uospes » uy sporad fo ‘ou ‘uoyjosMTINUL Lof Spuwee
oop fo ‘ou posy pivogfley 1o 3P way vyop pomy.

| DO P

N s

5



i) -

iv)"

v)

112

LIST for listing the time series dats, CHANGE for changing the data,
DELETE for deleung the data, INSERT for inserting data values at

specxﬁed locations, STORE for saving the time series data, PERFORM

b

for running the' 1 module that calculates the values, STUDY

for studying new data and QU‘I"I‘ for returning to the UTILITIES menu.

If PERFORM is chosen, read data from tl}e keyboard inl;ut or a disk file -

on the use;response, Ifa dnfa file is to be rend,‘open the disk file, read

|
" the data sequentially and.allocate the values to the corresponding varis

ables. ' Otherise, read the number of data p’o‘mts and their values, the

number of data . elements used for initi: iu:‘tion and tlie‘numl;er -of o

periods in';_sgason, Print. error mesguges' if the length of the Qeuon, -

number of perfods or numbex: of data pbii\ts have uﬁncce;;tsblé values
and read-the values agaifi. Otherwise ask the user whether the para'\n&
ters have to be estimated and whether the smoothing constants have to

be optimized. \

Read the p i trend comp and seasonal com-

ponent smoothing factors ll’ they need not be optlmxzed Otherwise read

the upper and lower limits along wuh the step sizes for all three of the

above p and ‘calculat the number of i i 1equhed to ﬂnd
values for the hil If the number-of iterations
is too Iar;e go to the beglnmng of step iv. < ’ -~

Read ‘the !erecut lead time and the number - o{ periods i in the forecast

horizon; ask the user whether the data is to be listed and/or ylbilﬂed




vi)’

viii)

ix)

E) : -
13

and begin the time “series. .cnlculscions. Calculate the avernge."values per
season and estimde the trend and permanent comportents. 6ﬂculne the *
seasonal values for each season, the average seasonal faclor for a s_eason.
‘and its sum.iNarmalize the seasonal ‘fgctors and optimize the smmthi‘ﬁg‘ .
constants. Perform smoothing and calculate ‘the forecasts after initializ-
ing the model. Print the results and retura to ii
If LIST Is chw;n, list the element number and the corresponding value
for thnt‘ data pbin‘t. List twe'nty' values each time and scan ﬂ;e keyl;burd
for a response, list the next twenty. Ret‘um toii. ' E

It CHANGE is ch,;sen‘, read the po’siﬁ:m o; the element to e changed:

and enter the data _element. Print appropriate error messages wher¢le-"

ment number exceeds the input and read addit_i&nal changes- if a,ny

- 4
Reéturn to ii.

It INSERT is chosen, ‘mltput the clm'ent number of data :eiementi and
read the position where the new element ls to be*added. Ask the user to 1"
mput the d\n point next and print applqpnate error messages if the
numbt;; of dntn elements is more than permissible and if inappropriate
data pPsitions are chosen Rel\lrn to step ii. " "

It DELETE is selected read tbe:emnnmg and ending vosmons of data
points to be. deleted snd Print error messages if they \are lus than zero

or grenzer than the maximum numb:r entered.” Delete the dnca valum

. be;ween th_e data points so chosen and return to ii.




A ~" . B Wooc T oI
& :
x) On QUIT clear the screen and chain tlgl UTILITI‘ES module,

.

554 SIMPLEX - LINEARPROGRAMMING MODULE :

% This module solves linear programming~ problems using the s‘in}plex pro-
cedure. The format for data entry a‘nd problem ll;r'lnulltion i3 similar to the
other modules dmnbed above. The layout planner has to formulate the problem
as a maximinti?: problem with equality constraints and initial- basic variables.

" . G .
‘The input has tosinclude all the coefficients of the variables in the objective func-

tion and [ i the number ot‘ strai and the number of vari-+
sblu Thue inputs are only limited by ‘the memory of the eon(puter und prob- g
. . lems wnth npw 45 constmnt equsuons l.lld 8 variables cnn be solved ‘with 250 K
"RAM. A brief ducnpnon of the ulgonthm is given below nnd the eorrupandlng'
iterative calculations can be found in ﬁguru 24 and 25.° :
i) Outpnl the menu module and ssk the user to select from INPUT (tor
' entering the® pnqmeun of the system), OBJECT (for ,ehmgm_g the
6b1:ective lnn‘c!ion), CONST (for ch‘lngins ihe eon;thinlsAof the sys-.
_ tem), RIGHT (to correct the right hand sides of .the constraint equa-
) tions), PERFORM (to solve the linear progummmg problem), STUDY
(o pmdy a new linear progrnmmﬁ:g problem), PRINT (to print the :
_‘1 " ; rsulu on a line pnntnr) md QuIT (io return to the UTlLITlES menu)
Ask the user to ule the INPUT module first. ll lNPUT is selectedgo
'to i ii, otherwm go to th| corrapondmg llepA ’

ii) ° Define the mleger and ‘double precision vnmblu and read the number-
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" the coeflicients of the objective’ function. Priiit appropriate error-mes-

of constraints and ‘$he number of variables from wer input. Dimension
the arrays and matrices for variable' coefficients, constraint values, vari-

. g
aglg,numbﬁ, cost of variables and their dummy arrays, -

Read the 7variabler numbers s%nrtixig with the.initial basic variables and

sages if wrong variable numbers are entered and read the cost for each .

variable and the coefficients and right hend sides with respect to each
constraint equation. 7

i PERFORM )s chosen, start setting the coeﬂ'lcxants for the-basic vari- d

ublu and slve zhe lmtml cost coeﬂ'nclents in the tlummy arrays dunen-

smne.d in step Il I the ob)ectwe l'llnctxon is not lmbmmded cslenl!te
B

new pivot rows, right hand sldm,mts to the basic vector nnd swntch

other variable assignnients to complete the unit vector 9ol||mn. Repeat

until all the varisbles have optimum values and return to step i.

If OBJECT fs chosen, print the coefficiehts for ea

user to input the variable number to be chyfiged and the new value for

s 1 W e -
the cueﬁci@t. If no other coefficient value |is to. be changed, return to

. step 1, otherwise repeat step iv. - 8 . S

v

It CONST is selected, print the list of coeflicients of the constraints if B

required. 6thuwisa, print the coefficients for the selected constraint and

read the constraint number and varisble number to change. Read the

\ o B =
new ‘value for that particular coefflicient and if no‘lurther changes ‘are’

required, return to'step i: . ( -
: T

inbie.g_nd ask the:




.X) On QUIT, chain the. UTILITIES modulé for further mathematical and

us

vii)  If RIC?HT is chosen, print the current right hand side V'ls.lueiA for the con-
straints. Ask the user to select the consua:int number to change and
read the new right hand side value. If m; other va’lues are to be cixanged

A using this mad\llg, return._to step i, else repeat. ’

viii) Ir STU'DY. is chosen, clear the‘memory and éo to step‘i. .

ix) Ir PR‘I}‘JT is selected, Oll.lpllt ‘the results for each iteration number stored
in the dummy arrays mentim?ed in step i to a line printer. Return to

step i.

statistical analysis. -
! A e

5.5.5 RANDOM - DATABASE MQDULE :
:BAleOM is a simple data base module included for ‘the ‘sake of complete-

. . .
ness. Witlh further developn of ENLAPS, a database module capable of storing

and retriéving large amounts of data is essential. This module provides the core

N . N

of a database management system. It is capable of détermining whether filenames
# >

are unique and whether the files are readable.. At present it can open a file (after

placing the directory in a random buffer), add a new data value, modify ‘the data

‘i any-field, delete data from any field, delete a field, list the data, list the direc-
» L4 *

tory (of the database), readl data records from random files and print the record

contents. Figure 26 give? the listing of the module in-flow chart form.
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Chapter 6 §

CONCLUSIONS

N\ .
Production is a dynu;nic, relaiively limited - system. H%ze, the changes in
interndl factors as well as the external opes, demand adaptationto the new situa-
tion'and new condmons A numher ‘of changes affect the layout of a mnnuhcwr-

ing izati Chgpga in -of existing

machines, replacement of th: e with new machines, greater difficulties in the p pro-

duction

process, in materials up:ply, too long materials flows: and hence. stagna-
tion, introduction of new products, changes in ‘existing products, varying quanti-

ties of production and a host of other factors might directly or indirectly a¥ect

th imality of the f: ing process. Hence the statement of these must
be an ongomg task with the changes béing conhnuously momcored The reslll'.s
must be translaled into changes that make the system optimal ngum and use of

INLAPS provides a solution. ’

8.1 DISCUSSION :

The following conclusions have been drawr from,a study of the FLP and it

_has resulted in the devel of effective al  for a microcomputer as
well as-the d -of-an-integrated-puckegé f facility. |
i) - Algorithms for facilities location/allocation” problems are quite compli-

cated and as each facility is unique, the spprost;h of having a general
purpo&e algorithm has succeeded only in providing sub-op‘timnl results..

The combinatorial nature of the problem makes' the algorithms quite
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cumbetsome, compugationally and the run times of these desis —
.s -
high. - N

Even - though ‘most of the algorithms presently availible consider
material handling as an'indicator of optimality, no attemffs havé been

made to optimize the equipment selection along with minimization of

"material flow so-that efficiency is ir d.' This is especidlly true when

we consider the number of types of equipment available. The fact that

proper equipment ‘can reduce matérial handling has noftbeen considered

in most of ‘the available algorithms.~ A

A practical, integ‘ra‘_ted‘ package for the FLP.that is transportable to
different computer systems has been conceived that can handle the prob-

lem in its entirety, The INLAPS (Integrated Layout Planning System)

includes modules for the statistical and mathematical analysis required

for estimating the ofa ing system, modules for
material handling equipment seloction and optimization, modules for

layout planning algorithms < » construction routine, an improvement

ige and a minimax algorithm, modules for line halnnclngq’m 8 pro-
ductiod environment, and a decision support system that helps in decid-
ing about the efficiency of a particular layout and layout change.

A.Igoritth for material handling opﬂn‘mization and facilities planning,
that can be run etﬁciently ona microcomputét hnve’ been developed:

The algorithms that are l\VllllbI’B commercmuy lre all meant for main~

" frames or mlmcomputen and -are quite expensuﬂe (plme see,&Trpendlx
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B). As all these are stand alone algorithms that do not-form part of &
system it is quite difficult for a practising sanufacturing engineer to

" tailor the program to suit his own needs. This is quite critical as the

jective and litati i ions are as i or in some

. cases even more important than the quantitative aspects of the problem.

The, ! of these i may help prnblama of
this nature to a eamun extent as they can ba modified and the inpnn

mlored to theu' specific needs.

v) A user—(rlendly interactive software package for the solution.of i

; nent problems has been developgd.

lNLAPS Rss » modular structire and has been designed upeclllly fora
rmcmeompnler. The software is fully menu-driven, with all the modnla .,
7 hnked mgeh.u and is pombn to other systems too. There isa deuﬂad
‘ help facility that can e accessed from within the INLAPS system if
. particular sections are to be'read or it can be accessed a3 8 stand alone

document.

3 L e

) INLAPS is a computer-sided design packefe that is based on sound a

e . engineering" d«-gn \pnnclpl& in the qensg that it helps in deﬂnln; the g -

problem, ‘, ing it, i designs, evAluatinig the

alternatives and selecting oe best alternative. Appendix A gives the
- HELP fle rmanual.doc and it illustrates how the system can be used. -
% 4 A b

' One of the main_objectives has been the development of a system that  *
~ v & .- 3 X .o
. effectively integrates ‘material handling considerations as “well’ as subjective
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considernti;ans while solving the FLP. INLAPS offers a solution procedure that is
superior u_) the available methods because material handling 'eqn_ipment selection,
material handling optimization, designing production shops with balanced .assen-.p

+ bly lines and inputting s}gb}ectiv; considerations can all be accd¥iplished simul-
taneously or at the rele\(snt' stages. As all these considerations ar; individual ill-
structured ‘problems; ltheir solution as a.system is a concept that pres‘ents a

"mimber of possibilities. If used as proposed, INLAPS can act as\s guide for .solv-
ing the FLP. ) ‘ )

As mentioned before; INLAPS can, be considered as a prototype for an

expert system to mampulace thé accumulated data for solving an FLP The

ges to” usmg a puterized expert system apply’ to INLAPS too, Because

of the directed search pultems that are necessary for the soluhon af ill-structured

bl the oni ‘, is repetitive and the whole task boring. Hence assimila-
tmn of the- qualltahve lacmrs 1nw-the soluhon pmced\ne and then using the set

, of rules that conmute the knowledge reqmred’ to process them iteratively is one
o{ the main ndvnnhges in usmg INLAPS. This knowledge base can keep on
growing, esentially forever, and can accumulate knewlefdée from any number of
different h;lmm sour‘ces. Most knowledge baseé start with a do;e’n rules related to
a sibset of & genénl pmblelr; and then grow and evolve as mul;e and more rules
are loaded into them (Harmon and King {98&). As such it is hopéd that after
several years of rule accretion INLAPS may e\\rolve into a full fledged expert sys-
tem with its own-command la;zguuge, syntax, with modules for *controlling and

monitoring all' the iteration processes that can handle all the prodncti;m
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manngemeht asects of & mu’mll’ncturihg organization. L

6.2 RECOMMENDATIONS :

Integrated packages for the FLP are yet to make thefr commercial appear-
. - |
ance. A number of efforts are being made at present by researchers as well. as

| .
ial software pers to design i K Their results as

well as the structure of their algorithms have to be compared, when they become
available, to a’r:cu‘rate]}_' measure the worth oI‘A this effort. Compnﬁmn with I,.ile
existing algorithrﬁs ‘will not give an Mcurat‘e picture because different ¢ mputer
. . "

systems are iinvolyed m_!d as all the solutions are subtoptimal their-relevance to
the systen'xs they are applied to may vary in -large _n;easure: -Hence it”is recom-" .
mended that the optimality of the final solutions bé‘ measured in_qualitative
terms as well. V ‘

Many of the algorithms have _been coded in Basica with ghe assembler codes

for

and if i But for portability among micro-

computers, the modules presently run without the assembler codes, so that the

.

system is slower. It.is d that for more pe ity among other systems as

well a\sxeasier maintenance of software, the programs be rewritten in C. The

absence o}ieﬂ‘ecﬁve C-compiler for the microvcamputer'till now .wag qn'e of the
main reasons Q initlalli' coding -in Basica. Use of ‘the %erosoft C cqlmpiler-'\s
recommended as it has a ln;_ge library of utility progt;;ms and matrix manipula-
tions as well as iterations and sorting are accomplished more efficiently.
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6.3 SUGGESTIONS.FOR FUTURE WORK :

A graphics interface can’ be built into INEAPS (with some effort) and it ‘can
serve as 8 full-fledged CAD system. Use of computer graphics techniques sl‘muld

be explored, especially those of fractile dimensioning and paging so that space °

optimization can be done more efficiently. It will also aid in the qualitative deci-
sion making aspects o} the problem.. Use of layout djagrams, material dow
diagrams, flow-density plots and other related drawings aid in finding the most

« \ .
‘optimal solution to’ the FLP and can make INLAPS even more feasible commer-

cially. S , 2 B & B
Graph theoretic concepts can be developed in designing equivalent LAYOUT
modules which‘might give better initial solutions. As they involve a]ot’ of string
manipulation and.number cn:mching co-processors may have to be used l:or run:
*ning on a microé;mpgter. But it is felt that it might be a worthy effort at the
cost of portability as microcomputers are beinf used more and more and as indi-
vidual work gtntion; are becoming‘more popular. )
A lot more is to be done in developing indices so that qualitative factors can
l?e quantified. The development of ‘a ’bener d'x‘;tabue module may help with this
problem. More ;g;ilitieo ininy be added for solution of transportation and assign-

‘ment problems as well as for more sophisticated statistical techwes. For exam-

ple Box-Jenkins models for mi could be devel ped instead of the

algorithms used here for time series analysis, The algorithins used for simulation
could also be developed for more sophistication.
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INLAPS : INTEGRATED LAYOUT
PLANNING SYSTE.M‘
i ’
i 1
INLAPS is s endly, perfor jented Production M:

N

* ;
tool for a Manufacturing/Industrial Engineer. Menu-driven programmes are used

for Decision Analysis and Optimization of Plant Layout, Equipment Selection &

’
Materials Handling. A variety of Math ical and istical p o8 ims useful in

+& manuf i i nt are also i d-in the main proxmm Itts a

menu—dnven expert s‘ystem zhnt has a kn‘(ﬂedge base and an m!erence ‘engine. Jt

is based on the fact™ thnt mtellxgence is based on. an enormous quanmy of

knowledge including first principles as well as beliefs and expectations (as evident
in the heuristics employed). Exp‘en systel;ls are .lppliul.)le in‘ all situations where
a large quant‘ity ol\dat'n must be m_llyz.ed or w}:en a problem Vunnot be solved
by means of an algorithm. The solution does not depend on common sense. Like
vnny other expert system, the know'ledge used here includes facts, models and
heuristics. ) -
The system is; made up of 6 differeat shells that can be expanded to hold more
modules. At p'r‘eli’el;cfinsiqe the INLAPS shell wé have,
. 1.LAYOUT ‘ f.
-2. MATERIAL ' '
. 3. BALANCE
4. DEGISION
. 5. UTILITIES and’




' 8. HELP -
Shels. Each shell has various modules to perform functions relevant to that par-
ticuler shell. The functions of each shell are as follows :
A

1. LAYOUT : Solution of the\ facilities layout problem; generation of alterna--*

tives using a i i an impr Igorithm and a minimax
. .

algorithm. . -

7 L
2. MATERIAL : Material handling optimizstio‘n as well as optimal scheduling of

for duction. Has i for material handling cp,hmlzahon,
"mntenal handling selection, céu\%yor design. and selechon and’ eq\upment selec-
tion for production. &

3 : . < .

3. BALANCE - : Assembly line balancing. Modules for simple assembly line ,
balancing, multiple assembly line balancing.
4. DECISION : A decision support system that degides about the effectiveness of
a layotit and -decides whether the layout should be changed or not, given a partic-

ular time span snd relevant data from all the other modules.

" 5. UTILITIES: A set of utilities that support in the cnlculauons and data org&m-

zuhon Has" modules for linear regresslen multiple’snd stepmse reg‘msmn, time 8

’ series unslym, linear pmgmmmmg using the simplex method and data base.
D HELP = :A help shell that provides detmled help regarding use o[ all the

nbove menhoned modules. - ¥ ; ¢

The HELP l‘acillty is divided mt?& main sections :.
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1. LAYOUT
2. MATERIAL
3. BALANCE
4. DECISION
5. UTILITIES

You can select the topic of your choice by highlighting the required module and

read through each.

LAYOUT : FLP OPTIMIZATION ALGORITHMS

INLAPS provides an improvement algorithm, a construction algorithm and

an algorithm for the addition of facilities to an existing facility. They are

1. CONSTRUCT - A construction algorithm for the assignment of facilities to

locations

2. IMPROVE - An improvement algorithm for the assignment of facilities to

locations and

3. MINIMAX - A minimax algorithm for the assignment of new facilities to an

existing facility.
1. CONSTRUCTION LAYOUT :

The module requires the following data :

1. Number of facilities or departments

2. An esti of relationships bet departments, A, E, I, O, Uor X.




other éters are ted from the
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. [
, | ‘
The numpber of facilities should be less than 25. Cl})se ess ratings for the

) relauonshnps can be clmnged if neéeded while running the program. The default

values are 8, 4,2, 1, 0and -8for A, E, I, O, !ﬂ{nnd X rupectlvely I needed a
selected layout cah® be evaluated also by entering the physical proxlmny of the

relevant facilities.

2. IMPROVEMENT LAYOUT : [

The infprovement nlgomh;n gives the output for mtld\pt the material han-

dling uyhmxzmbn module. Inpul includes the output ol'\ Construct with the

" -appropriate tunsforrnnuons as, detided by the constraints of the system

Analysis of those can be done using the modllles in Balmnv:e. Material and Utili-
ties shells. The output consists of the final layout as decided by Improve nnd a

datafile with the appropriate sets of coordinates.

3, MINIMAX mom‘ : .

Minimax provldes the solunon of the FLP by deﬁmng |t 8 a generalized

,Stemer-Weher problem It can be used to ophmally Iacnte new facilities with

respect to existing facilities. The algorith is wlated as a lme‘ar
problem for a rectilinear FLP. F ions for the Euclid 1 or Gravity prob-
lems can_be lished by minor f i in the #urce,codg. The. .

inputs for the rectilinear FLP consists of coordinates for the old “hcilitZ: All the

m‘xd ‘the x.s‘nd-y ¢ rgijnatu

of the new facilities printed out.




MATERIAL : MATERIAL HANDLING OPTIMIZATION

Four t};pu of material hahdling optimization routin.

INLAPS. They are

1. EQPSEU%CT A preliminary selection and companson module for mnterml

handling equipment.

are provided by

2. PRODSELECT - Equipment selection for a production shop considering \a

given time schedule ‘for the operations.

3 C()NVEYOR A slmple sun\llanon program that answers what,-xf quesnons

for desu;n and selec"wn of conveyors.

4. MTLOPT - Material-handling optimizatioit module, optimizes and selects

equipment when a set of parameters of the layout are given.

1. EQPSELECT :

This* module ‘attempts tolquantify the qualitative aspects to any decision

™ .
makingprocess that has qualitutive constraints using indica Even though it'has .

%

been set up to selez:t material handlmg eqmpment quahunvely, it cnn slso be

used ts; decide nbout other selection processu Modules Creute, Save, Loud

Change, Data, Ajter and Report can be used to perform their functions and the

output used irr the following modules. Any

porated in the model and its satisfaction index calculated,

ic can be‘incor- -
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2. PRODSELECT :  »

Prodselect decides about i selection for p i. e., a produc-

tion.ol: machine shop., It is_especially useful for cresting data for the line balanc-
ing .modulcs. A:ra;fs for. pr';duction volume, machining times, idle times and
geqnencve identities are the inpn!ts. The required number of machines, i‘t‘s type,
veqtiiced tiine per produstion period and the idle tisie for that particular series of
opemuons are output. This pmgram can be expanded to include constraints other

than the sequence identities and time lm'uts
S (_ZONVEYOR A ¥ ﬂ .

The Conveyor module provides a simple simulation ‘routine for designing

conveyors or l‘or s’Slecung from dlﬂered& conveyor systems. It answers whab—ll

questions and calculates Iength of conveyor, size o[ the motor, conveyor speed or "

load capacity based onm the input. The module can be expanded for a more

sophistvicnted simulation if necessary. All the prompts are self explanatory.

4. MTLOPT :.

Mtloﬁ! deals with material ﬁan@li}éoptimization. The input include layout.

.-parameters, like coordinatef of the various facilities in the inyout and inter-

departmental Ristances.. THe typés and quantities of the material to be handled

have to be input along with the equ;ipment ‘types and their specifications. The

*‘module is based on the solution of an p-dimensional knapsack problem solution

b o binadi

hodel and gives an of equi material ities to be

handled by each type of equibment and hnndling distances.
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DECISION : DECISION SUPPORT SYSTEM FOR THE FLP

. - .
TNLAPS has 3 DSS that incorporates sll the other modules through a central

_menu and makes use of the data g'eueraied to decide whether the given layout is
« optimum or not. Decisions regarding change of layout as well as those about the
desitability of a proposed layout can be arrived at using this module Module

OUTPUT is used for the decisions. :

"+ 1L.OUTPUT: /7 "

’i‘his module helps in estimating whether the cost of eﬂecling’n change in
layout -is less éhm the savings thnt' would accrue due to an increased efficiency
resulting [rom’ the cilmge. The .iup;u are t1 &'t2 - estimates of the time in
which relayout can be utnu.d and compl;ed. C1 &’CZ costs due to changing and
not’ changing, the layout (the fixed component), Al, A2, Bl, B2 the constants in
_the variable cost function and Ce & Ke the constant ws;s All these parameters

are to be estimated using the UTILITIES.

BAI‘ANCE : LINE BALANCING ALGORITHMS s
. 5

Bmcally, 0 typu of line bllunc\ng algorithms are available here, & simple
line bahnemg algonlhm and a mulupl: line balancing algorithm tlm pre-
.s\lpppss that the individual lines hlve already been optimized. They are

COMSOAL A umpl- line balancing algorithm. ’

2 MULTIPLE Multiple line balancing nl;onthnL
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1. COMSOAL : .
Comsoal (Computer method of i ti for ly lines)
emplt;ys a method of i X based on the following postulates. Of

the finite universe of feasible sequences,“one or more requires the least nnmb.er of
stations, one or .more requires the least number plus one~}1nd so on. The distribn-
.tion‘ of sequences h.y required number of stations can be determined statistically
and is assumed to be a skewed normal distribution. '

éq¥ences randomly and r is the proportion of

If a process s feasible
the univefse of fe;asible sequences which consists of optimal seqhéngw, then the
i)m.hnliility that the first sequence generated .wilL‘be o.pti.mal is'r. If m sequences 3
W are generhtah, the probability P that n(‘mé is op’timsl is raisesi. to the (sﬂer m.

The solution of m = log(l-P)/iog(l-r) gives the number of fea’sible sequences to

- genaAAte for a pmbablhty P that at least one will be optimal. The number of tri-
P oals hnve to be decided on tbls haﬁs - '
 E. 2. MULTIPLEx : - : 2
. . N
The inputs to thgl module are the same as above. It is assumed that the
» individuahinu are balanced and solution for a mixed model line balancing prob-, ¢
. .t J % S
Z . lem is obtained. ° ; : ¥ . -
3 - :
» = A "
. w UTILITIES : MATHEMATICAL AND STATISTICAL MOGDULES .

A number of mnhematlcal md statistieal routmes useful for a munufaqtur-

" ing or industrial eng‘meer are mcluded here. 'l‘hey are - <




'\lsmg the direction keys nnd then pressing the Return key:

o ) % L BT
L LINREG A simple hnear regmslou progrn.m
2 STEPREG A stepwm and mnltlple rcgresslon program
3. TSERIES - Time series analysis- /
4. SIMPLEX - A linear programming algorithm
5. RANbOM - A random access database ! s

1. LINREG :

\
\

. . . . . .
~This module estimates a line y = ax + b, where"x.is the independent vari-

“able dnd y the dependent varjable. Upto 40 observations can be input.for one

run. Fof an accuracy, use of at least 8 observations is suggested. The program K

has modules for en‘termmhe data, lm.mg the datn, modifying the dntn if requlred

" .and performing the regression. They are named. ENTER, LIST, MODIFY, ps\z |

FORM nnd QUIT. Each mo‘!ule can be seleeted by h\ghhghtmg |t with the cursor

The data has to be entered first by nslng EN"I/"ER #nd PERFORM may be

used to get the regression equmun The autpul includes the rep?sxon eq\mhon,

the "f ient of i the4. flicient ul' d ination and the standard

deviation of the estimates. The values of , y, estimated y and the error are given

* after that to get a ﬁhysical feel for the accuracy of the method.,

f o . . ;
2.STEPREG: .° - ’
Y ’
This module performs multiple regression or stepwise regression depending
on the nature of lhe datg. I the Tesults obtained” with multiple regression are. v

uhreliable, the, program will ask the user to do a stepwise roéression. Upto 15 * &
: ) i

= b S i TR ;h‘




variables, each with 40 observations (or less) can be u\sed to forecast from the:
estimated r!gl‘essioz; equation. ' :
] Data can be‘ entered using 4 keyboard or from a datafile. The thodules in

“this program are LIST (to list dm), CORDAT (m modify data), ADDDAT (to \
add data), ADDVAR (to add another mdependent variable), DELVAR (to delete .
an independent vumh]e), PERFORM (l.o perform:the stepwise or multiple regres- )
sion nfnnlysis), STUDY [bo study 3 n’ew~ model), SAVE (to save the dat?l'hat has

. been entered in a diskfile), WEIGH{T (To give weightage to the desired variables),

" TRANS (to t;ansforin any of the variablés to otlxerv functions) npd bU'lT (to

- return to the UTILITY menu).
\ L3

" Use PERFORM to initially enter the data (from keyi)ua{fi or diské&!e’ and
'. then use the ﬁrst lour. quu.les lésted above .to list, correct’add var'u;hles, &elete
‘ vnnahles etc ., 83 needed. Save the modnﬁed. data and then run PERFORM agam

to get the results. The data can be trnnsformed/az a Iognnthmlc scale or polyno~
" mial scale if no desirable.results are. Sbtained in the initial runA Ifa proper solu-
. tion is not obtained & new model hu fo be created using STUDY nnd the steps
outlmed Above repeaﬂed The datn can be weighted and still, if no proper results

|
are forlhmming go to the :teywise regression mode so that the prograri chooses”
the relevant independent variables on its own.

8. TSERIES :
A time series having upto 200 observations with 24 periods in ;‘series canbe |

studied with this module, Winter's exponential smoothing technique has beend
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used in this algorithm and the program is structured for easy expnndu‘bilityA The
pemine?t, trend -and seasonal component smoothing factors can be uptim—ized it '
needed or.the upper and lower limits (alm?g with step sizes ingut. The inputs also
include the lorecss;\lezd ‘ime, nwmber of periods in the forecast horizon etc. The
program is modular in structure wilh‘ mogfles LIST. CHANGE, DELETE,
INSERT, STORE, PERFORM, and STUDY.

4. SIMPLEX : .

- “The ‘ror‘mat‘ for datalentry and problem formulation is simila‘r t the Qtnti‘sfi-
cal modules described above!The probleni has to be f;rmulsted 25 a linear fiax-
imization, programming pro_hlem with equality cﬁns!ra‘ints and initial basic vari-
ables. The‘input h"uxto include all the coeﬂ'lcients‘ of the variables in the object‘wev
function and co,nsmjgkt..equstions, th;e number of constraints and the pumber of .
variables. These inputs are onl; limited by computer memory and plloljlenu with
up 20:4)5 constraints equations and 8 variables have been solved witi: 256 kB rum.ﬁ
Modales. INPUT, OBJECT, CONSTANT, RIGHT, PERFORM, STUDY, and =

PRINT perio'rm the functions they are named for. -

5 RAN_'DO)(\\ -

This is'a simple data base management system that.can be used when large

amo‘un'a of data’liave to be saved, retrieved, deleted, added, sorted or olherwiue
manipulated. The modules in random initiglize the data base directory, set up
new iiles, flelds and records, modify the files, fields afnd"records, delete files, fields

and records, list data and list the data base files. The data entry.is similar to
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2

\ d
3 that of the other modules. On menu, highlight the module desired and press

“return, Follow the prompts from thereon. -~ Y

7
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Appendix B
COMPARISONS WITH AVAILABLE\\
SOFTWARE

N




FACILITIES DESIGN SOFTWARE
. 'ASURVEY

An organization can profit millions of dollars annually, from facilities alone.

The benefits fange from improved product quality and operation productivity to'

improved employee morale and jbb s;a’.tisfmtiom Hence’ many'sol‘tware vendors

direct their products towards this market. A brief éescripti& of some of the more

” “popular software is given below..The data has been gathered from surveys con-

ducted by the Institute ar'lndusmal Engineers during 1983, 1084, 1985 and 1986

and from the mxnufacturers and vendors of facilities desxgn systems. An ana]ysm

shows thnt they dxst,mctly fall \mder two groups.

i) Entry level systems .

i) Advanced systems

Enh"y levei systems are mostly Pc:s with some hardware improvements: The
facilities planning systems are sold with hardware sm’i. soffware as it is-considered
a specialize‘d function: The advantages of entry level systems iuclude‘littleﬂur» no

maintenance costs, short training cycles for the' personnel and low cost (below

60,000 dalius). The disadvantages include relatively low performance; difficulty

in upgrading, and a lack of obtimizntion algorithms. The advanced systems are

mostly CAE- (Ccmpnter Axdéd Engmeenng) systems used for facilities plsnmug.

They have good graphics and optimization rolmnes and a large core memory.

. Othor ndvanngu include superior data base management systems, extensxve and

lntegnted npphcntlons software, hlgh qualny penpherals upgradab;hty ‘and high °

i
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* performance. The demerits are costs and training.

INLAPS can be set up for continuous monitoring of a Iay;.mt Assembly line
balancing, equipment scheduling, materials handling optimization, facilities
1ny'mm/x§|ayouc, decision analyss and simple simulatich are some of the func-
tions that can be performed. With a few more add'{tions to its knowledge base, it
can be ;lpgrgded to a complete production management system. As it forms the

* core ;:f m‘expert system, more decision rules can be added and the database

impioved‘ for more efficient operation. The system is desikned for use.in different

(& micro or mini-comp ) ) and costs will be conslderahly less.
A shon descnptmn of some of the more representmve programs is giyen below.
The list is by no means exhaushve and new products are being introduced fre-

quently.

1) Entry Level Systems : . 4
a) QAI; by Computer Alded Planoingyfuc. Written in G, Basic and Assem-
bler. CAP does relationship chut‘ing, ﬁ}mncisl r(wdelling,.wnrd processing,
businéss graphics, And- product-quantjty plots. It also ha_s _nv blocking algo-

* rithm that creates a’ layout from the relntion;hip charts, A PC based system. -
b) FMs by Facilities Management Systems Inc. : Written in‘BASDlCA_Aan
dBase I]I FMS is bﬁicﬂy 8 statistical analysis package used for facilities
planning. It has a query language to MIS (Mansgement Information Sys- L

téms) tl';at is used to arrive at decisions qualitatively. PC based. .
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¢) Space Planning Systems by McDonnell Douglas : Written in Fortran 77.
SPS hés relilionship charting, blocking/layout algorithms and wprd‘procas-
ing capabilitiés. Requires GDS (a database developed by McDannelYDouglas)
to run. DEC micro VAX based.

d) Planning Spaceware by Microvector : Written in Basic, Pascal and C..

Capabilities include statistics/calculati )} hi

algwriti:mg, financial modehing, business graphics etc. PC based. .

e) Plant: Layout Module by OIR : Written in Fortran 77. Capabilities:include

lculations/statisti lationship charting, group technology routines,_pro-.

cess planning etc. DEd VAX based. e ,L

f) MAP/1.by Pritsker : Written in Fortran 77. MAP/1 does calculations and
statistics, relationship charts, ﬂ;w diagrams, ;:roduct-quéntity plots, group
technology routines, process planning and word Processing. It s portable and

*is independant of the operating system. It is not accessible for modification.

[

a) Facilities.l’lanning & Management System by Resource Dynamics + Writ-

ten in C. Capable of 2-D drafting, ions/statisti ati ip chart-

" ing, bioeking/lnyout algorithms, symbol libraries, linéar pwgnmn‘xjng, findn-
cial modeliing word processing, husiness ‘graphics etc. A UNIX based syal;m
that can also be used with Apolls; Masscomp etc.

b) CADG + FM by Computer-Aided Design G/roup Written in Fortran 77.

This system does jons/stati ic: lationship tharts, block/layout ~

charting, stacking
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desilgn, financial modelling, b\m.mss graphics, query language to MIS, DBMS'
(Data base management syscemll shell etc. Based on the IBM 30 series.
¢) Sigma I by Sigma Design : Written in C. Capable of linear programming,
5alculations/stntistics, relationship charts, vblock/lnyout design, imsiness ‘.
graphics, symbol libraries, 2 and-3 dimensional drnr%ing‘, dynamic simulation

. et&UND(based.‘ . ¢ s -
d) Facilities Design Package for Bravol workstations by Applicon : Written,
in Applicon Prﬁgramming Langﬂlg;a. Facilities dntabu‘e, project. manage-
rﬁent., windows, business graphics,ﬁ &' 3 dimensional drafting, dynnmic‘
simulation, symbol iib[uies v;tc. ;re some of the fetures of this system.

Based on the DEC VAX, Bravo! family.
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. Appendix C
- ,\A SAMPLE PROBLEM
¥ - 7 ‘ )
/‘\-‘_" b
) »
-~ «
&
* .
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MACHINE TOOL ASSEMBLY

INLAPS can consider a number of production management problems and
incorporate them in the solution for an FLP. Problems like assembly line balanc-

ing, material handling optimizati i lection and scheduling for pro-

duction etc., can be easily lished before designing the physical layout.

This approach helps in analyzing the efficiency of the layout also, while introduc-

ing new processes or products, adding facilities ete.

A simple production management problem has been solved below, to illus-

trate the INLAPS hodology. A medium sized production facility for f:

turing machine tools is considered here. The production operations include one
main assembly line and five sub-assemblies. The assembly operations are carried
out at different work stations situated down the line and the sub-assemblies are
produced at different work-centers. The FLP solution would consider the balanc-

ing of bly lines, producti heduling, material handling optimization ete.

Qualitative and quantitative factors can also be input. The input data consists of
a precedence matrix for the assembly line, the standard times for the various pro-
duction processes, set up times, lot sizes, area requirements, parameters of
material handling equipment and the material flow from each work station. In

£all. PRI

the precedence matrix, the ing is d. Elements which pre-

cede a column element are indicated by 1, those which follow are -1 and those

with no relationship by 0. The p d matrix is given below.
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 Table 1. The Procedence Matrix for the main sssembly line.

The data for machining the sub-assemblies is given below. The

aterial Han-

dling ‘parameters are also inclpqéd. Seven ninchihe types are considered. here. 'The

7

=

per day is eight hours. 20 s\‘lb‘—memﬁﬁa of the,

.

first 3 types Ze to be n'mnul‘se.tnred and 60 of the rest, per day. The lot size is 5

available time| for en_é machine

for machines 1, 2'and 3, 10 for 4 and 5, and O for the rest.,

\
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Table 2. Standard Machining Times. N
w
3 : N Standard machining times. h)
X Michiiis .Sub-assernblies - .
\ ' Productl | Product2” | Product3 | Productd .
" Saw 0.268 " 1248 -
’| Lathe 1024 0.824 0.412
Shaper 0.724 1.036° 0.340
Hobber 2.240 o112 0812 M
Gear Shaver 1.264 . . 0.741 2.312
Defgreaser 0112 | 0248 0012 -\ 0112
Final Insp. 0.724 114 | 0.018 0.812 0.874
I T ="
. Table 3. Standard Set Up Times.
«__»Standard set up times.
Msch;ne SubJassembli
Productl | Product? | Productd | Product4 | Products \
NES 0.600 12 |, . 0.600
L_Mhs 1.000 2.500 | 2.600 1.300
© | Shaper . 0.500 0700 0.300 01250 .
Hobber * 2.000 2.000 2:000 , |, 2.000 ,
e ~| Gear Shaver .| 1.600 * N 0.850 1.600
De-greaser 0.000 0.000 - o 0.000 0.000
e Final Ingp. 0.000 0000 . {0000 “, 0.000% 0.100.
< 'The;lNL‘APS». sgstem -uses Comsoal to balance the membly line and- - r
=R IR 7% %
Eqpselect for producti heduli Modula Mtlopt and Construct are used to
arrive at a ﬁnd luyout Dnﬂ'erent variations of thie above pmblem could be
ammpted Ophmnl locauon of new Iauhhes t’o‘%ﬂsnng hcxllhu, relayout prob-
lems and eﬂ'menq momtonng of exlstmg !ncllma can be carried out using
INLAPS. The example lllustratu the way ﬁ which lNLAPS arrives at a sub-
optlmnl solution. -
o . -
¥ .
) "" Assembly Line Bnﬁngln; g "o s
Com:on.l(givu the!‘oll&wing solution at 85% confidence. The line balancing ~
. l . ¥ s 3
- ® .
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problem is molved by dlvxdmg the total operations into nine work statlons so
that the time remaining in each station is zero or at least muﬂmal The module_

iders all the defice relationship as given by the 30 X 30 matrix, the time

required for each operation and the calculated cycle zimel In this casg, a cycle

\ . 2 %
time of 45 seconds 'was obtained and the operations assigned to the dilferent work

3 &
stations as follows.

<
Table 4. Assembly Line Balancing. ~
. . Pardmeters
o | Work Station [ mumbers | Tdle time .
Station 1 1,2, 3,4 ‘ o A .
Station 2 5,6/7,8,9, 10,17 0
Station 3 11, 12, 13, 16 0 g 5
Station 4 14, 15, 18 . © 4 g
. | Station 5 19, 20, 24 3 : \ .
. | stati®h 8 21,22 5. |V :
Station 7 -23, 25, 26 0 .
Station 8 27,28 | 2 y
. Station 9 29, 30 2 1

Pr‘odueilon éeﬂednl\ng ] ‘

Once' the Qnin nssen;bl}; line has been balanced, the sub-assemblies ‘ire con-
sidered. An &b&lysis of the various production purame‘ten, as given in tables 2
and 3, by Material gives_the following results. The num;er of mwchinesv‘o! each

type, the idle times that would exist for each combination and the total hours ol‘ X

o 5
~work needed and the areas that these facilities would occupy are calculated by

the Utilities and Material shells. The rem’lts are then pu{to the Layout shell

for the final layout design. Table 5 gives the results. .
. z . i . .
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Table 5. Optimum Machine Ut\lmtlon \

Machine B Parfimeters
Number | Time per day | Idle time
fsaw = |1 . |8186 0%
Lathe ~ 15 116.12 0.258 N
Shaper 1 82.80 0.47
¥ Hobber ‘24 ,| 180.00 0.08
Gear Shaver | 25 - | 197.42 0.10
De-greaser 2 14.60 0.60
N - |qc 15 .| 11858 0.00

) T!he area required for the various facilities is calculated from tha\abové data
and the selection order of each facility determined from the matérial flow as well
a3 qunhtsme considerations. The final layout as determined by the program |s
glven in the ﬂgure ’below The matenal flow hu been calculnted as dnrectly plrr

portional to thg number of pieces ol the hnoun prodllcts The dnu has been

domk: a

d for

and hence the solution procedure is reluhvely

simple. The q\mhuhve inputs that would exist in a pruhcnl .muuhon can In

easily d '{the described in Chaptew 5»
Product 1 ‘Product 2~|. Product 3
, ’ d 5 .
Main Assembly Line - =
= . J
, |- ‘
Product 5 ' Product 4 .

The areas are d-:.’re’ctly proportional to dhe
number. of machines used for each s'ub—ussembl'y
The optimum m/c ut-uhza!um is given in table 5.
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