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ABSTRACT

This thesis presents a system which is capable of recognizing handwritten Chinese
characters. The hicrarchical attributed graph representation (HAGR), a two-level

graph, is introduced to describe the structural and sta

cal information of hi

written Chinese characters. The first level deseribes radicals and relations hetween

radicals within a character, the second level deseribes stroke

s and relations hetween
strokes in a radical. With HAGR, the vecognition process hecomes a simple task of

graph matching. A cost Tunction mapping a candidate o i madel geaph is introduced.

This approach can tolerate the variations of HAGR which reflect the instablities and

variabilitics of handwritten Chinese characters resulting from different writing styles.

Several rules have been used to re-arrange the order of the vert:

of the graphs in

order to avoid the coml

atorial explosion inherent in graph matching, Based on

HAGR, the model database is organized as a heterogencons mlti-way tree structure,

For an input character, the search process can be div 1

ided into a number of simple a

local decisions at diflerent lovels of the tree to find a corresponding moddl character
in the database. The matching process is very effieient and aceurate, and as well the

system can acquire rep

sentations of characters by a learning process

wral HA-

GRs of samples of a character can be synthesized into a single HAGR of the character

which can then be included in the model

LI addition, the learing process

can update the models of characters with the HHAGRs of their swnples. The system

is implemented in C on a MIPS/M-120 running RISC/OS (Version-3.1).
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Chapter 1

Introduction

Handwritten Chinese charact nition is well known to be a very diffienlt. proh
lem. Because of its pragmatic value and its particularity in large template space
recognition, the topic has attracted many researchers and has hecome one of the

most challenging research subjects in the field of pattern recoguition. T

najor

difficultics come from the following factors: (1) There are more than forty thousand

Chinese characters. Over a tenth of them are commonly used in da

y lifi- [Wang
1988]. Such a large number of character categories makes the: recogriition very difli

cult and slow. (2) The structures of Chinese characters are very complicated. Many

of them contain more than thirty strokes. Furthermore, many chara

clers are very
similar to cach other and are vory difficult to distinguish. (3) Writing habits vary

from person to person so that written characters have a greal variely of character

shapes, styles, positions of radicals, and directions or lengths of the strokes.



developed for solving the

In spite of these ies, many techniques have been
problem. They basically can be classified into two major approaches, namely, the
statistical method and the structural method. Typical statistical approaches are cor-

relation matching [Yamashita, ct al. 1982], back d feature distribution [Natio,

ct al. 1981], background analysis [Akamatus and Komori 1981], stroke analysis [Mor-

ishita, ct al. 1988], and orthogonal cxpansion [Arakawa 1983). Correlation matching

typically requires some forms of However, lization has only a
limited capability to compensate for the large variety of writing styles, such as rad-
ical positions, dircction and length of strokes. The last four approaches depend on
extracted features such as stroke length, stroke direction, stroke sequence, and re-
lation between strokes. Usually these features ate represcatcd as a feature vector
and the character recognition is performed by selecting the reference character with
the minimum distance from the input character. However, these features tend to be
unstable as handwriting differs from person to person. One method to overcome such
difficulties is to shift the burden to the users by imposing constraints on their writing
[Wakahara and Umeda 1983]. However, not all users will accept this and some may
have difficultics obscrving the specified rules. Another way is to increase the number
of modls for cach character category in the database to allow for the variation caused
by the instability of the featurcs. Unfortunately, this will increase the database of the
Chinese characters enormously. For example, the handwritten Kanji database FTLS

contains 152,960 samples of only 881 different Kanji characters. Each character cat-



cgory has 160 samples written by different people [Nagy 1988, With such a large

character set, the matching process will be very time-con 5.

Although Chinese characters have a very complicated stricture, they are striic-
tured according to some rules which are independent of writing styles. This structure
can be divided into three levels: the whole character leve

1, the radical level, and the

stroke level. The geometric characteristics of the strokes vary to some extent with

different writers, but. their spatial relations and geometric confignrations are sualts
well maintained. These properties can he regarded as invariant features and make

structural approaches more attractive for the recognition of handwritten Chinese

characters. One line of

arch within structural approaches represents a character

pattern as a string and a grammar (cither context-free or restricted context sensil

grammar such as an indexed grammar or a programmed grammar), and a parser fer

that particular grammar is built o recognize the pattern[Z)

aug and Xia 1983; '
and Liu 1980; Zhao 1990]. String grammars are not powerful and flexible enough to

handle very complicated characters with several radicals, Thus higher dimensional

grammars (Lree, plex, or web) are required. However, higher dimensional gram

are much more complicated and lack practical value. Another approac

is Lo use

pattern matching instead of parsing[Chan and Cheung 1989, Lee and Kim, 1989).

A character patiern is represenied as a r

ational graph in which the verti

resent the strokes while the ares represent the relationship between strokes, T'he

graph approaches give a very flexible representation of structural pattern of Chinese



charac

Despite these adva current graph approaches do not fully use the structural

5o

es and do not provide effective organization of the huge model database for

arching. For this reason, a new method which is not sensitive

Lo writing styles is proposed and it offers users a high degree of flexibility for cffec-
tive recoguition of handwritten Chinese characters. This method is derived from the
stable features of the characters. Towever, in the recognition process, some of the

unstable features such as the orientations of the strokes are also necessary. Ilierarchi-

cal attributed graphs are developed to describe both invariant and unstable features,
with adjacency matrices used to represent these attributed graphs. The bits of the
entries in a matrix deseribe the attributed set associated with a vertex or an edge.
Based on the the hit-wise representation, a cost function is introduced to map the
graph of an input. character to that of its model. This approach can provide some tol-
erance to the variations of characters written in different styles. For graph matching,

several rules are applied to re-arrange the order of the vertices of the graph in order

to avoid the combinatorial explosio... Furthermore, the model database is organized

as a heterogencous multi-way tree according Lo the spatial relations between radicals,

ok

the nimber of st

s per radical, and the geometric configuration of strokes in cach
vadical. Using the hicrarchical attributed graph representation and the multi-way tree
arganization of the database, the efficiency of the matching process can be improved

considerably.



1.1 Structure of the system

The flowchart in Figure L1 gives an ove

view of the proposed system which consi

of two functional parts. The first part is from the left-top hox, “Tnput samples

of a character”, to the hox *“Table network organization of model da The

figure illustrates the procedure for building and updating the model database, The
rest of the flowchart, shows the second part which performs the recognition task.

The recognition procedure may he divided into three levels: low, intermediate, and

ligh. The low-level ¢

tially involves thinning, skeleton tracing, segment merging,
and stroke grouping. AL the intermediate-level, the hierarchical attributed graph
representation of the input handwritten character is generated. The recognition in
the high level involves multi-way trec searching, graph matching, and mapping cost

compulation.

1.2 Organization of the thesis

The thesis is organized into cight chapters. Chapter two introduces existing tech

niques for recognition of Chinese charact

such as machine printed Chinese eharac

ter recognition, off-line Chinese character recognition, and on-line Chinese characte

recognition. Chapter three hes how the local properties of an input character

are obtained and organized for further image analysis and represcntation, ¢hapler

four is devoted Lo the hicrarchic

attributed graph representation of handwritte
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Chinese characters and the construction of the hicrarcliical attributed graph repre-

sentation. Chapter five gives the method for ¢l

racter recognition. A cost mapping

function is introduced to match the attributed graph of an input character and that

of its model. In Chapter six, the heterogencons mmlti-w

¢ tree used to organize the

model database for fast and accurate scarching i

s discuss

. Based on the multi way

tree, the scarch process can be divided into a number of simple and local decisio

dilferent levels of the tree to find a corresponding character in the database. A learn-

ing procedure for huilding and updating the model database is deseribed in

apler

soven. Chapter cight gives (he conchisions and possible directions for further research,




Chapter 2

Survey of Techniques for Chinese

Character Recognition

2.1 Introduction

Characler recognition is a subset of pattern recognition. It was character recognition
that gave the incentives for making pattern recognition and image analysis mature
fields of science. Chinese character recognition (CCR) offered a challenge that was
in certain key aspeets representative of the larger world of pattern recognition. CCR
provides an important way to input Chinese characters in a massive manner. In recent

years, a considerable amount of work has been done on CCR. The CCR techniques

can be classified into three main categories, namely, 1) printed CCR which is the

recognition of specitic Chinese fonts (Soong, Black. Kai, cte). 2) on-line handwritten



CCR which is the recognition of single handwritten Chinese characters, where not

only the character image but also the timing information of each stroke is provided,

3) handwritten CCR which is the recognition of single handwritten Chinese characte

which are unconnected and not written in calligraphy. So far, printed CCR and on

line handwritten CCR systems are already available in the markel place. Technigues

for doing multi-font. printed CCR are available in the laboratori

Handwritten CCR,

however, is still far from heing practical [Leow 1987

A typical CCR

fom inchudes the following hinetional components. During pre

processing, character patterns are digitized and converted into 2-dimensional binary

images. Certain ty pes of noise can be eliminated at this point. For on-line handwrit

ten CCR, the stroke's position. direetion, and leugth are captured while a stroke is

drawn. Therefore, it is casicr to ubtain the stroke sequences of a Chinese character for

the on-line CCR. Thinning is requived o reduce the information needed for the next

step. After preproce reted features of the two-dimensional dot-matrix

g, Uhe o

will be used to match against a set of pre:

tored features of the referenced Chinese

characters. The best matching will be used 1o identify the character. To reduce the

recoguition time and to achieve a high recognition rate, a nmlti stage recognition

Lechnology is applicd in CCR. Preliminary classification is used o classify the large

subset of Chinese character into small groups, then the final diserimination identifies

the characters from cach group.

In this Chapter, a briefl overview of current approaches, techniques, and wethod



10

ologies in CCR is given. The problems of printed Chinese character recognition,
on-line Chinese character recognition, and handwritten Chinese character recogni-

tion will be discussed.

2.2 On-line handwritten CCR

On-line handwritten CCR is simpler than printed CCR. and off-line handwritten CCR
because the machine can catch the accurate sequence of strokes. In on-line CCR, the
system only nceds to ~ecognize less than one hundred different kinds of strokes. As
long as the machine can recognize the strokes and the relationship of the strokes, it can
recognize up to several thousands Chincse characters. Many methods are available

for on-line of handwrif Chinese ch: . They are described below.

2.2.1 Feature analysis

A set of features can represent a handwritten Chinese character. The features might
be based on the static propertics of the character, the dynamic properties, or both.
The features can be binary. With binary features, the name assigned to a known
character is often determined by a decision tree [Hanaki, et al. 1976; Hanaki and
Yamazaki 1980]. A disadvantage of this method is that it may not produce alternative
character choices, which are usually desirable for postproccssing. Recently, a binary
decision tree uses simple features to reduce the sel of candidate characters to a small

sct for subsequent analysis by complex features [Kerrick and Bovik 1988]. The features
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can also be nonbinary. A fixed number of nonbinary features is common in pattery
recognition, and many classification methods are available for dividing such a feature
space into decision regions. For cxample, a multi-stage classificr with general tree
structure based on the dividing of Walsh coeflicients has heen developed [Gu, e al,

1983].

2.2.2 Time sequence of zones, directions, or extremes

These methods rely primarily on dynamic information. A sequence of coded zones
can represent a character [Engdahl 1977; Hanaki and Yamazaki 1980]. The zones are
specified by dividing up the rectangle that surrounds the written character, then the
character is superimposed on the rectangle, and the sequence of zomes traversed by
the pen tip is determined. This scquence, or a corresponding sequence of features,
assigns a name to the unknown character, often by exact match from a dictioniry of
zome sequences. A similar method uses the sequence of directions of pen tip motion
during the writing of a character [Chang and Lo 1973; Crane and Savoic 1977; Groner
1968]. Using four primitive directions (up, down, left, right), one system coded the
first four directions of the sequence and then classified the character by table lookup
whete the table had 256 entries [Groner 1968]. As the number of dircctions and
time intervals increases, table lookup becomes less practical, and the sequences are

compared by curve malching.



2.2.3 Curve matching

CGurve matching is a popular image processing method. Curves from an unknown
character are matched against those of prototype characters. The name of the pro-
totype that best matches the unknown is assigned to the unknown. The curves are
usually functions of time auch as preprocessed x and y values, or the direction angle
of the tangent to the trajectory of the writing [Ishigaki and Morishita 1988; Ishii
1986; Odaka, ct al. 1986]. Using Freeman code, a character has been divided into ten
regions [Li, et al. 1967). Since Chinese characters consist mostly of straight strokes,
approximating their strokes by a small number of fied points has been found suc-
cessful [Odaka, et al. 1982]. An alternative to the matching of functions of time is
the matching of Fourier cocfficients obtained from the #(f) and y(£) curves [Arakawa,
ot al. 1978; Impedovo 1984]. This method is appropriate when the characters can
be represented by a reasonably small number of Fourier coefficients. Since straight-
line strokes require high-order Fourier cocfficients, this method has been useful for
characters consisting mostly of curved strokes, like numerals, or of concatenations of
many straight strokes, like Chinese characters [Arakawa, et al. 1978]. Curve match-
ing becomes cquivalent to pattern matching in feature space when the number of
points characterizing the curve is constant and there is a one-to-one correspondence
[Odaka, ct al. 1982]. This is a lincar alignment of the points of the curve. However,
duc to nonlincaritics, the best fit is usually not a linear matching or alignment. For

many sequence comparison problems, clastic malching has been successful [Ikeda, et



1K)
al. 1978; Sato and Adachi 1985; Wakahara and Umeda 1983; Yoshida and Sakoe

1982]. Because clastic matching is computationally intensive, the prototypes are re

quired to be first pruned to reduce the computation. Application of a local afline
transformation can enhance the shape discrimination of clastic matching, Using the
point correspondence from clastic matching between input and reference patterns, a
deformation vector field is generated and then approximated by means of iterative

applications of local afline transformations. Finally, further clastic matching hetween

the input pattern and the deformed reference pattern superimposed by low order lacal

affine transformation components enhances shape di: ination, halving the error

rate [Wakahara 1988].

2.2.4 Stroke codes

s the

The stroke code method classifies subparts of a character and then ide

character from the sequence of classified subparts [Greanias and Yhap 1982; Hing-
Hua 1988; Kuo, et al. 1988; Lin and Tsai 1988]. One system nses 76 stroke codes of
constituent shapes to specify and recognize more than three thousand Kanji characters
[Yurugi, et al. 1985]. Stroke classification uses the sequence of direction angles. Then
decision trees of stroke code sequences under relative positional constraints on strokes
classify the radical or character. Another system uses a formalism based upon an
initial stroke-sequence decision tree and position matching [Chien, ot al. 1988]. This

quence, and

formalism has the advantage of using the features of strokes, stroke-
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geometric relations but avoids the disadvantages caused by the instability of all of

the above features.

2.2.5 Analysis-by-synthesis

Yet another approach is analysis-by-synthesis, imes called ition-by-g

“tion. Several studies are concerned with the modeling of handwriting generation [Ya-
suhara 1975; Morishita, el al. 1988]. These methods usually use strokes and rules
for connecting them to build characters. Characters generated from the inventory of
strokes constitute idealized standard representations of the characters. An approx-
imation to real handwritten characters can be attained by specifying these strokes
with mathematical models that describe the motion of the pen tip as a function of

time. Then a handwriticn character can be divided into strokes. The strokes are clas-

sified using the model and the stroke [Yoshida and Eden 1973].
A similar approach uses dynamic programming to match real and modeled strokes
|Wakalira and Umeda 1984]. Due to its optimality property, dynamic programming
can be used to obtain the minimum distance between an input and a reference pattern

to handle the problem caused by the distortion existing in the input pattern.

2.2.6 Other methods

Perceptual studies have been i Lin the d of pairwise di

methods which separates each pair of characters that might be confused. Studying
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the way humans distinguish between such pairs led to a theory of characters based
on functional attributes [Cox, ct al. 1982; Watanabe, et al. 1985]. Pair distinction
by functional attributes has led to robust recognilion methods, notably that in the
commercial system by Percept. Sometimes the same attribute differentiates more
than a pair of characters [Sakai, et al. 1984]. Another method represents a character
by the number, order, and relative position of strokes; some strokes are divided into
more parts, particularly those of characters with few strokes [Kato, et al. 1978]. T'he
statistical method of Markov madels is particularly suitable for dynamic information.
[Farag 1979] uses a first order Markov model with cight states corresponding to cight

pen-tip directions. A system unifies the statistical and ical hes for on-

line Chinese character recognition [Tai and Liu 1990]. A fuzzy attributed finite-state

is i duced for stroke ition. A ding to the intrinsic structure of
Chinese ch a two-di ional character is fe d into a one di ional
attributed string on the basis of order of Chinese cl Such

strings can be easily recognized by template matching.

2.3 Handwritten and printed CCR

Handwritten (off-line) and printed CCR are more difficult than on-line CCR becanse
the former one is performed after the writing or printing is completed and therefore
has no temporal or dynamic information such as number of strokes, order of the

strokes, direction of the writing for cach stroke, or speed of the writing within cach
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stroke. Morcover, handwritten CCR is the most difficult aspect of character recogni-

tion, hecause the noises at clements and the distortions in structures are dealt with

simultancously, especially the large scape of distortions produced by different writers.

The techniques nsed in handwritten and printed CCR can be roughly divided into

statistical and structural approaches. The statistical decision or decision-theoretic

approach involves the use of transformation functions, distribution decision func-

tions or their equivalent functions, such as Bayesian classifier, statistical equivalent

Wack classifier, and so on. The syntactical or structural approach uses various two-
dimensional grammars for character description, parsers for analyzing the structure
of an mnknown character, and attributed graphs for describing character components

and components relationships.

2.3.1 Statistical techniques
Template matching

The carliest approach for CCR was reported twenty five years ago [Casey and Nagy,

1966]. “T'he anthors used one of the simplest pattern recognition techniques: template-

matehing, assigned a template or mask which is a matrix of black

and white pixels. To classify a given character sample, its matrix is compared to all

templates. Classification is achieved if one of the templates provides a sufficiently
good mateh to the character sample. To speed the matching, a two stage matching

process was introduced. That is, similar characters were grouped first, then masks
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were grouped and finally individual masks were employed. In general, this method
involved expensive pixel-by-pixel comparison of the matrix of the input character and

the template. In addition, such method is only applicable to printed characters in

which the size and position of the radicals can be almost constant and stable. In

dwri h i of a character does not rily

the case of b

mean normalization of a radical which constitutes the subpattern of the charactoer.

Transformation

Fourier, Hadamard, and KL (Karhunen-Loeve) transformations have been applied to

printed Chinese character recognition [Nakata, et al. 1972; Gu, et al. 1983; Sukai,
et al. 1976; Leung 1985], but only KL has been used for both handwritten and
printed CCR. One of the most attractive propertics of the two-dimensional Fourier
transform is its ability to recognize position-shifted patterns since it observes the
magnitude spectrum and ignores the phase. It is well recognized that the precision
of center-location is a problem for the scanner, and it is anticipated that will also

be a problem for identifying printed Chinesc characters. The Hadamard transform is

more acceptable in high-speed p ing since its arithmetic ion involves

only addition and subtraction. The major drawback of application of this tech

in pattern recognition is that its performance depends too heavily upon the position
of the pattern.
In particular, KL was very successful in printed CCR, in which three orthogonal

axes were used in order to absorb the variations of displacement and width of lines.
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However, more than ten such axes are needed for handwritten CCR. Furthermore, it

is not practical due to the heavy ion involved in di lizing the V2 x N?

correlation matrix corresponding to the sample images digitized on a N x N grid
[Leung 1985].

For Chinese character patterns represented by their outer contour, Fourier de-
scriptors are very useful in recognition (Krzyzak and Buaeshi 1989]. Among different
techniques, Fourier descriptors are distinguished by their invariance relative to the
standard shape transformations such as scaling, rotation, translation, and mirror re-

fle=uons. The major drawbacks of Fourier descriptors are (1) their insensitivity to

spurs on the boundaty and (2) di d patterns give a completely different spec-
trum and style variations are reflected in the lower order spectrum [Verschueren, et

al. 1984).

Stroke distribution

A distribution of local stroke features can be taken in a two-dimensional plane or
projected on a one-dimensional axis. A popular example is to consider the line direc-
tions as the local stroke features. Such a scheme is called direction matching [Yasuda
and Fujisawa 1979; Saito, et al. 1982]. The boundary direction is calculated at each
boundary point by following the contour between two pre- and post-points along a
binary pattern on a 64 x 64 grid plane, The direction is quantified into four directions
and mapped to a 16 X 16 plane. This method is quite simple, however the recognition

rate is very low. For imp , size lization and shift similarity should be
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used. Another example of stroke feature distribution on the two-dimensional plane
uses stroke length [Hagita and Masuda 1981] which is considered as a special case of
the distance representation introduced in the field cffect method [Mori, ct al. 1974].
At each biack point, cight quantized directions are taken and the distance is measured

along each direction from this center point to the boundary point. Then twao dist

values along two opposite dircctions are summed and a four-dimensional

vector can be obtained at each pixel on a 128 x 128 plane. To get a compact feature
distribution, this plane is divided into 8 x 8 zones, cach of which is of 16 « 16, and
the vectors are averaged over cach zone. Matching is done by the so-called MDD rule
(minimum distance decision) which is essentially the same as corrclation. This scheme
extracts more global features than a local directional feature so that some complex
features such as intersection points ate reflected. However it cannot distinguish the
characters which are very similar to each other.

An almost identical method was used which tried to recognize printed Chinese
character on the license plates of moving vehicles [Dai, ct al. 1988]. A standasd
X and Y profile was defined for cach character, and for a given character sample,
its profiles were constructed and compared to all standard profiles. The criterion

for recognition was the pair of profiles yielding the closest correspondence, This ap-

d 1i

proach yields some

1) Using two I patterns per character

as opposed to one two-dimensional pattern results in considerable information redue-

tion. 2) The projection profiles arc casily extracted from the original pattern, 3)
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Since the projection profiles are obtained by an integrative process, they tend to be
less sensitive to noise. Iowever, the projection profiles suffered from position errors
between the input and standard patterns. In addition, different characters with the

same projection files cannot be discriminated.

Background feature distribution

The back d feature distributi hnique [Suen 1982; Naito, ct al. 1981 is based

on a slight modification of Gluckman's well known method of background features
extraction [Glucksman, 1967). For every background picture element of a binary
pattern, scanning lincs arc derived in four directions, top, bottom, left, and right.
In cach scanning, the number of crossings between the scanning line and strokes
is counted. However, this does not give an exact stroke density in each direction,

o 1 enl.

because four ized directions are not perpendicular to the strokes;

sometimes they cross the strokes tangentially or even in parallel. For improvement,

a crossing is counted only when each direction is nearly perpendicular to a stroke.

Background analysis

Instead of propagating black and white information as in Glucksman's method, more
cexact information on strokes being propagated can be extracted. The idea is to
propagate cdges, namely edge value and direction [R. Oka 1982; Yamamoto 1984).
In this method, a cell is defined on cellular space with meshes of 7 x 7 and each

cell has eight intracells for cight directions. Each intracell stores the strength of the
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edge (edge value) whose direction is just normal to the direction of this intracell.
These intracell features represent geometric featnres of the input pattern around the
cell. For each cell, the edge values of all its intracells are averaged. Ouly those cells
whose averaged edge value exceeds specified threshold value are sclected and used
in matching, which is carried out by distance measurcment. However, as the image
quality of the input character varies, it is difficult to select an unequal threshold value

even for two different quality images of the same input character.

Stroke analysis

Stroke analysis is the most traditional appronch for Chinc ter recognition.
Generally, stroke analysis is based on the skeleton obtained by the thinning prepro-
cessing, but it is well known that such results are not satisfactory because of noise and
distortion [Kimura, et al. 1978]. For printed Chinese characters, the typical Lypes
of noise are distorted intersection points, whiskers, and branches caused by Louching
strokes, since the strokes of printed characters arc usually very thick. There still
remains a major problem of stroke segmentation after thinning. However, thinning
preprocessing is still attractive because of the simplicity of the algorithm. Basic re-

search continues on thinning algorithms and their 1o stroke segmentati

as well [Pavlidis 1982; Wakayama. 1982; Liao and Huang 1990].

On the other hand, to admit that not all of the noise sources mentioned can be

removed, a practical approach is to consider some non-local but still simple noise

removal method, which would be effective against the major types of noisc. In this
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sense, an idea of the so called “good continuity rule of Gestalt psychology” is very
useful to remove such noise as distorted intersections. In fact, this rule is used in a
very simple way of removing noise and detecting strokes [Kasvand 1979). All pairs
of segments joining al an intersection point are needed, with segment continuations

i

being d ling to some The pair of segments with maximum

continuity which is greater than some threshold value is chosen as one stroke and the
rest arc treated in the same manner.

For extraction of the stable strokes, a technique using Hough transform (HT) was
proposed recently for handwritten CCR [Cheng, et al. 1989]. First the character
pattern is thinned and transformed from the spatial domain to the parametric one
by IIT. As most strokes of Chinese characters are almost linear, they can be easily
detected as lines by 1T within the heavy noise image. This is a new approach to the
application of HT and a new attempt at the stroke extraction of handwritten Chinese

character. The method is still very ti: ing as no lassification exists to

reduce the number of matching characters by using those features obtained by HT.

Combination schemes

For the recognition methods based on feature extraction, each character category is
made by finding the reference vector with the least distance from the input pattern.
Motivated by the requirement of seeking more effective and more reliable features,
much research effort has been made and various character features have been pro-

posed. Nevertheless, it is apparent that none of these features can yield sufficient



accuracy when used alone. This problem is caused by two inherent drawbacks com-

mon to all of the features,

One of these drawbacks s the lack of discriminatory information. Theoretically

speaking, the purpose of feature extraction is to assure reliability of recognition by

removing redundant and irrclevant, information and enhancing the separability among

patdern classes. In practice, features are often extracted by means of some measur
mends of the character pattern. An overall effect of feature extraction is that much

redundant information is removed, but for a small number of characters, some im

portant discriminatory information is lost. In the Chinese charact o there

many pairs of similar characters that differ from cach other only slightly. 1§ such a

significant difference is ignored by the the measurement, ambiguity will arise hetween

these characters, Worse is the fact that some dissimilar characters may have very

similar feature vectors. 1f the reference vectors of the characters are crowded closely
in the feature space, recognition would be very difficult. Tor example, the feature

as is often

vector of input. pattern may deviate from its reference ab a small distancy

the case for a somewhat noisy character sample, and be closest to a refe
of another character category, resulting in a mis-recognition that. is diffienlt to avoid.

Another essential weakness of the character features lies in their low stability

against noise or disturbance. In the character samples read from actual printed

documents, there may exist many kinds of disturbance, such as blurred stroke, bro-

ken stroke, positional shift, character rotation, stroke thickness variation, and noisy
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points. Every feature is particularly sensitive to disturbances which can considerably
affect the results of the measurcments on which the feature is based. Under such a
disturbance, a great distance will cxist between the feature vectors of an input pattern

and its reference, thereby d ling the iti e.

It is natural to consider an appropriate combination of some methods in order
1o gain a beter result. Because different features are obtained by different mea-
surements of the character patterns, it is reasonable to suppose that the features
may have different character distributions on their features spaces. These characters
troublesome for certain features may be very distinguishable for some other features.
“Thus, the separability among the character categories will be greatly enhanced if sev-
eral different features are utilized jointly in recognition. This strategy is commonly
adopted for Chinese character recognition. Hagita and Masuda combined stroke dis-
tribution method and the direction stroke length distribution method [Hagita and
Masuda 1981]. Tmmediately after this work, research which combined three kinds
of features: line direction, crossing count, and background features, was reported
[Fujii, et al. 1981]. For preclassification, local line direction can be used with the
peripheral arca vector [Takahashi 1982]. Most feature combination methods are first
applied on handprinted Chinese character. The major problem with the combination
schemes is that it is difficult to chose those features which are mutually independent.
1t is the mutually independence that makes the different features selected sensitive to

different disturbances and improves the stability of recognition by means of feature
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combination. To cope with such problem, an approach combining four independent
features, namely crossing count, stroke proportion, and two peripheral features, has
been proposed [Zhang, ct al. 1989]. To find out these four features, a correlation
analysis of the distance has been made for all possible feature pairs among the four

features.

2.3.2 Structural techniques

Chinese characters are patterns which arc highly structured. The structure of Chinese
characters can be divided into three levels: the whole character level, the parts (rad-
icals) level, and the stroke level. The character level is the highest level while stroke
level is the lowest. For two radicals in a character, one radical may be on the left side

of the other radical, over the other radical, or surrounded by the other radical. Twa

strokes inside a radical may be unconnected, or one stroke may contain some connect-

ing points which join that stroke to the other stroke. It is very difficult to use classical

statistical approaches to describe such complex pattern structures and relations be-

tween sub 1t is the | properties of Chinese ch that make

the hes very ising in handwritten and printed CCR. Recently,

more efforts have been carried out in this dircction. The structural approiches for
CCR can be divided into two main streams, namely grammar approaches and graph

approaches.
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Gramuar method

T thes grammar methods, the pattern is represented as a string and a grammar, ci-
ther context-free or a restricted context sensitive grammar, such as indexed grammar
or programmed grammar, which is used to describe the characters [Zhang and Xia
1983; "Tai; 1984]. A parser for that particular grammar is built to recoguize the pat-

ten. Further development along s line includes stochastic languages [Fu 1982,

error correc

ing parsing, and stochastic error correcting parsing [Lee and Fu 1977].
However, string grammar is still not powerful enough to handle very complex objects

like handwritten Chinese characters, and therefore the higher dimensional grammars

(tree, ples, or web) are ped. These traditional grammar approaches are still
weak in handling noisy or distortion patterns and numerical semantic information
[Tsai and 1980]. "This shortcoming can be overcome if the attributed grammar ap-

proachy is used.  C acteristics of handwritten Chinese characters

widering the ch

and the existing problems, a two-dimensional extended attributed granmar has been

proposed [Zhao 1990]. This method carries both overall character shape information
and local statistic features of samples, and conducts top-down matching and bottom-
up reduction. As the Chinese character set is very large and the grammar describing

chracters in such a st is quite complicated, it is very difficult to do the parsing.

Henee, it is not practical to use grammar approaches for CCR.
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Graph methods

Another line of development is to use pattern matching instead of parsing. In this
approach, the pattern is usually represented as a relational graph and graph matching

is used. In order to incorporate more information into the relation graph, attributed

graphs are used to combine the structural and statistical approaches |

i and I
1979; Shi and Fu 1983]. The attributed graph gives a very flexible representation of

structural patterns, especially for handwritten Chinese C

acters, in which case, the

pattern primitives or vertices of the attributed graph can represent the strokes while

the arcs or edges of the attributed graph can represent the relationships between the
strokes. In realizing that many natural propertics and relations of handwritten Chi-
nese characters are fuzzy, the next step is to include fuzzy atlributes in the attributed

graph and use this information for further processing. The fuzzy attributed graph

for handwritten CCR was proposed [Chan, ct al. 1989]. The major drawback of t

approach is that the structural propertics of Chinese characters arc not fully ntilized

and it is very difficult to organize the model databasc for cflicient

arching, Mo

garding the three structural levels of Chinese ch the hierarchical attributed

graph representation is proposed for hand writen CCR in this the

'he hicrarchical

attributed graph represents whole churacter with its vertices describing the: radicals
in the character and its arcs describing the spatial relations hetween the radicals. In
the hierarchical attributed graph, a radical attributed graph corresponding to cach

vertex is used to represent a radical with its vertices describing the strokes and its
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de

edges jons betwe

bing the r

cen the strokes. With the HAGR, the huge model

database d as a tree with scveral levels which facilitates accurate and

can be: organi

fast searching.



Chapter 3

Preprocessing

3.1 Introduction

Images of input handwritten Chinese dharacters are obtained by a video can

then normalized and transformed into binary images. A binary image is actually a

two-dimensional array where cach clement (pixel) is cither | or 0. “The character
pattern consists of those pixcls of value 1. Each stroke segment of the character

pattern is more than one-pixel thick. Various types of information can be extracted

from a binary image by some hasic low level operations. The input character pattern

in the binary image is skeletonized through a thinning algorithn. Afierwards, the

skeleton of the input character is traced Lo obtain the stroke segments which are

merged to form the strokes of the input character. Geometric information snch as the

direction and position of strokes can then be extracted. According Lo the positions of
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strokes and the connection relations hetween strokes, strokes can be grouped into the

radicals of the input character. All these operations are idered as prey

which provides the local propertics of the input character. These properties are then

organized for further image analysis and representation.

3.2 Thinning

‘Thinning is a process by which a binary pattern is transformed into another binary

pattern consisting of its skeleton. The major objectives of thinning in patiern recogni-
tion and image processing are to reduce data storage and transmission requirements,
to reduce the amount of data to be processed, and to facilitate the extraction of
features from the pattern.

Many thinning algorithms have been reported [Wakayamas 1982; Lu and Wang;
1985; Pavlidis 1982; Zhang and Suen 1984; Naccache and Shinghal 1984; Zhang and

¥ 1981; Plamondon and Sucn 1989]. The thinning algorithm described by Zhang and

Suen is simple and fast, and can be implemented in parallel, however, the algorithm

cannol prevent excessive crosion, so lines or curves that represent the true features of

the object. tend to be

ively shortened. In our system, the Zhang-Suen algorithm

is modified to o

come this crosion problem.
The Zhang-Sucn algorithm extracts the skeleton of the character pattern by re-
moving &ll the edge pixels of the pattern except pixels that belong to the skeleton.

In order Lo preserve the conneetivity of the original pattern in the skeleton, itcrative
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transformations arc applicd to the binary image of the character pattorn and cach
iteration is divided into two subiterations,
A 3 x 3 window is used Lo extract the skeleton. Let g represent the given pisel

1),

(i,7), the cight ncighbors inside its window are ny to ny (see Figure

el e)fe
|9 @|®
i @ @ @

Figure 3.1 Bight neighboring pixels of a pixel ny

In the first subiteration, according to the valies of the cight. neighboring pixels,

contour ng is deleted from the pattern if it satisfies all the following conditions:

2< Z(n) <6 3.1
Nm) =1 (32)
nyem g =0 (3.3)

ey g g =0 (3.4)

where Z(ng) is the number of nonzero neighbors of uy, and N(ng) is the number of

“01 patterns in the ordered set ny, ..., my.
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In the sccond subiteration, the conditions (3.3) and (3.4) arc changed into

Ry ngeng =0 (3.5)

m g =0 (3.6)

and the rest remain the same.

By the conditions (3.3) and (3.4) of the first subiteration, the south-cast edge pixels
and the north-west corner pixels which do ot belong to the skeleton are removed.
Similarly, the pixel removed by the conditions (3.5) and (3.6) in the second iteration
might be a north-west boundary pixel or a south-cast corner pixel. The iteration
continues until no more pixels can he removed.

It was concluded by Zhang and Suen that:

o By condition (3.1) the endpoints of a skeleton line are preserved.

o Also, condition (3.2) prevents the deletion of thase pixels that lic between the

endpoints of a skeleton line.

If the algorithm is applied on the pattern in Figure 3.2(a), the pattem would be
excossively shortened, This pattern consists of a horizontal section and a diagonal
seetion cach of which is two pixel wide. After Uinning, the diagonal section is deleted

because of the over erosion of the algorithm(sce Figute 3.2(b)),
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(a) Pattern to be thinned (b) Skeletion of the pattern

Figure 3.2 Example of over crosion by Zhang-Suen algorithm.

In the first iteration, the end pixel (6,1) is deleted becunse this pixel satisfios
all the conditions of the first subiteration. After pixel (6,1) is deleted, in the -
ond subiteration, the pixel (6,2) is deleted because it satisfies all the conditions for
deletion. No other pixels of the diagonal segment can be removed during the first
iteration as none of them satisfies all the conditions of the first or sccond subiteration.
In the similar way, pixels (5,2) and (5,3) of the diagonal scgment are removed in the
second iteration, pixels (1,3) and (4,4) of the diagonal scgment are removed in the
third iteration, and so on. Until the fifth iteration, no pixel can be further removed
from the diagonal segment. Hence, only one pixel (2,5) of the diagonal segment is
preserved after thinning,

It is clear that the problem of over-crosion is very severe for the Zhung-Suen
algorithm. In an extreme case, when a diagonal sgment of two pixels wide is very
long, the segment would vanish entirely. This will increase the difficultics in further

image analysis and representation of the truly features for character recognition. In
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order to avoid the over-crosion problem, a modified algorithm is proposed. In the

first subiteration, in addition to the set of original conditions (3.1) to (3.4), a set of

\| i diti is also introduced:
me (g +m+ng)=2 (37)
N(n))=2 (3.8)
Z(u)=4 (3.9)

T'he contour pixel 1y is deleted if either the set of original conditions is satisfied or
the sel of alternative conditions is satisfied. The set of alternative conditions is used
to guarantec that if the pixel g is on a diagonal segment which is two pixels wide
and ils neighboring pixel 17, is not on background, then ng is removed. Therefore,
the scgment at 1, becomes one pixcl wide and the pixel #; can be preserved in the
following iteration.

Similarly, in the second subiteration, 1o is removed if either the set of original

conditions (3.1), (3.2), (3.5), and (3.6) or the following set of alternative conditions

is satisfied:
iy (s 4+ 1) = 2 (3.10)
N(m)=2 (311)
Z(m)=14 (3.12)

With the modified algorithm, the over erosion problem is overcome. The compar-

ison is llustrated in Figure 3.3. Figure 3.3(a) is the original pattern. Figure 3.3(b) is



the skeleton of the pattern obtained by the Zhang-Suen algorithm. 1t is obvious that
the diagonal section of the pattern is over shortened. However, the diagonal section

is preserved by the modified algorithm(sce Figure 3.3(c)).

14 1t 1L
— —t
(a) Original pattern (b) %hang-Suen algorithm (c) Modified algorithin

Figure 3.3 Comparisons of the Uhinning algorithms.

3.3 Tracing

After thinning, the skeleton of a character is traced in order Lo extract the line
segments.
Definition 9.1 An end-point "E” in a skeleton has only one neighbor pixel(point) in
the skeleton.
Definition 3.2 A joini-poinl (marked as “+" in a skeleton) has al least three neighbor
pixels in the skeleton.

While tracing the skeleton of an input character, all the feature points (joint-

points and end-points) are detected. A segment can be extracted by tracing from
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one feature point to the other. When a skeleton pixel is visited, it is marked and
its coordinates are recorded. By scanning row by row from top to bottom, if an
unmarked pixel(called locating poinl) is found, the remaining skeleton connected by

this pixel can be traced and marked and the corresponding segments can then be

extracted.

9 A sepuraling poinl “S” is a pixel connecting two line segments which

have different directions.
The marked segments are first encoded by Freeman’s chain code. The codes “A”

to “H” are used to indicate eight diflerent directions as shown in Figure 3.4.

Figure 3.4 Codes and directions for Freeman’s chain coding.

Each segment is coded from top to bottom and from left to right. For a segment,
coding starls from its one feature point on top or left and ends at another feature
point on bottom or right, respectively. The coding of a segment in a loop statts from

its locating point “+" and ends at the point “+" along an anti-clockwise direction.

Several examples are given in Figure 3.5.
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Figure 3.5 Encoding examplos.

For example, according to Freeman's

hain code, the segment “17 in Figure 3.5(a)
has chain code “AAAAAB”. It starts from “E" and ends at ", For segment 6"
in the loop in Figure 3.5(b), its chain code starts at » and ends at +. Phe chain
code is “DCCCCBAAAAAAIGGGGIEEEERE". The loop can be separated into
line segments with dilferent directions. The separation is performed according to

these rules:
1. Each line segment has one or two kinds of code.

2. The code in a chain is defined as a primitive code il the code has majority in

the line segment.
The procedure is as follows:

1. Scan the chain code of a segment.
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2. Count the nimber of different kinds of code (denoted as Ny) and the number

of codes which are consccutive and identical (denoted as N,).

3.1 Ny reaches three then the scanned substring of the chain code is selected as

a line segment..

&

If the sclected substring is oo short (say, less than four), the first code is
neglected. Deerease Ny 1o less than three, and continue the procedure until Ny

reaches tiree again,

@

If the number of consecutive and identical codes (N,) is greater than three, then

n ted

the chain code is selected and the cor line segment is

i. Il two line segiments are connected Lo cach other, and have the same primitive
code, then they are combined and a new line segment is sclected to replace

them.

For example, the chain code of segment “6” in Figure 3.5(b) is scanned. The
first five codes contain two kinds of code, Ny = 2. When the 6th code is scanned,
the first five codes are sclected and the corresponding line segment with the vertical
dircetion is extracted. The procedure continues until the end of the chain code is
reached. The loop is represented by four line segments: “DCCCC(corresponding to
the left vertical line scgment), *BAAAAAA™ (corresponding to the bottom horizontal
line segment), "HGGAE"( corresponding to the right vertical line segment), and

“FEEEEEE" (corresponding to the top horizontal line segment).
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3.4 Merging

Two line segments can be merged to form one stroke if they share the same key
point(featurc point, locating point, or scparating point) and have the same orien-
tation. The remaining line segments which cannol. be merged remain as individual

strokes. For cach line segment, the orientation can be determined by:

a=lan~

(3.13)

where (z1,91) and (a2, 32) are the two keypoints of the line segment. The orientation

of a line segment is:

stroke
stroke
L0 &

X

Horizontal(17)
0° < a < 22.5°

Ay Right diagonal( RD)

22.5° < a < 67.5°

X
Vertical(V') Le [t diagonal(1.D)
67.5° < a <1125 112.5° < o < 157.5°

Figure 3.6 Classilication of the line segments

1) horizontal(11), if 0 < a < 225" or 157.5° < a < 1807,
2) right diagonal(RD), if 22,5 < o < 67.57,

3) vertical(V), if 67.5° < @ < 112.5°,
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4) left dingonal(LD), if 1125 < o < 157.5°,

e i

Sume cgments may oceur between joint-points(see Figure 3.7). As their

lengths tend Lo he very short and their dircetions are very difficult to determine,
these segments may create confusion in the stroke merging process. Hlence, a process

of climinating such segments (fals

Oue existing method reported in [Chen, ct al 1988] is to select a threshold value
according to the height (/)of the input character, namely 1/8. If the length of a
segment, is smaller than this value then the segment is eliminated. The results ob-
Lained by this method are quite unstable, as the threshold value is too inaccurate. The

larger the width of the original unthinned pattern, the longer the false stroke becomes.

Henee, the false stroke can be longer than the threshold value /1/8. The maximum
circle techmique[Lino and Huang 1990] was proposed to decide whether a short line
segment between bwo joint-points is a false stroke. The largest circle centered at cach

cross-point. within the original unthinned binary pattern of the character is formed

5

lirst

s, the size of the largest. circle is determined by the width of the original
unthinned binary paticrn. I the cireles centered at botl joint-points intersect, the
short line segment is o false stroke and should be eliminated. Compared with the first
method, the masimun eirele teehnique is more reliable. Towever, in some cases, it is
still very diffienlt to remove false strokes by maximum circle technique.

For Chinese charactors, most false strokes happen when two strokes cross each

other. Provided that the width of the unthinned pattern is fixed, the length of a false
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stroke is affected by the angle at which the two stroes cross. The smaller the angle,
the longer the false stroke is. Based on this observation, an angle-width method is
developed for climinating falsc strokes. The method takes into account not only the
width of the original unthinned patters: but also the angles between strokes. The

threshold value is dynamically decided.

N

@
stroke A

Figure 3.7 False stroke climinating.

Let d be the width of the unthinned pattern (see Fignre 3.7), where the dash lin

depict the ideal positions of the skeletons for both strokes. The acute angle hetween
the skeletons of stroke A and stroke 13 is a. Theideal skeletons of hoth strokes should
meet at point Cy. Stroke A can be thinmed from Dy to B by a distance of d/2 and

from F; to J; by a distance of df2. Similarly, stroke 13 can be decreased from ), Lo

K; by a distance of d/2 and from F, to L, also by a distance of d/2.
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The thinning algorithm shrinks the unthinned pattern by an equal distance from
its boundary pixels. The length of DiC; is longer than d/2. The shrinking along
the direction of line D;F; cannot reach the point C; because the shrinking along
the perpendicular dircction of line D;F; reaches line DiF; first. Thus a false stroke

ocenrs, The length of line D;F is d/ sin(a/2). The maximum distance of the shrinking

from the point 1; along the dircction perpendicular to the direction of line rJ; or
line WL is df2(from D; to I or K,). As point D; is the interscction point of both
boundary lines of strokes A and 13, the thinning algorithm would shrink the unthinned
pattern Lowards its inside along any direction with the same distance. Therefore, the
maximmm distance of the shrinking from the point D; along the direction D;F% would
also be d/2(frem D; to M;). Similarly, the maximum distance of the shrinking from
the point £ along the direction of line FD; would be d/2(from F; to N;). The length
of the false stroke will not be larger than that of the line M;N;. In this thesis, the

length of the line LN, is sclected as the threshold value 7', defined as:

T= —d+dl (3.14)

d
sin(a/2)
where 0 < 8 < d is a term introduced to compensate for the error due to discretiza-
tion. In the proposed method, 80 can be selected as:

8l = d = dsin(a/2) (3.15)

Substituting 80 in (3.14), we have:

= d
sin(a/2)

dsin(a/2). (3.16)
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In the discrete case, the angle(0;) from TiF; to 7RG is not equal to the angle(0)

from C;L; to Because of the distortion in such a case, o is approximated to be

(00 + 0)/2.

Figure 3.8 A pattern of char;

cr with superinposed
skeleton which contains a false stroke.
A false stroke between Lwo joint-points is removed if its length is smaller tian 7'

In Figure 3.8, an example i

used Lo illustrate the advantages of this method, ‘The

width of the unthinned pattern is 5; the skeleton of the pattern contains a stroke i 1;

the Tength of the false stroke is 7. According o (3.16), we have

T.78. Stroke K1,

is detected as a false stroke (7 < 7' = 7.78) and can therefore be removed. The false

stroke /'L cannot. be de

ed by the maxinum cirele technique becanse Ue largest

circles centered at cross points K and L do ot overlap.
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“The following example shows that the angle-width method can also preserve the
real strokes between joint-points. In Figure 3.9, the character contains a real stroke
BE between two joint points 3 and . The length of the stroke BE is 13. According

1o (3.16), 1

96. Stroke B1 is not a false stroke (13 > 7' = 0.96) and is therefore

ved.

pre

3.9. A pattem of character with superimposed skeleton

which contains real stroke between two cross points.



3.5 Stroke grouping

According to the position of the stroke and the connection between the strokes, the
strokes extracted for a character are grouped into component radicals. Suppose that
stroke ¢, has a set of 1 key points (joint-points, end-points, and break-points): A

= {p1, ..+, pu), and stroke s; has a sct of n key points: Ny = {pf, ..., )i}, where

i yi) and p, = (4. }). Two strokes arc dircetly connccted with cach other if

and only if

N0 Ky # (3.17)
Two strokes ; and s are connected with cach other, if and only if there is a sequence
of strokes, 1, 3, ..., 8-y, &, such that any two strokes s, and s, are direetly
connected. All the radicals of the Chincse characters can be classified into three

different classes (shown in Figure 3.10):

1) Connected radical: each stroke in the radical conneets with one of the other

strokes in the radical.

2) Unconnected radical: each stroke does not connect with any other stroke in the

radical.

3) Partially connected radical: neither any of above e
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1
2 ]
IR

L
m
Connected radicals

N
NI X

Partial connceted radicals

o+
£ omF
Mo

W

=
i

-
N

¥z
Yz N

Unconneeted radicals

Figure 3.10 Different classes of radicals.

Most radicals of Chinese characters are connected radicals.  With connectivity,

connected radicals can be casily obtained. Partially connected or unconnected radicals

are difficult to determine by their stroke connectivity. lowever, Chinese characters

i

lock patterns. All strokes of a character are confined to a box arca. The strokes of
a radical are bounded by a rectangle which is confined to a smaller area inside the box.
Based on the conneeting and block properties of radicals, connection clustering(C-

1),

tangle clustering(R-C'T), binary dividing clustering(BD-CT), and distance

measur

clustering(DM-CT) are introduced to obtained the component radicals

for handwritten Chinese characters,



3.5.1 Connection clustering

Connection clustering is based on the connection between two strokes. In cach cluster,

cach pair of strokes connect with cach other,

3.5.2 Rectangle clustering

A bounded rectangle with a minimum arca can be formed Lo cover a set of connected
strokes. Suppose that the coordinates of the lower-left hand corner and the np-right

hand corner of the rectangle are (#y,y,) and (4

y2), vespeetively, and a stroke to be

clustered has end points (r,y) and (+*, y).

o When ry < v < zzand gy <y < palor oy < o' <y and gy < y' < ), the

stroke is overlapped with the rectangle and the stroke is clustered to the set of

the connccted strokes.

o When 7, < 7,2 < 2 and 3, < .5/ < gy the stroke is confined by the
rectangle. If a separated stroke is confined by both the rectangles of the two

sets of connected stroke

the stroke is clustered in the set which is surrounded

by the other set. Figure 3.11 shows a character with two radieals. The dot stroke

is clustered in the central set of connected strokes. Otherwise, the separated

stroke is clustered in the set of connected strokes with its honnded rectangle

confining the separated stroke
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T
AN

character center radical boundary radical

Figure 3.1 Example of rectangle clustering.

Some typical radicals that can he

nented by connection clustering and rectan-

gle clustering are given in Figure

£ 48 XA+ I M

Iigure 3.12 Radicals that can be segmented with C-CT and R-CT.

3.5.3 Binary division clustering

Certain radicals alwa;

ic in a specific arca of the minimum box covering the char-

acter. For example, radical s in the top part of the box, radical | s
= e
in the bottom part of the box, radical ™ is in the left part of the box, and radical

4
7 i dhe vight part of the bos. After applying C-CT and R-CT, the bounded
box of the character is divided into cither top half and bottom half parts, or left half

and right half parts. Those unconnected radicals can then be clustered by the part

in which the separated strokes are located,
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3.5.4 Distance measurement clustering
For a partially connected radical, a separated stroke may neither be conlined nor over-
lapped by bounded rectangles of Uhe connected strokes. By calculating the distances
between the end point or the center point of a stroke and the edges of the bounded
rectangle of the connected strokes, the stroke can he gronped into the nearest radieal.

The algorithm to group the strokes into radicals inchides the following four steps:

step 1. Apply connection clustering to form connected radicals and to find conneeted

strokes for partially connected radicals.

step 2. Apply rectangle clustering to classi

separated strokes.

step 3. Apply binary division chistering to group wnconnected radicals.

step 4. Apply distance measurement chustering to classify remaining isolated strokes.

Figure 3.13 shows low the strokes are grouped by the algorithm. The grouping

results after cach step are confined by boxes of dashed



5

Lt

LVLN

777\

strokes 1o he groupaed stroke grouping results

Figure 3.13 Stroke grouping.

step 1

step 2

step 4

50



Chapter 4

Attributed Graph Representation
of Handwritten Chinese

Characters

4.1 Introduction

Chinese characters are pictorial patterus consisting of line segments which are ¢

s different from that of conven

strokes. The concept, of strokes defined in 1

tional strokes which may consist of several single direction line segments. A radical

composed of several strokes is the lundamental component of Chinese characters, A

Chinese character which consists of one radical is called a single component. char-

acter. In contrast, a Chinese character which consists of several radicals is called o

51



componnd cha
There are three types of relations between two adjacent radicals: (1) Left-Right,

(2) Top-Bottom, and (3)Boundary-Center (sce Figure 4.1,

Left-Right, Top-Bottom Boundary-Center

Figure 4.1. Structure relations between two adjacent radicals

In the Xintlua Dictionary, more than 7000 Chinese characters arc analysed into 150-

250 different radi The maximum number of radicals within a Chinese character

is 110 more than seven, and over 85% of the characters are composed of no more than

three radicals. Several radicals may be structurally combined in a Chinese character
to form different, patterns as shown in Figure 4.2,

Bach radieal contains several strokes classified into (1) dot strokes and (2) line

strokes with either a horizontal (11), right diagonal (RD), vertical (V), or left diag-

onal (LD) dircetion. If two strokes are connected, they may be connected in three

I-joint (T), L-joint (L), or X (or cross)-joint (X). llence, a Chincse

character can be structurally divided into three levels: whole character, radical, and
stroke. These structural features of Chinese characters make the hicrarchicai at-
tributed graph a very promising and flexible representation for handwritten Chinese

characters, as well as providing a direct and simple approach to handwritten Chi-
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nesc character recognition. It is tolerant to the local variations of the character due

to the unstablities of the stroke length, stroke direction, and stroke connection. In

this section, the hierarchical attributed graph representation(i1AGR) of handwritten

Chinese characters is formaily defined for the purpose of character recognition.

B EmO
o B HRE

=0
—+

SE &

S0 @ Y2 Bt O

sefial=N=

O+

1

[}
()

L

I F] A 0 [ &

-
POy
O
(]

Figure 4.2. Structural combinations of radicals.

4.2 Attribute sets and attributed graphs

First, the basic concepts and notations of attributed graphs are introduced.
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Definition f.1 An _allribule sel is an m-tuple < pyy...,piy. .., pm > where cach cle-

ment in the tple is an attribuce pair. For example, an attribute set describing a line

stroke with left diagonal oricatation is < (type, line), (orientation, LD) >.
Definition 1.2 An_attributed graph is a graph G, = (Vi, ) where V, = {oy, ...,
Dpr +ees Doy ooy D} s @ sct of attributed vertices and By = {..., €ppy...} is a set of
attributed edgesfares. The edge/arc ¢, connects vertices v, and v, with an attributed

relation.

[ stroke relation l rcprcscutian]

LN
[HN A
NAN7A
/TN
ANV

A

Table 1. Stroke

| T

tions.

A radical_altributed graph G = (Vi E,) is an attributed graph which

Definition

represents a radical in a character, where 1, is a st of attribuled vertices represent-

ing the strokes in the radical and £, is the set of attributed edges representing the

relations between the strokes. Each edge ¢,y € Ey joins vertices 1, and v, without

any speciivation of its direction. Thus the radical attributed graph is an undirected



graph. The different types of relations between paris of strokes are

table.

As an example, the radical attributed graph of the radical in Figure 43 can be

represented by:

= (Vo B) o

IUNCNUNTY)

Er = { ey o GG G G O
=< (lypedine) (oricntation, il) >

v =< (typedine), (orientation RD) >
1y =< (type.line), (oricntation V') >

oy =< (type.line ), (oricatation. 1.1) >
s =< (Iype line), (oricntation, 1) >

iz =< (relation, T) >, ey =< (relation, X') >

tyg =< (relation, T) >, e =< (relation, 1) >
ey =< (redation, L) >, ey =< (relation,}-) >
g5 =< (relation, ) >, ey, =< (relation, X) >

ey =< (relation ;) >
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a5

a) Radical b) Radical attributed graph

Figure 1.3, Radical atuributed graph.

Definition 4.4 A hicrarchical altyibuled graph is an attributed graph 1 = (Xp, Ay)

which reprosents a Ching

aracter, where X is the set of attributed vertices rep-
resenting the radicals of the character and Ay is the set of directed attributed arcs
which represent (he spatial relation of two adjacent radicals. Suppose that ey € Ay
is a directed are from vertex vy to vertex . The different spatial relations from
15 to 4 that can be represented by the are ey are: left-to-right (LR), right-to-left
(RL). top-to-hottom (T1), bottom-to-top (BT), boundary-to-center (BC), or center-
to-boundary (CB). A complete TTAGR of the Chinese character T;’; is given in
Figure 4.4, This character consists of four radicals: /r at the left, y at the
widdle-top, || at the right-top. and 7K at the right-bottom. The bottom
hall portion of the figure shows a HAGR of the character. The windows with round

corners represent the four radical attributed graphs of the corresponding radicals.



1 = (VoAy) where
Vio= {rwe e v i)

A = {Cate e Cads s O e Ol i Ct ot}

1y =< (numbcr-of stroke

\2) > 0 =< (number of strokesc 1) >
v =< (munber_of strokes,1) >, vy =< (nunherof strokes,1) >
Can =< (spatialrelation, I [1-o-right) >
(0 =< (spatialrlation, vight Lol [1) >

(e =< (spatial_rdlation o [t lo.right) >

o =< (spatialrelation. right to lef1) >
g =< (spatialrclation lop o bollon) >

cu =< (spalialrelalion. boltom lolop) >

< (spatial.relation, top_to-bollom ) >

e =< (spatialyelation, bollom o lop) >
Cat =< (spalialrelation,lefl Lo right) >

o =< (spatial.relation,right-tolc 1) >



i

(1) Candidate character

‘e J 15
can

(2) HAGR for the character

Figure 1.1 A candidate character and its 1IAGR.
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4.3 The data structure of an attributed graph

representation

Two daia structures can be adopted for the representation of a graph: adjacency list

and adjacency malvir [Hoperoft, et al. 1974], the first one is suitable for large sparse

graphs, while the sccond is suitable for compact graphs. Since the attributed graph

of a Chinese character is relatively compact in most cases, the adjacency matrix has
been chosen as the data structure of the attributed graph in the present system,
friris the incidence matrix of an attributed

Definition 4.5 An altril

graph (i, = (1)

) of order m with 7 as diagonai entrics and «,, as non-diagonal
entries. The diagonal entry i, represents the attribute set of vertex v, and nondiagonal
entry 7,, represents that of edge/arcs ¢, If there is no edge hetween vertices v, and

v, then 7, can be set o 0. This is written as:

N ssfusalie (1.1

0 if there is no edge between r, and 1,

=4 7, (12)

L iTp=q

Wpday e b

pilion 4.6 A radical adjacency malvis is an attributed adjacency matrix which

represents a radical attributed graph. The dingonal entries of the matrix deseribee the

vertices of the radical attributed graph while the non-diagonal entrics deseribe the
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edge of the radical attribnted graph. As the radical attributed graph is undirected,
its radical adjacency matrix is a symmetric matrix.

The bits of the entries in the matrix describe the attribute sct associated with
cither the vertex », or edge e, Four orientations (left diagonal, vertical, right diag-
onal, and horizontal) and two stroke types (line and dot) are used to represent the
attribute set of a vertex. Six types of the spatial relations between two strokes are
used to represent. the attribute set of an edge. For the attribute adjacency matrix

of & radical attributed graph. the six rightmost bits of diagonal entry a;; store the

attribinte st of vertes n, and the six rightmost bits of nondiagonal entry a;; store the

attribute set of edge ¢, The principles Lo set entry @y, in the adjacency matrix are:
CASE 1. p = g, uy, represents the attributed set of vertex .

ap(5) 1) app(3) () (1) @y (0)

(o] v [re[n] - [

If the attribute value of the orientation of v, = left diagonal, then ay,(5) = 1, clse
yy(5) = 0. Other bits of the entry a,, can be set similarily, where ayy(i) represents

the ith right most bit of the entry ay, in the radical adjacency matrix.

se 2. p# qand o, € E

dyy represents the attributed set of edge

Gpqs

p(B) () y(3) a0(2) apall) ap(0)

Onanon

16 the relation af ¢, is X, then a,,(3) = 1 clse a,4(5) = 0. Other bits of ayq can
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be set similarily, where ay(i) represents the ith right most bit of the entry @, in the
radical adjacency matris.

For example, Figure 4.5 illustrates how the abtribute set of vertex my and the

attribute set of edge ¢y, of radici

{ are stored according (0 the above prineiples,

where vy =< (type Line). (orientation. BD) >, and ¢y =< (relation, T) ~.

(3 alh) a(d) a(2) a(l) a)

y 0 0 1]:()1().1

i) afh) a(3) a(2) a(l) a(v)__
0 0 1 0 R ‘ 0

Figure 15, Bits of the cntries in the adjacency matrix of raideal {



The radieal adjacency matrix of the radical in Figure 13 is ©
000101 001000 100000 001000 000000
001000 001001 0GO100 000001 000010
A=la,] = | 100000 000100 010001 000010 100000
001000 000001 000010 100001 000100
000000 000010 100000 000100 000101
There are three advantiges o using bits of an entry 1o represent an atributed

sel of a vertex or an edge ina rvadical attributed graph:

o Storage is reduced. Usually, an_ attribute st of a vertex with & attributes
requires & storage wiits. 10 raclical graph has 1 vertices, the corresponding
adjacency matrix requires nx u % k storage units. lowever, using the bits of
the entry, it only requires n x 0 storage units. Since the Chinese character set

is vory large, the storage size can be significantly reduced.

o The efficiency of graph matching is improved. By using bits of the entry to
represent. the attributed set, graph matehing becomes a comparison of the cor-

in the two entries,

responding bi

® “The variation related to the stroke type or orientation is allowed without hav-

ing 1o incrense the mumber of modls for cach character in the database. For
example. the fourth stioke of radical 7 in Figure 16 can he writ en as a dot

ora line depending on the writing habits or styles of the individual. A simple
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way to represent this variation is to set hoth the 0th and Ist rightmost hits of

ay equal to 1.

() anl) an(d) an(2) an(l) wl©)
IO ENK

Figure 16, Using entry of adjacency matris

to represent the variations of stroke in the model.

Definition 4.1A chameter adjaecney matvir is an attsibnted adjaceney matrix which

represents a hierarelical attributed graph. The diagowal entries of the matrix de

scribe the vertices of the hierarchical attributed graph while the non-diagonal entries

describe the ditected ares of the hierarchical attributed graph. As a hierarelical at

ananti symmetrie

tributed graphis a directed graph, its characteradjacency matrix i
matrix.
In the adjacency matrix of a hicrarchical attributed graph, the diagonal entey by,

stores the attributed value of the vertex o, which represents a radical in the character,

The attributed value is the number of strokes in the radical. “The nondiagonal entry by,

stores the attributed vaie of are e, which represents the spatial relation betwoen twe
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adjacent, radicals, such as left-to-right, right-to-left, top-to-hottom, bottom-to-top,

boundary-to-center, and center-to-boundary. For example, the character adjacency
i

acter Tj‘ in Figure 4.4 is:

2 LR 0 LR

miatrix of the cha

RL 4 LR TB

0 RL 4 THB

RL BT BT 4
4.4 Construction of hierarchical attributed graph

After preprocessing, the hicrarchical attributed graph for a handwritten Chinese char-

acler or its image is constructed in two stages: (1) based on the strokes of cach com-
ponent radical, the radical attibuted graph of that radical is consturcted, and (2)
by considering each component radical as a vertex and the spatial relation between

any two adjacent. vadicals as a direet are, the hierarchical attributed graph of the

character is obtained.

4.4.1 Radical attributed graph construction

The radical attributod graph can he constructed for models and/or images of the

character from a set of geometric primitives such as the coordinates of the key points

of strokes as well as the types and the directions of the strokes. The attributed
values of the strokes and the relation between cach pair of strokes can be obtained by

measurement. For cach radical of the character, the strokes are assigned as attributed



vertices in its radical attributed graph. The type and the direction of the stroke, can

then be considered

tributes and their values can be easily determined. The

cdges of the graph repre

snt the conneetion relations hetween pairs of strokes, 17 two
strokes are connected to the same end point, the edge attribute of both strokes is L.
I two strokes are comnected to the same key point. which is not an end point, the

edge attribute is X' Inall other cases, the edge attributeis 7' By the coordinates of

end points, and the relative position of both strokes. the edge type attribnte (1, 1,

F.or ) can be determined.

4.4.2 Hierarchical attributed graph construction

In the construction of a hier

reh

al attributed graph, the radicals of the char:

assigned as attributed vertices in the graph, The number of strokes in a radical can

be considered as the attribte value of the corresponding vertex of the radical. The

arcs of the graph describe the spatial relations hetween pai

s of adjacont. radic

Whether the arc attribute is Litc BLTB BT, BC or €8 can be determined by

comparing the coordinates of the lower-left hand corners and the upper-right. hand

corners of the pair of rectangles that cover the radic
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radical graph of a radical graph of b

RL

liierarchical graph

radical a

Figure -1.7. Construction of IAGR of a handwritten Chinese character.

The character in Figure 1.7 is used Lo illustrate the hicrarchical attributed graph
construction, and the complete HAGR of the character. The character consists of
two radicals, and . The lower-left. portion of Figure 4.7 shows one of

them. For cach radical there i

a radical attributed graph. The upper-right portion
shows the radical attributed graphs: one represents the left radical consisting
of strokes labelled from | to 6, and the other represents the right radical

consisting of the strokes 7 to 11, The hierarchical attributed graph is shown on the

lower-right of Figure 1.7,




Chapter 5

Recognition of Handwritten

Chinese Characters

5.1 Introduction

Once the HAGR of an input. candidate handwritten character is constrneted, it can

then be compared with the model HAGR in the character dad.

se. This the recog

nition of a handwritten Chinese character becomes a graph mathing problem. I
order o provide Lolerance to the acceptable variations of the Chinese characters dur

ing recognition, a mapping cost lunction between the adjacency matrices is introdueed

1o the graph matching process. Using this cost function, the HAGR of a candidate

characler can be matched with its model HAGR which may describe several varintions

of that character. To speed up and facilitate the matching process, vertes ordering

67
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is applied in the HAGR deseription for graph matc]

5.2 Radical attributed graph matching

Lot Gy e (Vi By) be o candidate radical attributed graph and Gy, = (Va, £2) be

a model attributed graph. A oneto-one correspondence I is assigned to V; =

Loy o and 1

{0t . respectively. “The mapping cost function is the dif-

ference between €, and (7, under this one-to-one correspondence. Let A =

and B8 = [b,)u be two adjaceney matrices which correspond to the two radical

attributed graphs €, and €7,

Definition 5.1 The Verter Mapping Cost (VMC) J,, from the vertex 1, € Vi to the

vertes 1 € G s
Sy = Yo (ailk) = by, (K)ai(k)) (5.1)
=
where a, (k) and b, (k) are the kth rightmost bits of their diagonal entries.
In order 1o allow for some reasonable variations in stroke orientation, stroke type,

amd spatial relation between strokes during the recognition process, all variations of

the character madel are represented by the six rightmost bits of entries in the adja-
ceney matris, For the candidate character, only one of the variations is represented in
the corresponding entry of the radical attributed matrix as described in the previous
seetion. I the stroke(vertex v,) of a candidate character is one of the varistions of the

corresponding stroke(vertex ). then the Vertex Mapping Cost f;, is equal to zero.

\
Figure 5.1 shows an example of the VMC of stroke ¢, in candidate radical 2



69

and stroke of in its model. The top stroke o) in the madel is a dot stroke which has

| ’
three variations: vertical orientation . right diagonal orientation cand left

o =< (lype o). (oricntation, LD) >.uy, :
3) @) uull) an(0)
ol | 0 ‘

an(3) ay(l) o

a) candidate

o =< (Lype ot ), oricntation N IRDJLDY 2 by, :

b (5) bal4) bu(3) bua(2) byn(1) byy(0)
1 0 1 | 0

b) model

. Vertex matehing.

Figure

o with o} in the adjacency matrix

. o N x:
diagonal orientation . Hence, entry by associa

Bis set to “111010™. The top stroke ) in the candidate character has a left. diagonai
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set 1o ~“100010".

orientation. Entry ayy associated with o, in adjacency matrix A i

Vertex Mapping Cost of oy and o :

Fu e Yo tanh) = b (hyay (k)
= (g (0) = by (0)ay (0) 4 (g (1) = by (D (1)) +
(ana(2) = by (2)an(2)) + (an(3) = b (3)an(3)) +

(i (1) = bs (0)an (1) + (a1 (5) = b (5)an(5))

= (=0 0)+(1=1x1)4(0=0x0)
HO—=120)4 (0= 1500+ (1 =1x1)+(0—-0x0)
= 0
Henee, vertes my matehes with vertex o, For the VAIC from 1, to v]. entry ag;

associated with iy is 000101, the cost is:

.
Y tarzalk) = by (KJag(k)) = T=0x )+ (0= 1 x 0) +{T —0 %) +..

k=0

"his means that vertex 1y does not mateh with vertex v, because the vertical orien-

tation of ry is not one of the variations of vf.

Defi e Edge Mapping Cost d;, (i # §) is defined as:

A= 5oy (k) = biy(Kag(K) il e € By and ¢ € By (5.2)

where ay, (k) and b, (k) are the kth rightmost bits of their nondiagonal entrics.

larly 1o the VMC, the Edge Mapping Cost d;, is set Lo zero, if the candidate

character belongs to one of the variations in the model.



A and

Figure 5.2 shows an example of EMC of edge 2 in candidate vadical
edge ey inits model, The radical can be written as ar A Thereore,
therc are two variations for the relation between the strokes in the radical: 1 and L.

/_,“_»_

=< (redation. ) > ape
ana(B) ayp(l) an(B) an(2) ap(l) ap(0)
o] 0 U—[‘lill"|

a) candidate

/—2 I-L

=< (relation & /L) > by, :
bryl3) bia(2) bisll) bya(0)
] l [ 1

bis(3) by

b) madel

Figure 5.2, Edge matching.

EMC: iy = 3 (k) = ba(er(k) =0
=)

The EMC of edge 1, and edge oy is zro, therefors edue ey matches with edgs

o
g



~
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Proposttion 5.1 Nertex Mapping Cost f,, and Edge Mapping Cost d,, are always
greater than or equal 1o zero,

Proof: For 00 < I < 5. both ay (k) and b, can only have values 1 or 0.

Iy (k) = O (k) = by(kya (k) = 0 = by (k) > 0= 0.

Iy k) = Voag (k) = bk (k) = 1 = by(k) > 1 >0.

So for 0k < 5.y (k) = by(k)ay (k) > 0.

Henee, fiy = 50 g (k) = by (k)a,, (k) > 0.

In the same way. d,, 2 0 can be proved.

D finition 5.8 Ve Matviz Mapping Cost from adjacency matrix A to adjacency ma-

trix 13 is delined as

MACA B =35, (5.3)
S
where ¢, s given by
T iti=j
dy iTi# joy € Byand ¢ € By
o= (5.1)

Sheaty (k) 07 # joe, € Eyand o, gk

0 otherwise.

Propositio 4 can be uniquely represented by

S (0h) — bRz (K) (55)
k:

k=0

forall | <ivj <n.
Proof: i i = j

= = = 3olalh) = bitHaa(k).
k=0



]
i), €K andd, & Ex
5
= dy = Y, (k) = by (K, (k).
i

Wi # ey, € By and o, By

hen by, (k) =0 for 0 < k<5,

s s B
D (ay (k) = by (k) (k) = 3o (ay (k) = 05w, (1) = D (k) e
= = rt

Wi j. ey @Eay(k)=0fr0< k<A,

i’(uu(k)— By (R)at, () = D000 = by (k) 000 e,
f=i) ferd

Henee. ¢, can be uniquely represented by:

5
3ot (k) = b kY, ()

forall 1 <i.j<m

In Figure 5.3, the attributed graph of a e and that of a s

rp
resented by two matrices. The Matrix Mapping Cost, MAIC(A, 1), can bee used to

measure the difference between these matrices,

5
en o= Slanllk) = bu(k)an(k))
per
= (=l )40=020)+(1=17,1)1
= (0=0%0)4(0—0/0)+(0-0/0)

=0



)Ht"

) )
iy
Fe

o)

) rsentatuon, 1) >

wtatin 1) >

=< (typefme ), orse ntateom, HD) >

e =< Utype.dine), fore ntation, V') >

1= (redation, ) >

< (relatin, X) >
< frodatin, X) >
a1

OOIBE OO0 (XI0010 10000

G000 OUOIDT 00000 10000
000010 00000 O1KT D000
100000 Fd000 G000 010001

candidate sadical

Figure 5

G = (V2 ka)

e cherd)

Qeetied

v =< (typetine). orientation, H) >

¥ =< tgpe dine ). (urientation, 1) >

%, =< (tgpe.line). orsentation, RD) >

4 =< (type.line), (oru ntation, V) >

4y =< (relation. b [L) >

4y =< trelation. X) >

(relation. ¥) >

H=lby):
OO0VI0L 00000V 000DTT 0100000
0000000 0OOUI0I  00UCOD 0100000
0000011 0000000

0100000 0010001

Adjacency matrices A and B,
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In the same way. ¢, = 0 for 0 < i, j <5, Henee:

MMCAB) = ZZ': =0
b

N
A= o) )

QOO G0N0 001D RN GOOLT O 00T T

QU000 GUUIOT OUBOD UK QO KOTOL 0K 1

GOOID OO GONLOT 10Kk QOOLE oo ot oo

000000 10000 100000 010K001 10 0 00 1R

MM ) = ZZ. =1

ferivet

Figure 5.4, MMC of A and B3 after exchanging the order of oy and oy,

In the above example, the candida s one of the variations of the

/]
model {:}: and . Hence,

vertices in the graph of the candidate radical arc ordered differently, MMC(A, 1B)

, MMC(A, B) is equal 1o zero. However, if the

cannot be equal Lo zero. For instance, exchanging the order of stroke v, with stroke
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in the 3rd row and column to switch with that in the Ist row

ny will cause the entry

and Ist columm in A (see Figure 5.1).

“Therefore, the vertex order in graph G, shonld be arranged properly. To order the

vertices, an operation called permutation of the adjacency matrix A is introduced.
The MMC and permntation of adjacency matrix can be used to find a match hetween
G, and G,

Defi plumn) opcration of adjacency matrix A exchanges

any o sows (colimms) of A A Pomalation of adjaceney matrix A exchanges the

cehanging the ith and jth columns in the matrix.

wimher of permutations have been performed on adjacency

1) said Lo

reduced to zero, the adjacency matrix A s

compatible with adjacency matrix .

Raeli

said to match radical attributed graph

I finition attribmted graph G,

€\, il and only if matrix A is compatible with matrix B.

By using the adjacency matrices A and B to represent the graphs G, and G,,,

finding a mateh frem G, to (7, determines whether A is compatible with B. Thus
certain permmtations should be performed on A to see if MAC(A, B) is equal to zero

after sueh pericntations, As the bitwise technique is used Lo represent the attribute

set of the

tices and edges in the adjacency matrices, the concept of unit matrix and
operations on the adjacency matrices is different from those of traditional matrices

which contain numbers as their entri

s. 1t is necessary to give new definitions for the




unit matrix and the operations on the matrices.

Definition 5.7 The unil malrir_ is an adjacency matrix with 11111

entries and 000000 as its nondiagonal entries.

Definition 5.8 The matrices obtained by performing the primitive row or columm

operation once on the unit matris is called primitive matrices.

For example, by performing the row operation on the 2ud and 3rd rows of the

unit matrix, primitive matrix Py will he obt

LRRENY]

000000

000000

000000

i

000000

000000

000000

000000 00VODD
LI 000000
QUO00D ELEEee
00000 0n000n

nnit matrix

000000 OUVOON
000000 T11IIY
L 000000

0000BO  0OO00O

uoonog

000000

Huooon

e

000000

000000

Q000N

i

primitive matrix Py

Definition 5.9 The multiplication »_of two adjacency matri

[lilaxn is defined as:

Fol=[Y(fic %)
=

follows:

= [fishuon and L=

(5.6)
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is the “bitwise and” operator and @ is the

where Y20, o =y g oo
“ bitwise or” operator. For example, if 7 = 010111 and y = 110001, then r @ y =

010001 and vy = 110111,

Propusition 5.3 A prinitive row(colunin) operation on matrix A is to multiply the

wiatrix A on the lefu(right) hand side with a primitive matrix. A permutation on A
is to multiply A on hoth sides with a primitive matrix.
Proposition 5.4 The adjacency matrix A is compatible with the adjacency matrix B

il and only if there exists primitive matrices Pr...., P such that

A
MMCPr Py v DA A Pox Poxoox P B) =0 (5.7)

In other words, if a sel of prinitive matrices is used to perform the respective per-
sntations on A and MMC(A'B) is equal to zero, then A is compatible with B.

Furthermore from Definition 5.6, G matches with G,

5.3 Example: finding a radical graph match

Figure 5.5 shows the attributed radical graph G. of branch ; and the attributed

graph (G of its model. Their adjaceney matrices are A and B respectively:



candidate

Figure 5.5, Radical ;

000101

000001

000000

000010

001001

000010

000010

000000

000001

001001

100000

000000

000010

000101

000001

000001

000000

100000

10001

noooto

000010

000001

100001

100000

noooto

000000

Q00010

001001

000000

000001

100000

001001

model

and its model,
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MG ) = 353 ey = 353 S (a(h)  by(Klag(k) = 122 0.

In the first iteration, primitive matrix P is sclected as follows:

000000 000000 000000 111111
000000 111111000000 000000
000000 000000 111111 000000

TEEEEE 000000 000000 000000

001001 000000 000010 000010
000000 001001 100000 000001
e Ay = 3

000010 100000 100001 000000

000010 000001 000000 000101

MMC(Pys As P B) =

ccond iteration, primitive rix P is sclected as follows:

LILITT 000000 000000 000000
000000 000000 000000 111111
000000 000000 111111 000000

000000 111111 000000 000000



001001 000010 0000ED  OOOOOO
000010 000101 000000 OOOO0T
Pox P Ax Pix Py =

000010 000000 100001 100000

000000 000001 100000 VO1001
MMC(Pyx Prx A Por Py B) =33, =0
=]

So matrix A is compatible with matrix # and (7, watches with (7.

5.4 Ordering the vertices in & radical graph

In order to find a match between Gy and Gy, in Lhe worst case all possible sequences
of permutations on A have to be examined to determine if a sequence of permmtations
with corresponding primitive matrices Py..., £ will make MMC(Pv oo Py Ay
Py... Py B) = 0. Unfortunately this is a combinatorial problem. Several methods
have been proposed to overcome this problem, One approach s to manually select
the control vertices[S. W. Lee and J. M. Kim 1989]. However, for the recoguition of
handwritten Chinese characters, selecting the control vertices is very diffieult (if not
impossible) because the positions of the vertices vary with the different writing styles
for the same character,

In our approacit, the geometric information of the strokes of a radical i used to
order the vertices in the radical attributed graph. This reduces significantly the time

needed to find the match by performing the pernmtations on A



For a stroke, equation Ar + By + C = 0 can be determined by the coordinates
of its two end-points. Suppose that the equation for stroke a with two end-points
(Ta1y¥a1) and (Ta2,¥a2) is Aar + Boy 4+ Ca = 0, and the equation for stroke b with
two end-points (w41, ) and (wiaspia) is Apr + By 4 Cp = 0, then the fonr rules to

determine the relative order of these two strokes are:

Rule 1. The projections of strokes @ and b on the X or ¥ axis do not overlap.
1 min{yars yaz} > mar{um, iz}, then stroke a is ordered hefore stroke b, 1f

maz{Ta, a2} < min{r,ria}, then stroke a is ordered hefore b (See

13).
(%aryYar) (Tury ) 5
(ats Yar) (""':’ 2)
e
& b
(202 2)
b 24
(Za2,Ya2) (12, 382) (2u,0m)

Figure 5.6. 1.

ple for ordering strokes @ and b using Rule 1.

Rule 2. Strokes @ and b do not cross cach other and their projections on the X
axis overlap. The two end-points (ry1, 1) andl (712, 12) of the stroke b lie on

the opposite sides of stroke a (sce Figure 5.7). This

an be mathematically
represented as: (A + Bugr + Ca)(Aazia + Bagia + Ca) < 0. 16 Ay A
Byyar + Co > 0 and Ayraa + Biyaa + Ci > 0, then the stroke a is ordered

before the stroke b as illustrated on the left hand side of Figure 5.7. However, il
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Azay + Biyay + € < 0 and Ayzag+ Byyez +Cy < 0, then the stroke a is ordered

after the stroke b as shown on the right hand side of Figure 5.7.

(ary Yar)

(o1, ¥51)

[CT

(#u2, Yaz) (Fa1y Yar)

(%42, i2) (a2, Ya2) (232, 12)

Figre 5.7. Example for ordering strokes a and b with Rule 2.

Rule 3. Stroke a and stroke b intersect each other. The strokes arc ordered accord-
ing to their orientations: /[, RD, V and LD. For example, the stroke a is
horizontal(/1) and the stroke b is right diagonal(2D), then a is ordered before
b (See Figure 5.8). If the code of stroke a is the same as that of stroke b and
the inclined angle of stroke b is greater than that of stroke a, then stroke a is

ordered hefore stroke b (Sce Figure 5.8).

b(RD) b(RD)

a(lr)

Figure 5.8. Example for ordering strokes a and b with Rule 3.
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Rule 4. Stroke a and stroke b can not be ordered by rules 13, 11 Apryy + By 4+ Cr >

0 and Ag2ay + Byyaz + Cu > 0, then a is ordered before b (see Figure 5.9).

(@510 Y01}

(Fary )

(ats Yar) Crandm)

(s nz)

(@02, U2)

(22 Ya2) [EEN Y]
Tigure 5.9. Example for ordering strokes o and & with Rule 1.

Applying the ordering rules, a set of strokes in a

ical can be sorted Lo ereq

an ordered list by the following procedure:

1. Sort the strokes of the radical into a nou-increasing sequen

T acconding L

the vertical coordinates of the upper end-points of the strokes.
2. Initialize an emply list £ for the ordered list.

3. While (7' # crupty) do

a) remove the first stroke [ from 7" and place

Lal the end of the list L.

b) use the ordering rules to inse

 stroke f into an appropriate place in L.

To illustrate the stroke ordering algorithm, an exumple is given in Figure 5,10,

Al strokes are sorted into a non-increasing sequence 7' (7' = {13, T4 ..., Ti}). Then
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an ordered list £, is derived from 7 by applying proper ordering rules. Stroke 7y is
removed form 7" and put into L first. With rule 1, stroke 7 should be ordered befors
stroke 73 and thus is inserted in L before stroke 7. According to rule 2, stroke 7
is after stroke 7y and stroke T is after T3, Again with rule 1, Ty is after Ty At
ast, Ty i inserted hefore Ty and T, but after Ty by applying the rule 3 and rule 1

respectively.

Pigure 5.10. Example for ordering strokes in a radical.

5.5 Hierarchical attributed graph matching

Let I, = (Ny, 4,) be a candidate hierarchical attributed graph and H, = (Xa, Ag)
be & model attributed graph respectively. A one-to-one correspondence I' is assigned
10 Xy = {iveeeon) and Xy = {fy... 00}, Let Gi and G} be the radical graphs

corresponding to verticos by and !, A; and By represent the radical adjacency matrices

of Gi and G vosp

v, The character mapping cost function is the difference
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between I, and I, under the one-to-one correspondence 1% Lot L = [, ]y, and & =
[Kislhn be o character adjacency matrices which correspond to the two hicrarchical
attributed graphs 1, and Iy,

Definition 5.10 The Character Verter Mapping Cost Fy from the vertex v, € Xy to

the vertex v} € Xy is:

MMC(ALB,) if order(G) = onder(@)
Hy= (5.8)
lorder(G) = order(CE)] - otherwise,

When radical graph G; matches with graph ¢, the €1

wter Vertes Mapping, Cost
5 is equal to zero. Otherwise, £, is not equal to zero.

Definition 5.11 The Are Mapping Cost Dy, is defined as:

0, il =k,
D, = v (5.9)

I, otherwise.

Definition 5.12Fhe Chavactcr Malvic Mapping Cosl from char; radjacency malrix

L to character adjacency matrix K is defined as:

CMMC(LK) =35 m;, (5.10)
e
where my; is given by:
.
B, ili=j
mi, = (5.11)

Dy otheruise.

The Character Matrix Mapping Cost, CMMC(L, ), can be used to measnre the
difference between these two hierarchical attributed grapt , 1, and /.. IfCMMC(L,

K) =0, Il maiches with /. Similarly, the vertices in the graph /. should be
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arranged properly. In order 1o avaid the combinatorial problem during the process

: position of the radicals is used to order the vertices in the

of matching, the relati

hicrarchical attributed graph. Two radicals in a character can be ordered according

Lo the following principles.

Principle 1. If one radical is on the left hand side of the other one, but is neither

over nor nnder the other, then the left radical is ordered in {ront of the right.

Principle 2. If one radical is over the other, but is neither on the left hand side nor
on the right hand side of the other, the top radical is ordered in front of the
bottom.

Principle 3. If one radical is included or surrounded by the other, then the included

or surtounded radical is ordered in front of the other.

Defi attributed graph 1, of a candidate handwritten

ition 5.19 For the hier:
character, and the hicrarchical attributed graph f, of a model, /1, is said to match
with £, if their corresponding Character Matrix Mapping Cost is cqual to zero.

Hierarchical attributed representation and graph matching offer an cfficient method

for Chinese character recognition, \With a matching procedure, characters can be rec-

ognized il a matel is found hetween the ITAGR of the character and a stored model.

The character recognition procedure is briefly summarized as follows:

o Prepracessing,

]
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Construct all the radical attributed graphs for all the radicals of the input

character,
Construct the hicrarchical attributed graph M; for the input character.

Scarch the dababase to find a mateh between 1, and H,,.. 1 a mateh is found,

the character has been recognized.

I no match is found, the input character is rejected.



Chapter 6

Model Database Organized by A

Heterogeneous Multi-way Tree

6.1 Introduction

In most existing recognition methods, a character model database is required by the
vecoguition system. As the mumber of Chinese characters is very large (about 7,000
characters in daily use[Tai and Lin 1990]), the model database could be very huge.
The recognition process can be very todions and difficult because searching such a
large madel database to find o mateh of the input character is time consuming and
possibly inaceurate, if the database is not well organized. Therefore, it is necessary

to develop an effective method to organize and search the model database.

One simple way is to organize all the models in a linear list. If the list is scarched

89
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sequentially, O(1) comparisons are needed. In order to improve the seareh of a lincar
list, a “multistage approach” has been proposed [Zhang, et al. 1983]. Scarching
the list is divided into several stages. In the first stage, the candidate models for
an input character are selected by some “rough” features of the input character. In
the following stages, the sclected models ase resclected aceording to some “finer”
features. In the last stage of recognition, the input character is assigned Lo model
within the sclected candidate set by the method of distance mensurement. However,

this method has some disadvantage

g (1) it can casily assign a wrong model to
the input character because the mutually similar models of the different characters
are usually gathered in the selected set; and (2) as the selected enndidate sel has to he

rearranged in a lincar list and the whole list has to be used to reselect the candidate

models, a large amount of time is still required.

In this chapter, a heterogencous multi-way tree approach is introduced. 1t mikes
use of both the structural and statistical information of Chinese characters for the
purpose of organizing the models in the database. With this approach, a fast and ac

curate searching algorithm has also been developed for the recognition of handwritten

Chinese characters.

6.2 Heterogenous multi-way tree organization

Using the radical alphabet, a means of grouping characters aceording to their radicals,

is an effective way to organize Chinesc characters in the Xinhua Dictionary. In this
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alphabet, each group “s partitioned into several subgroups which contain the same

character includes

number of stroke e the HAGR of a handwritten Chinese

jons between radicals, the number of strokes in cach radical, relations

hetween strokes, the direction of a stroke, and the type(dot or line) of a stroke, it

is very convenient to use the radical alphabet organization similar to the Xinhua

dictionary to divide the set of models into disjoint sub: Furthermore, a tree

strueture can be used to implement such a division. Hence, scarching for a model to

mateh an input character in the database is divided into a number of simple and local

The

decisions at different levels of the tr [ore, the subtrees which do not contain

the model for the input ciaracter can be praned at an early stage 1o minimize the

searchiing time, Furthermore, special strategics such as bit-wise representation, radical
Tinked list, and compression veetor, have also been applied so that the heterogencous

multi-way tree does not ocenpy oo much memory.

6.2.1 Ba:

c concepts for the heterogeneous multi-way tree

Definition 6.1 A structure adjocency matriz(SAM) S = [s,]luxn of 2 HAGR(or char-

ek that:

acter) is a matri

a,, relation attributes

It is casy to see that characters with identical SAMs would have (1) the same num-

ber of radicals and (2) the same spatial relations between radicals. For example,
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characters ff": and

s =1 BL 0 TR
BroTE 0
Both of these characters have three radicals, with relation(LR) between radicals /r

als H‘ ;....l[/ L and o on,

A helerogenrous b is a tree composed of different types of nodes. The hetoro

and k the same as that hetween rag

geneous multi-way tree containg six types of nodes: root node, radical nmber node,

configuration node, combination node. radical node, and character node,

De;

ition 6.2 A radical-number node is - node with two atteibutes: radical-number

and pointers. where attvilmte radical-number deseribes the number of vadicals in o
character and the pointcrs point 10 nodes in the next level of the tree.

Definition 6.3 An inder array A for a character with N rad

s an N dimensional

array. The elemert Algy.....qx] of the array corresponds to the character which has

a1 strokes in the Ist radical, ..., g, strokes in the ith radical, and so on.

Definition 6.4 A configuralion node is a node with two attributes: a strocture adja
cency matrix (SAM) and an inder array which contains a set of pointers pointing
to combination nodes, The dimension of the index array is N il the size of SAM is
NxN.

Definition 6.5 The stroke number combination(SNC) of a character(HAGR) is an N-

tuple (g1,q2,- -« gx] wh

re gy (0< i < N) s the mimber of strokes possessed by the
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Q’: s [2,1 2],

combination (SNC:) and a set of pointers pointing to radical nodes or character nodes.

Definition 6,77 tadseal node is o node with two attributes

a radical adjacen.y matrix

(HAM) and i set of pointers w radical nodes o character nodes.

Definition 6.8 A chapaelsr nods is a node with two attributes: a RAM and an integer

code, the character code, which uniquely identifies a character.

6.2.2 Model database organized by multi-way tree

The model database is considered as a wniversal s

The universal set can be de-

composed into snbsets by features of characters such as the radical number(RN), the

weture adjaceney matrix(SAM), the stroke number combination(SNC), and the

radicals which arc rep

nted by radical adjacency matrices(RAM). The subsets at
cach level are disjoint and divided into smaller disjoint subsets at the next lower level.

The universal set is first partitioned into subsets called parts. Al models in a

pirt e the saane 42N, For esample, daracters $E and § T are in the

cal munber B = 2, where character i*té belongs to the part

s purt witl

with radical number BN = Zach part is also divided into disjoint subsets called

s to WAV, Bor cxampl: the harsevors 1‘1_5 and % are

seelions accordi

ol

we section beeanse they have the same SAAM. The characters in each

seetion are classilied by SV into different disjoint sets called groups. Each group
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is then split into disjoint subgroups which

called “same I-radical groups™ (S1Gs)

sample, FE and T tave
the same first radical § and belong o 516G, i and A:{ T — /f\

-S1G. Each S1¢7 can be further divided into disjoint subsubgroups defined as “same

according to the first radical in the chavacters. For

2-radical groups” ($2Gs), if the characters in the S1G have more than one radical,
The first radicals for all the characters in a $2G are the same and the second radicals

for all the characters in the S20 are also the

same. For example, the charact

o o $Eaein Jsa 15w HE wewn s

while }-g—is in _f7-52G. The process of the subdivision can be carried out such

that a SiG is subdivided into disjoint snbgroups called S(i 4 1)0/ if the characters in
the SiG have more than i radicals. In cach S(i 4+ )G, all characters have the same
first, sccond, ..., 7 + | radicals.

The hicrarchy of the subsets obtained by the subdivision can be represented by a
heterogencous multi-way tree. The root (inverted-triangle node) of the tree represents

the universal sev. Fach part is 1 by a radical he 1

1 node) at

the second level of the tree. The dotied lines show the correspandence between the

nodes in the tree and the parts in the universal set. ‘The key is an integer representing

the RN of the part(sce Figure 6.1). The database(universal sct) is divided into several

parts: pry .., pme For cxample, the dharacters JJ , Fpoand [ each with
B

§‘L11‘ and —‘X have two

/

o SEf

one radical, belong to part py, whercas the chars

sadicals and belong to pirt . Likewh iarct ﬁl_ have three
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vadicals and belosg 1o part pg, and so on.

root unversal sct

Figure 6.1, Tree representing the partition of universal set.

A scelion is represented by a configuration node(circular node) at the third level
of the tree. The SAM of a section is stored as the key of the configuration node, For
example, part py containing the characters with the same three radicals, is divided
into several seclions: sy, ..., s, (sce Figure 6.2). Here, S is the SAM of characters

with spatial structure [E‘ ,and S} is the SAM of characters with spatial structure

[ .

0 LR LR 0 TB TB

RL0 7B |+ Si=|Br o LR

RL BI' 0 3T LR 0

. NI ] ) oo

For example, the characters /. and TE belong to section sy, and 3 [ and

—
162 belong to section sy,



a6

radical-number node

el

part py

level 2

level 3

8,

index

index
array

arriy

Figure 6.2.

"ree representing the partition of a part into sections.

A group is represented by a combination node at the fourth level of the tree.
The SNC of the group is stored in the node as its key. The combination node with

SNC = [gi,.

- qu] is pointed to by the index array element Afgy, ..., q.] of its parent

configuration node(sce Figure

1 the

. For example, the chi

have two radicals. The index array A of the configuration node for the scetion is

a 2-dimensional array, The scction is split into several group By - where
the SNC of i is [k, j]. Phe group g, is represented by a combination node which
is pointed to by the index array clement. Alk,j]. For characters )< l] and T %

which have two radicals, their SNCs are [2,3]. Both characters belong to group g

represented by a combination node pointed to by the index array element. A[2, 3] (see

Figure 6.3).
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comfiguration node

level 3

section s] "\

9,1 12 N3
11

- 923

level 4

(%)) 12,3

Tree representing the partition of a section into groups.

Figure

The group with the same SNC can be subdivided into “same 1-radical groups”

($1G5).

For example, in Pigure 6.4, growp ga, which belongs to the subtree with
T '
itV =2 s divided futo ) -51G, [ 516, ete.
A character node in the tree is represented by a leal node and corresponds to a
Chinese character. For a subtree with RN = 1, the leaves are situated at the 5th level
of the tree; it a subtree with RN = 2, the leaves are at the 6th level; for a subtree

with RN = k, the le:

are located at the (k +4)th level. A leaf node contains

the RAM of the last radical of the character, and a radical node at the 5th level

contains the RAM of the first radical. Generally, the radical node at the (k + 4)th



level contains the RAM of the kth radical.

combinatioy

level 4

level 5

AN Y
for /- sicl

pointers

radical woes

Figure 6.1, epresenting the partition of a gronp.

5 M
As an example, Figure 6.5 shows how character /g™ s represented by a path

containing the radical nodes and the cha

r node in the bree, The first radical of
the character has three strokes, the second has fonr strokes, and the third has three

strokes. The path starts from the combi

on node with RNC

[4,4,3] at the 4th
level of the tree. The radical node on the 5th level of the tree vepresents the first

\
radical 7 by the RAM of the radical; the radical node at the 6th level represents

the second radical Q s the character node a the 7th lovel represents the Urird

radical X q



B.4.3

RAM S
fur 7 -81G

MM 5o

] /
RAM
for N sac
ch-code Xz

N / /X

- . 2 . B

IFigure 6.5. Representing character /X with a path in the tree.
b

The overall heterogencous multi-way tree organization of the database is shown in

Figure 6.6.
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T
' ¢ s see 5 B
cheode of  cheodeof  chodeof oo of  choode of onde of  ehanide of

N N F A N
/ / m /0

S is SAM of characters with spatind structure as (3 Sty is SAM of charactens with spatiad strorture an £

Sy is SAM of characters with spatial steueture an (0 S s SAM of tharncters with sptind stouctuges (1

Figure 6.6 loterogencous multi-way tree organization of model database,
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6.3 Construction of multi-way tree

Before scarching the model database Lo recognize an input handwritten Chinese char-

acter, the tree must first be constructed. The proposed insertion algorithm for con-

strueting the multi-way tree is:

1. Create the root represeuting the model database,

2. Insert each model(HAGR) into the tree according to the following steps:

(1) Derive the radical mmber(RN: 1), the structure adjacency matrix(SAM: S),

and the stroke number combination(SNC: [gi,...,ga]) from the model(IAGR).

(2) Start from the oot of the tree, search at the second level. [f the node with
RN = n doces not.exist, a new child(a radical-number node) with RN = n is

inserted.

(3) From the node with RN = n, scarch at the third level. 1fthe node with SAM = S

does not exist, a new child(a configuration node) with SAM = S is inscrted.

(1) Access index array clement, Algr,.. . gl of the node with SAM = §. If the

cloment is nil, a new node with SNC = gy, .., ] at the fourth level is created.

(5) From the node with SNC = [g1....,qu], search its children (at the fth level)

with the fiest

dical adjacs ey matris(RAM = Ry) of the model. When the
eliild with RAI = Ry cannot be fonnd, if the model has more than one radical,

a new child(radical node) with RAM = R, is inserted, and proceed to the next
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step. 1 the model has only one radical. a ¢

acter node with BAM = 1ty is

inserted.

(6) At the (j +)th level (j 2 1), for the radical node with RAM = R, search
its children at the (j + S)U level with the (j+ Dth radical adjacency matrix
(RAM = Rjy) of the model. 1 a child with RAM = Ry, cannot be found
and the model las radicals more tan j - 1, a new ehild(radical node) with
RAM = Ry, is inserted, inerease j, and repeat. the step. 17 the model as j 11

radicals, the character node with RAM = R,y for the model is inserted.

The following procedure expressed in psendo-codes performs the constraction of
the tree.
Procedure {Tree Construction }
begin
Create the root of the tree

Xoy ] do
begin { insert models }

derive RN: n, SAM: 8§, SNC: |quy ... ] Trom H,,

scarch children(radical-number node) of the root

if the node with #N =n is not found then
insert a radical-number node(new child) with EN

for cach model 1, =

from the radical-number node with RN = n, scarch
uration nodes) with §
if the node with SAM
insert, a configuration node(new child) with SAM = S
from the configuration node with SAM = S,
ment Algy, .-y gu]
if Algiye.. ga] is cmpty then
create a new combination wode g

hildren (config:

S does not. exist then

s index array el

) pointed to by Algy,. .. g0
bits children with /4

from the combination node [, guls
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if the node with RAM = Ry is not found then
if (n> 1) {more than one radical exist} then
create a radical node(new child) with RAM = Ry
sre is only one radicai} do
a dharacter node(new child) with RAM = Ry

else {th

¢
for j =210 1 do
begin
from the radical node with RAM = Rj-y, search its children with R;
if the node with RAM = Ry is not found then
i (0 > j) {there are more than j radicals) then
ereate a radical node(new child) with RAM = R,

< only j radicals} do
haracter node(new child) with RAM = R,

dse {ther

create

end
end

6.4 Searching the multi-way tree for character

recognition

With the heterogencous multi-way tree, a global decision can be made via a series of

simple and local decisions at the different levels of the tree to ascertain the presence

or absence of the model of an input character in the database. In this systematic
manner, the dliciency and aceuracy of the matching process for recognizing the input

character can be greatly improved.
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6.4.1 Searching algorithm

Once the TIAGR of a character has heen constructed, the radical mumber( RN ),
structure adjacency matrix(SAM 1 §), and stroke nunher combination (SNC
[g1y+++ gal) of the character can be derived.

The search starts from the root. 1§ one of its ehildren{radical-mmber nodes) with
RN = n is found at the second lovel of the tree, its childsen{configuration nodes) at
the third level are searched. 1 S is matehed by the SAM of a conliguration node,
the index array clement Algs,...gu] of the matehed node is accessed. Ve children
of the combination node pointed 1o by Afgy, ., ave visited to see if the KAM of a
child matches with the first RAA of the input character. 17 the watehed node at the
Rifth level of the tree is a leal{character node) and the charicter has only one radical,

the input character is recognized and its ch

cter code is cqual to the eh_code of the

node. Otherwise, the

contimies with the successors of the node until

I proc

the RAM of a leaf is matched by the RAM of the last radical of the input. character,

The input character is recognized when a path from the root of the tree to a leaf
is found such that all tie nodes along the path are matched. Otherwise, the inpit
character should be rejected.
This algorithm is presented in pseudo-code as follows:
Tupat s 11, = [X, 5]
Ho(i=1y )

Output : Character code or message Lo reject the character
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10 recognize the input character)

derive RN <

search the children(radical

SAM : S, and SNC : gy, - . ,4a) from Il

mimber nodes) of the root

if there is no such node with BN = u then

Reject 1 exit;

from the radical-nuniber node with BN = n, scarch its children
s no sueh node with SAA matched by S then

if there
Rej

from the confignration node with SAM = 8| access
Algren ool

if the element is empty then
Reject 1h;

from the combination node (4. .. o). scarch its children

et I exit;

s index array clement

ity

if no node with RAM matched by B, then
Reject 1l,; exit;

Ji=h

while the node

ched by R, is not a leaf node do
begin
search the children of the matched radical node
i no child with RAAM matched by Rj4y then
Reject 11,; exit:

else
Ji=j+L

end

Print the character code of the input character

end

A 5 8 . "
For example, input character F i composed of three radicals f, and
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:F . Its character adjacency matrix (CAM) is:

1 LR LR
B=|pL 5 18

RL BT 3
The RAMs of the three radicals are:
0000101 0100000 0000DVO  D00OOOO
R 0100000 0010001 0100000 0000001
e 0000000 0100000 0001000 0000000 |
0000000 0000001 0000000 0100010
0000101 0000001 KODDOOO  OVODOOT  VONOVH0
0000001 0010001 0DUKOIO  DOBDDOD  DODOVOT
2 =1 0000000 0000010 0000101 OOBDIOO  OODOODO |+
0000001 0000000 0000100 0010001 00000
0000000 0000001 GO00000 000001 OOO0TN]
0000101 0000000 BODLODO

Ry = | 0000000 0000101 0100000

0001000 0100000 0010001

From matrix B(CAAM), the RN SAM, and SNC of the character can he derived
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as illustrated below:

HN: 3
\
0 LR LR
SAM: S=| gL 0 BT
RL BT 0

SNC: [4,53].

Radical-number node with RV = 3 is found at the second level of the tree(Figure
6.7). A confignration node with its structure adjacency matrix (SAM) matched by &
is found at the third level. With SNC of the input character, the combination node
pointed Lo by the index array dement A[1,5,] is rcached. RAM of a successor of
the combination node matches that of the first radical ~ Jof the input character. The
search continues to match the second radical B and then the third radical :'F of
the input. character. As the last matching node s a leal(character node), the rmodel
of the input character has been found and the input character is therefore recognized.

The recogpition of an input character by scarching the model of the character
in the database is quite fast and accurate because the models with different SAMs,
SNCs, or unmatched RAMs, are excluded from the searching at the different levels.
In the searching process, at any level of the tree, if no node can be matched before a

matehed leaf is found, the input character is rejected and the search is terminated.
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of chusneters

chcode of }—-EF chcode of J;i chcode ufa;é

Figure 6.7. Heterogencous multi-way tree of character models,
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6.4.2 Time complexity analysis of searching algorithms
Suppose an input character has n radicals (RN = n). Its structure adjacency

matrix(SAM) is S,,,,, and its stroke number combination(SNC) is [gi, ..., ¢.]. The

ILAMs for its Ist, ..., nth radicals ate (Ry)g xqrs «-+s (Fn)puxga- Let radical number

1, the entries of Sy, ¢, (0 < i < n), and the entries of (Ri)u,xu, (0 < i < n) be
features.

As malrix Sy, is a symmetric matrix aud only the entries in its triangle section

need Lo he used, the total number of entries is Yk, i. Similarly, matrix (R:)yxq, is &

symmetric matrix and the total number of its entries is 1), j. Therefore, the total

number of features Ny of the input character which can be used to search the model

database would be:
0

Ny=t1tYitnt+d )
=

i=1j=1

(n+2)(n+1)/2+ i‘(q- +1)qi/2. (6.1)

An important criterion to judge an algorithm is the amount of time needed to
find the model of an input character, However, the time 1o reject an input character
is another important criterion since quite often the input character is written too
carclessly by writers. In this situation, it s desirable that the character be rejected
as soon as possible,
6.4.2.1 Criteria for rejection of an input character

Assuming that there are 1/ models in the model database, for the sequential linear
list searching algorithm, the best case is that only one feature is used to exclude all

models in the list, thus requiring A/ comparisons. Using the multi-step linear list
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searching algorithm, the best case is that in the first step all models are excluded by
only one feature and the number of comparison s Al.

We can show that the tree scarching algorithm in an average case is betler than
the previous two algorithms in the best case. Let ¢; be the average number of children
of a node at the i level of tree. On the average, the scarch tinie to wove from the first
level to the second level is ¢, /2; the time to move from the second level to the third
level is ((e2/2) T, )/2. The search from the third level to the fourth goes through
an index array and no comparison is needed. Similarly, the time Lo search from the
(i + 3)th level to the (i + 4)th level is ((c,43/2) %, j)/2 (1 < i < n). Thus, the time

to reject an input character is:
T = af2+ (/)02 + /D30 )2 (6.2)

Our database contains 3300 models of daily used characters. According to the

statistics, ¢; = 8, ¢,

.= 6, and the average num-

ber of radicals in an input character is Most. radicals have no more than
ten strokes(m; < 10). Tn an average case, the time Lo reject an inpul character is
4412483 + 83+ 83 = 265 < 3300.
6.4.2.2 Criteria for recognition of an input character

With the sequential linear list searching algorithm, on the average, for cich feature

of an input character, only half the number(A/2) of models in the list need to be

compared. Therefore, the average number of comparisons is:

Typ = Ny(M[2) = (n+1)(n +2)M[4 + M )'j(,,. +1)g./4. (6.3)



111

For the multi-step linear list scarching algorithm, assume that the scarch is divided
into n+3 steps. RN (one features), Spxn(n(n+1)/2 features), (g, .- ., ga](n features),
1Ry (my(rmy + 1)/2 featnres), ... Ra(nig(ma + 1)/2 features) are used correspondingly
in the first step, ..., 1+ 3th step. N is the number of models remaining in the list
at the ith step. On the average, only half the number of models that remain in the

list should be compared in cach step. Hence, the average number of comparisons is:
Ty = M/24 (Naf2n(n + 1)/2 +nNa/2+ 3 (Niga/2)qil (i + 1)/2). (6.4)
b=

Comparing with the sequential lincar list searching algorithm, the average time
reduced by the multi-step searching algorithm list is given by:
Ty =Ty =l + (A = Ny) A+ (M — Nn)/2+z";q;(q; +1)(M = Nia) /4. (6.5)
Vor the tree searching algorithm, its ZN(one features), Suxq(n(n +1)/2 features),
[0y gl (10 Teattures), Ry (my (i + 1)/2 leatures), ... Ry(mg(ma + 1)/2 features)
are used 1o search the nodes correspondingly at the second level, ..., n +4 level. To
find the model of an input character, a path from the root to the character node has
to be found. Each node along the path is matched by the corresponding features of
the input character. Suppose that the matched node at ith level on the path has f;
children. Again, on the average, only half the number of children of each matched
node should be compared to find the path except for matched configuration node,

The average number of comparisons in this case is:

Ty o= L2 Ul 124 S Uiksl2) 3 (66)
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The average time reduced by comparing the tree searching algorithm to the multi-
step searching algorithm is given by:
Tug =Ty = (Vo= [)[2 4 (N2 = fou(n + 1)/4 4

Nan/2+ im’.w = fixa)aia -+ D)/ 4. (6.7)
=

Here, N; is the number of models which remained in the list al the ith step, |

number of children of the matrhed node on ith level of the trec. Hence, N, > f, and

Ty > Ty

6.5 Memory reduction

‘With the tree organization of the models, searching the database for the recoguition of

a character is divided into a number of simple and local decisions at different levels of

the tree. However, quite a large memory storage is required for the tree organization.
In the actual implementation, the memory required for the heterogencous multi-way

tree is greatly reduced by introducing a radical linked list and compression vectors,

6.5.1 Memory reduction with radical linked list

According to our analysis, Chinese characters arc composed of 200 hasic radi
Different characters may sharc the same radicals. A radical contained in scveral
characters would be duplicated several times for tree organization. The duplication

problem is very serious in the tree organization method reported in (Chen, et al.
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1988]. In that method, a character is represented by a path from the root to a leaf
of the tree. If two characters share a radical, the radical would be duplicated in the
two paths corresponding to the characters. In other words, a segment of one path

represents a radical which would also appear in the path of another character.

1ti

The radical duplication problem in the h y tree
is overcome by introducing the radical linked list. Instead of duplicating the same
RAM for the common radical at different nodes in the tree, only one copy of the
I#AM is stored in a linked list. The address of the RAM in the radical list is recoded
as the key in those radical nodes. The linked list called sudical lisi(see Figure 6.8)

stores the radical adjacency matrices of all radicals. A node in the radical list has

three fields: the radical code, the radical adjacency matrix, and the pointer.

it
__DES
RAN of + RAM u(A RAM of

C n,\Mnr lh\MurD RAM uf n.\m.,r
,E@,{—llﬁ:Hu, ,J.w.. : -~

Figure 6.8. Radical list of RAMS.

\
[ RAM of 7 KAM of X

5
For example, characters j_'['_ and }‘E—_"" share the same radical ) in different

subtrees (sce Figure 6.6). Only one copy of the RAM of the radical is required in the
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radical list, with the address of the BAM being recoded in the corresponding radical
nodes for these characlers.

Assume that Al is the total number of radicals composing the character models in

the databasc; d; is the number of duplications for radical i. Assume as well that one

unit of storage is required for au addr

o

natrix entry. The number of storage
units needed to store the radical adjacency matrix(RAM) of the eadical is u,, and
the amount, of memory required for storing the radical adjacency matrices without,

the radical list is 30

di - ug. With the radical list, the amount of memory required

181
My A, Ay
S VY u =Y () (6.8)
p=rt = p=i

The memory reduction is: S8 (di-u;—di—u;). According Lo vur statistics, the average
memory u; for matrices is about 25 wnits, and the average number of duplications for

a radical (d;) is around 10. The memory saving is very significant, since d; + u; = 250

is much bigger than d; + w; = 35. al node s

arching, the key of a radic

required for RAM matching. The add

vadieal

used by the RAM to

adjacency matrix in the radical linked list. Th

ching tinne of the multi-way tree

is only increased by the indirect addressing (dereferencing) time.

6.5.2 Memory reduction with compression vectors

}

Let m; be the number of confignration nodes representing the with ¢ rad-

icals. Suppose that the maximum number of strokes in a radical is w. The total
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number of clements for these i-dimension index arrays in the configuration nodes
with i radicals is 1#,1'. The total number of elements for the index arrays in the
multi-way tree is 55, ., where N is the maximum number of radicals for Chinese
characters.

Most Chinese characters(about 98% characters in XinHua Dictionary) have no
more than three radicals. The total number of Chinese character with more than
three radicals is quite small(less than 1000). All the index arrays with more than
three dimensions (i > 3) would have /¥, 1n,u' elements. By the pigeonhole principle,
at least (S, mju' — 1000) clements are empty and wasted. Therefore, index arrays
for the characters with more than three radicals are quite sparse.

According to statistical data, most radicals have no more than ten strokes. For this
reason, even for the two-dimensional index array A, the part of the array containing
the elem nts Auli.j] (i > 10 or j > 10) is very sparse. Similarly, the part of a three-
dimensional index array /l; consisting of the elements Asi,j, k] (i > 10, j > 10 or
k> 10) is also very sparse.

Two techniques arc used to overcome the potential waste of memory:

. For the configuration nodes ing the ch with two (or three)

radicals, the clements (pointers) are organized by two different structures.

¢ A two (or three) dimensional index array orgenizes the pointers of a con-

node ing ch with two (or three) radicals. Each

radical has no more than ten strokes.
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© A compression vector organizes the pointers of a configuration node of two

(or three) radicals. one of which has more than ten strokes.

2. Tor the configuration node representing the characters with more than three

dex

radicals, its pointers are organized by a compression vector instead of an

array.

A ion vector is a Larray(see Figure 6.9). For cach ele

of the array, its first field code cucades the SNC [ ,gu] by formula

code = qy x "' 4 oA Gumy X byt e (6.9)

where b > maximum number of radicals in a character. The second atteibute pointer

points to a combination node.

combination nodey

combination node,

combination node,

combination node,

code

compressiol
yoc configuration node

Figure 6.9. Compression vector.
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The elements of & compression vector are ordered in a non-decreasing sequence
sccording Lo the codes of the clements. The purpose is Lo use the binary search to

seleet the combination node with SNC' for an input character. Most characters orga-

d by index arrays can be visited by directly accessing the index array clements.
The small portion of characters organized by a compression vector can be visited by

binary search. Therefore, searching for character recognition could still be very fast,

but the memory reduction is very significant.




Chapter 7

Learning by Samples for Model

Development

7.1 Introduction

ierarchical attributed graph representation (HAGR) can describe and represent hoth

invariant and unstable features of a Chine

aracter written in different styles. The
variations related to the stroke orientation, stroke type, and relation hetween stiokes
can be represented in a hierarchical attributed graph (HHAG) withont increasing the

number of models for cach Chinese ch

or it e model database, Learning by

samples is introduced o derive a model from its samples written by different people

with various handwriting styles and habits. Furthermore, graph synthesis is intro-

duced to build models for new characters and to update the models in a database to

118
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represent more handwriting variations of corresponding Chinese characters.

Suppose that the HAG constructed from a sample is called SIIAG. Likewise, the

radical attributed graph (RAG) for a component radical of the sample is called SRAG;
the HAG of a model is called MIAG and the RAG of a component radical in the

model is called MRAG. During the learning phase, several SIIAGs of a new character

are derived and then synthesized. For a character with its model in the database, if

the models of a character exist in the database, then the models can be updated by

synthesizing the MHAGs of these models with the SHAGs of the character. Other
approaches [Clieng ct. al 1989; Nagy 1988; Saito 1985; Gu 1983] require, for a single
character, many models for its samples. Furthermore, it is difficult to determine how
many samples are required Lo obtain a complote description for a character in the

database. Using a graph synthesis process, only a few MIIAGs need to be built for a

character.

7.2 Attributed graph synthesis

During the synthesis process, synthesis evaluation is applied to determine whether
two original graphs can be synthesized. While original graphs are compared, each

comparison is systematically described by a skeleton graph for the purpose of synthesis

evaluation. I there is a skeleton graph which satisfies a set of given conditions, the
two original graphs will be synthesized into a convergent graph. There are two kinds

of graphs synthesis: RAG synthesis which is used to integrate two RAGs, and HAG
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synthesis which is used to integrate two HAGs.

Definition 7.1 A skelcton_graph G, = (Vi, E,) is an attributed graph associa

od with

Lwo original graphs G, = (Vi Ey) and Gy = (1

'2) with the same number of vertices

such that each vertex (C-NODE) v, € 1 deseribes the comparison of two vertices
v € Vi and v € V; and cach edge (C-LINK) «;, € I, describes the comparison of
two edges of; € I and ¢y € Ez. In other words, the skeleton graph contains the

information which is obtained by comparisons of corresponding edges and vert

Definition 7.2 Type is an attribute for an edge (C-LINK) or a vertes (C-NODE) of a
skeleton graph where its value represents the comparison results of two corresponding

edges or vertices in two original graphs.

7.2.1 Synthesis evaluation of two RAGs

Suppose that two radical attributed graphis are 1 = (V;, By) and Ity = (V, ) where

Vi={of,vh vl o By o= {ggan )y Vo= {00}, and By
1) V2 n & 12 n

s
Let A = [a]nxn and B = [byluyn be two radical adjacency matrices(RAMs) corre-
sponding to R, and Ry, respectively. As well, let the corresponding skeleton graph
be R, = (V,, I5,).

The comparison results of two vertices in two RAGs conld be exactly matehed
(e-match), partially matched (p-match), nearly matched (n-match), or unmatched
(u-match).

An e-match indicates that two verti

s 0! and v exacly match with cach other
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such that a,(r) = by(r), (¥r, 0 € r < 5), where | means the Ith right most bit.
The stroke described by o] is exactly the same as that described by . The logical

function determining whether both vertices exactly match with cach other is:

Fo= [(au(0) - (bt(0) V (2:(0) - Biee0))] - (aia(1) - (be(1)) V (@) - Bex (1))

[(e(2) - (he(2)) V (00i(2) - bia(2))] - [(@is(3) - (B (3)) V (@i(3) - bie(3))]-

(1) - (a (1)) V (@) - Bea)] - [(aii(5) - (bia(5)) V (@i(5) - B (B))] (7.1)

A p-match indicates that two vertices vertices vf and vff partially match with each
other, such that 34, 2 < h < 5. aii(h) = bu(h) = 1. For example, v{ describes a line
stroke which can be written as a horizontal or right diagonal (a;; = 001101), and v}/
describes a line stroke which can be written as a right diagonal(RD) (b = 001001).
Since a;i(3) = bu(3) = 1, o] and of are partially matched. If two vertices partially
match with cach other, one variation of direction described by the first vertex is also
deseribed by another vertex. In this case, it is thought that the two vertices describe
the variations of the same stroke. The logical function determining whether both

vertices partially match is:

Fyo= a2

) b (2)) V i (3) - bea () V [aii(1) - b ()] V [ai(5) - be(5)] (7.2)

Au n-mateh indicates that the two vertices v} and v nearly match such that
I, 2 < hod < 5, aii(l) = blh) = 1 and |l — h| = 1 or 3. For example, v

deseribes a horizontal(11) line stroke and v describes a right diagonal(RD) stroke,

such that a;; = 000101 and by = 001001. Since a;i(2) = bix(3) and 23] =1, v} is
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nearly matched with . When two vertices ncarly match, one varintion of direction
described by the first vertex is 45° different from onc of the variations of dircction
described by the other. Because the direction of a handwritten stroke can be changed
by no more than 45, it can be thought that the two vertices describe the variations
of the same stroke. The logical function determining whether both vertices nearly

match is:

Fyo= a2 - b)Y a(3) - b8V [aa(4) - bV [a(5) - beel)] v
[ﬂ.»,(Z) e (3)] V [1(3) + big( D]V [ (3) - bigl ]V [, (4) - byi(3)) v
[ai(2) - ()] V aii(5) + b (2)) V [aia(4) < bea(B)] V e (5) - bia()) (7.3)

An u-malch indicates that two vertices do not match at all. The strokes described

by them are different. The logic function determining whether both vertices are

wmatch is:
b= FENVENVT, (7.4)

According to the analyses based on the logical functions given by (7.1), (7.2),
(7.3), and (7.4), a logical opetator ), between ,; and liyy can he delined to determine

whether two vertices »} and vf/ describe the same stroke.

g G = BV IV EVE,
= [il(2) - (e(2) V bu(3) V b (5))] v

[0ii(8) * (B (2) V baae(3) V bii(4)))
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(1) - (bia(3) V bii4) V bie(5))) V

(ai(5) - (bix(2) V bix(4) V ba(5))) (7.5)

It can be easily proved that a; @y b = by @y ai;. For two given vertices vf and vf

the type value of corresponding C-NODE vf (vf € V,) is defined such that:

1, if v and vy are c-match, p-match, or n-match
TYPE) = (7.6)
0, if o and 1, are u-match

Phe comparison results of two edges in two RAGs conld be exact-match(e-match),

loosely match(l-mateh), approximately match(a-match), or unmatch(u-match).

An e-mateh indicates that two edges ¢, and ¢, are matched as a relation described
by the first edge is the same as a relation deseribed by the sccond edge. The logical

function to determine whether two edges are c-match is:

B = [(ai(0) - ba(0)) V (a(0) - Bu(0)] - [ (1) - boe(1)) V (i (1) - b)) -

ey (2) - ber(2)V (5502 - B ()] - [(035(3) - bur(3) V (a5(3) - BuB))] -

[y (1) b ¢V (a0 - B ()] - [(35(5) - but(5) V (a5(5) - BaB))] (7.7)

An L-mateh indicates that edge ¢f, represents a loose relation and cdge e, does

i
not exist. Relations T, L, F, 4, and L are loose relations. This means that if the

relation hetween two strokes is a loose relation, these two strokes could disconnect

with cach other. For example, radical D can be written as D or D . The
right vertical stroke and the bottom horizontal stroke have relation L in D but do

not conneet with cach other in D + The logical function to determine whether two



cdges are l-match is:

B = {{(a5(0)- 50D V (a5 (0) - bue( )] [(asi(1) - BurlTN) V (i (1) < b (1))] -
[(i5(2) - B2V (@5(2) - ba(2))] [0 (3) - BBV (a5(3) - b)) -
[(aii (1) - Bl V (@501 b0} [t (5) Y () - (@i (B) V b (5)17.8)

An a-malch indicates that the pair of relations re

cnted by ef, and ¢, is a pair

of quasi-matching relations. The pairs of quasi-mateh relations are (L, T), (L, L),

(L, ), and (L, 4). If the relation hetween two strokes belong Lo a pait of quasi-

match relations, these two strokes could have either an L conneetion or any one of

the connections T, L, F, and 4. For example, radical D can he written as []

or D « The left vertical stroke and the hottom horizontal stroke have relation 1,

in D but has relation F in D . The logical function to determine whether two
edges arc an a-malch is:

By = ay(0) - (bu(D)V bu(2)V ba(3) V ba(4))] V
[bu(0) - (aii(1) V a5 (2)V ay(3) V (1)) (7.9)
An w—malch indicates that two edges are not matched at all. The logical fanction

to determine whether two edges are u-match is:

By = BVIHVE, (7.10)

Summarizing (7.7), (7.8), (7.9), and (7.10), whether two vertices ej and /L are

matched can he determined by a logical operator ), between a;, and by sneh that:

@ @eby = BV I3V BV B,
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= [(a505) - Bal®) V {aii(5) - bue(5)] -

[ V (@(1) - 52 V 5 (3) V b(@))] -

[i5(2) V (i5(2) - bt (1) V st(3) V bye(4))] -

V (@i5(3) - bae(1) V bat(2) V ba(4))] -

i

(@) V (1) - b1 V 5 (3) V Be(2))] (7.11)

1t can b casily shown that ai; @ by = by © ;5. For two given edges ¢f; and %, the

type value of corresponding C-LINK ¢f; (c§; € E,) is such that:

I, if ¢ and ¢, are c-match, l-match, or a-match
TYPEe,) = (1.12)
0, if ¢fj and ¢ are w-match
The skeleton graph can be reduced by removing those C-NODEs and C-LINKs

with type valie equal to 0. The reduction of Uhe skeleton graph for two radical graphs

Ry and Ry includes the following steps:
1. Remove the C-LINKs and C-NODEs with type value equal to 0.
2. Delete the C-NODEs connected to the removed C-LINKs.
3. Delete the C-LINKs incident to the removed C-NODES.

Definition 7.3 A reduced skeleton graph R, for two radical graphs Ry and R, with the
same number of vertices is called _completion of Ry and Ry if order(R,) = order(Ry).
"I'wo radical graphs can be synthesized if their completion exists. A reduced skeleton

graph R, can be represented by an incidence matrix 7 with diagonal entries describing
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the C-NODEs and nondiagonal entries describing the C-LINKs. The incidence matrix
can be written as:

T = [lpglmxm (7.13)
type value of C-NODE 15, p=q
by = (7.14)

type value of C-LINK ¢, otherwise

As an example, Figure 7.1 shows SRAGs, Ry and Ry of radical samples A‘

and j— . The corresponding radical adjacency matrices are A and B3,

7 1

L/ [ 1

Figure 7.1 SRAGs of radical samples 7j— and j—

000101 001000 100000 000000
001000 001001 0OOI0D  DOOOOO
A=lagl=

100000 000100 010001 000001

000000 000000  0VODOT  0OO110

000101 000000 100000 00D

000000 001001 000100 000010
B =) =
100000 000100 010001 000001

000000 000010 000001 100010

The reduced skeleton graph K, of Ry and Ry are given in Figure 7.2.
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G,

Figure 7.2 Reduced skeleton graph R, of SRAGs Ry and R,

“Phe corresponding incidence matrix 7 is

1111
1
1111
L1

where Lij = a;; ©, bii, and fj = a;; O, bij (i # j). For example, tyy = a3 @y by = 1
and Ly = a1 @, bz = 1. All other £;; can be obtained in a similar way. Here,
order(R,) = order(Ry) = order(R,) = 4. Therefore, By and R, can be synthesized.

In fact, both radical samples represented by Ry and R; are two variations of radical
7.2.2 Synthesis evaluation of two HAGs

Assume that two HAGs are fly = (X;, 4y) and Il = (X3, Ay), where X, = {V,...,Va),

Np= Vi V) 4

doand Ay = (..., B,...}. The character ad-



jacency matrices corresponding to Iy and fly ave D = [dijJusm and F = {foshuxm.
The corresponding skeleton graphi is 17, = (X,,1,).

The comparison result of two vertices in two IAGs could be: exactly match(e-
match) or unmatch(u-match). An e — match indicates that two vertices V, and 1]
match such that di; = f;. An w—match indicates that two vertices 1, and V/ do
not match such that di; # f,,. For two given vertices V; and VJ, the type value of the

corresponding C-NODE V¢ (Vi € X,) is defined such that:

1if Vi and Vy are c-mateh
TYPEVE) = (1.15)

0,if V; and Vj are w-match

The comparison result of two arcs in two HAGs could he ¢

tly mateh(e-mateh)
or unmatrh(u-match): An ¢ — malch shows that hoth ares E;; and Ej, match such
that di; = fou. An n—match shows that both ares E; and Ej, mismatch such that
dij # Jon. For two given arcs By and 123, the Lype value of corresponding C-LINK

Ef; (E; € A,) is defined such that:

1, i £y and Fy, are c-mateh
TYPE(E) = (7.16)

0, i £ and Ey, are umateh

The algorithm to reduce the skeleton graph is :
1. Remove the C-LINKs and C-NODEs with type value equal to 0.
2. Delete the C-NODEs connected to the removed C-LINKS.

3. Delete the C-LINKs incident in or out of the removed C-NODEs.
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Definition 7.4 A reduced skeleton graph Jf, of two HAGs I and If; with the same

number of vertices is called completion of Iy and Hy if order(ll,) = order(H,).

The condition that two IAGs [} and Iy can be synthesized is:
1. 'The completion of Hy and Hy cxists.

2. For each C-NODE in the completion, the completion of the two RAGs corre-

sponding Lo the vertices described by the C-NODE exists.

7.2.3 Synthesis of two radical attributed graphs

If completion G, of two original radical graphs Ry and Ry is found, a graph synthesis
operation Uy can be applicd to integrate them into a new radical graph R, called
convergent radical graph. Suppose that By = (Vi, B), Ry = (Vay Ea), and Ry =
(Vi Bi). A = [aizhixns B = [ythuxny and D = [diJuxn are corresponding radical

adjacency matrices, G, = Ry U, Ry if:

1. Por cach C-NODE in G, which records the comparison of vertices vy € V; and
1, € Vi, thereis a vertex of € V, such that dyy = agy @ by,
2, For each C-LINK that anotates the comparison of edges ¢; € By and e}, € Ea,

there is an edge ¢f) € Fy sueh that di; = ai; @ bye

lere @ is “bit-wise or” operator.

For example, the synthesis of two radical graphs in Figure 7.1 is shown in Figure
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Figure 7.3 Convergent radical graph G, of radical graphs £y and Ity

The corresponding radical adjacency matri

000101 001000 100000 000000

001000 001001 000100 000010
D=dy) =

100000 000100 010001 000001

000000 000010 000001 100111
7.2.4 Synthesis of two hierarchical attributed graphs

Similarly, when the completion 11, of 11, and [y is found, a graph synthesis oper-
ation Uy can be used to unify /1y and Hy into a new graph 1, called a convergent
hicrarchical attributed graph. Let Il = (X3, Ay), Hy = (X, Ag), and 1, = (X,,, A,)
and P = [pis], Q = lls B = [gu] are corresponding character adjacency watrices.
R; is the RAG represented by Vi € Xy, 1} is the RAG represented by VY € Xy, and

R} is the RAG corresponding to V) € X,.. Il, = Il Uy, 11, if:

1. Corresponding to cach C-NODE that deseribes the comparison of vertices V,

and V/, there is a vertex V" € Xy, such that ry; = py and 1 = It, 0, 1),
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2. Corresponding to cach C-LINK which is an annotation of arcs E;j and Ey, there

isan arc Bl € Ay such that 7 = pij.

7.2.5 Graph synthesis by ordering

In order to determine whether two graphs cau be integrated, the completion of the
graphs should be derived. In the worst case all possible skeleton graphs for the two
graphs should he obtained. 1t is prohibitively expensive to generete all the skeleton
graphs. This is actually a combinatorial problem. To avoid the combinatorial explo-
sion, the vertices in the HAGs or RAGs are ordercd according to similar principles
given in Chapter 5. For instance, the task of deriving the completion of two radical
graphs can be accomplished by comparing correspond vertices or edges in the two
graphs By = (Vi, /21) and Ry = (Vy, £,) in such a way that v; € V; is compared with
of € Vyand e € 2, is compared with ¢ € E,. With adjacency matrices, the syn-
thesis evaluation of the wo graphs becomes the comparison of corresponding entries
in the adjacency matrices of the graphs. The result of the comparison is recorded in
a skeleton incidence matrix. Obtaining the completion of two hicrarchical attributed
graphs can be done in a similar way.

For two radical graphs Ry and Ry with Ay, = [agj] and Bugn = [by;] as their rad-

ical adjacency matrices, their skeleton incidence matrix Tixe = [;] can be calculated
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i@ by i =]
= (7.17)
a0l Wi

The conditions that define whether Ry and Ity can be synthesized are:

o li=1,Yij,i<land j<I.

The radical adjacency matrix Dyyy = [di;] of the new radical graph(convergent

radical graph) Ry for By and R, is:

dij =iy by (7.18)

For two IAGs I} = (X, Ay) and Hy = (Ny, Ag) with P = [py) atd Qpuyrn =

=l

their skeleton incidence matrix T/, = [1)] can be calenlated as:

) 1 il py =4,
e (7.19)
0, i1 pi # 4y

The conditions that determine whether 1y and 11, can be synthesized are:

o ly=1,Vij, i Ssand j<s

® Forcach | i < s, the radical graphs 12) for vertex Vy € Xy and the radical

graph 12} for veriex VY € Xy can be synthesied.

The character adjacency matrix of the new /f,, i

= [fi;] where fy = po,.
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7.3 Update the model database with the samples

“The samples of an input character (a character will be learned) are well selected by a

teacher. Only positive samples are learned by the system. If there exists a model of

the input character in the database, it may be modified to include the samples with
graph synthesis. In order to determine whether a model of the input character exists
in the database, the tree has to be searched with the SHAGs of these samples. 1If
there is no model matched by any SIIAG of samples, the SHIAGs will be inserted in
the tree as new models,

It is possible that a SHTAG of an input character and the MIIAG of the character
are not matched by calenlating the mapping cost. Consider a single radical character

j_ as an example. lere, j— and j“ are its model and sample(sce Figure

oz

7.1). Aand B are the corresponding adj matrices. The Mapping

Cost Function(MMC) for A and 3 is:
MAIC(A,B) =2

In this case, the model can not be found and the SHAG will be inserted in the tree as
a new model. This will introduce redundancy in the model database and consequently
inerease the size of the model database,

Definition 7.5 Vor a character with several radicals, any other character that shares at
least one or more common radicals is defined as co-radical character of this character.
Definition 7.6 For a radical, any character which consists of this radical is defined as

mdical-derived charaeter of the radical.
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Definition 7.7 A radical is defined as common_radical of its radical-derived characters.

Definition 7.8 A radical is defined as leaned radical, if a model of the radical exis

the model database.

Moreover, the inconsistency for common radicals of radical-derived characters

would be produced in the database. For th

ample, all -derived char-

acters in the database of radical 4™ have to lie updated to include the new SRAG
for 74 . Itis very difficult to find all these radical-derived claractons in the tree
without traversing every node in the trec.

Instead of tree scarching, several new strategies: are proposed W overcome Uhis

difficulty:

o Sample acquisition. During the learning phase, the teacher should provide the

character code and the radical codes of component. radic

for the inpnt. char-

acter.

o Table network organi

tion, This provides direct and fast accessing and updat-

ing of the database,

o Integrating algorithm. Use graph syntl

s 1o update the model

that the inconsistances and the redundancies can be avoided.

7.3.1 Table network organization of model database

The network consists of lwo hosts: the host for characters and the host for radicals,

Each host consists of several functional tables.
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The host for characters

AL the host for characters, there are three kinds of tables: character table, MHAG

sublables, and component RAG sublables.

char-code| model-nmber| >  1oMIAG subtable

char-code | model-number| —=  toMIAG subtable

— | char-code| model-nimber| —>  toMIAG subtable

N AN

char-code | _model-number | —>  toMIAG subtable

Figure 7.4 Character table.

Character table (Figure 7.1) is a linked list which stores the models of characters,
Bach record in the character table consists of three fields: char-code,number of models,
and pointer. Char-code holds the character code of the corresponding character;
pointer points to the MITAG subtable of the character. The character is scarched
sequentially,

Followitig the dashed Tine starting at in Figure 7.6, the internal
structure of the MUAG subtable of a character is illustrated. The MIAG subtable is

a linked list. Baelt MHAG for a model is stored as a record in the MIAG subtable,

Each record consists of three ficlds: number of radicals, CAM, and a pointer. CAM is
the character adjacency matri of the model; pointer points to the component RAG

subtable of the model.
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Following the dashed line starling at in Figure 7.6, the internal
structure of the component RAG subtable of a model is illustrated, The component
RAG subtable is a one dimensional array and the size of the array is decided by the
number of the radicals in the model. In the RAG subtable, cach record corresponding
to a component radical ias two fields: rudical-code and address of RAG. The RAG

of the component, radical is stored al the host for radicals.

The host for radicals

At the host for radicals, there are three kinds of tables: radical table, index subtables,

and MRAG subtables. Thes:

les store the information about all the radicals in

the database.

Similar to the character table, the radical table is also a linked list. In the radical

table, cach record corresponding Lo a radical, consists of three fiolds: rudical-code,
and two poinlers. One poinler points to an index sublable, while the other points to

a MRAG subtable. Figure 7.5 shows the structure of a radieal table.

twindex subtable

| code 10 MRAG subtable

Q radical toindex subtable

code 1o MRAG subtable

Figure 7.5 Radical table.

After the dashed line from [MRAG subtable|in Figure 7.6, the internal stracture
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of the MRAG subtable is illustrated. The MRAG subtable is a linked list. Each
MRAG af a radical is described by a record in the table. Each record has two fields:
wnmber of strokes and RAM. Following the dashed line staring at (index subtable] in
Figure 7.6, the internal structure of the index subtable is shown. The index subtable
is also a linked list. Iecords of the subtable consist of the char-codes for all the

radical-derived characters.
host for characters

model-number |~ MIAGwbable |- - - - o

=

char-code | model-number | —J={MIIAGsubtable

e o
(" CAM | radical-number radical-code | _address of RAG H
>f
L CAM | radical-number |~ CRAGsubtable radicalcode | address of RAG [H—
MIUAG subtuble component RAG table

host for radicals

TR
' char-code
.
radical - char-code
C_ code a subtable

RAM | stroke-numbeq |

od Uy

RAM | stroke-numbej

MRAG subtable

Figure 7.6 Table network organization of model database.
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Figure 7.6 illustrates the overall table network organization of model database.
The dashed lines connect subtables and their interal structures of MITAG subtables,

component RAG subtables, index subtables, and MRAG subtables in the network.

7.3.2 RAG integration and HAG integration

RAG integration and HAG integration are proposed to synthesize radic

attributed
graphs and hierarchical attributed graphs. Both integrations are the fundamental
functional components used for learning by the samples of an input character,

The RAGs to be synthesized are stored in a list called the RAG integration list.

Each clement, of the list has two fields: the number of strol

and RAM. IF two RAGs
in the RAG integration list can be synthesized, ey are replaced by the convergent
RAG. This process is continned until there are no two RAGS that can be integrated

in the RAG iutegration list.

PAL AL A A
W7K‘] 7 ] 7K ‘ 7 li'
vk :] S :] "R 1l 7S .
7 ZRAT 7T (7N

Figure 7.7 Example of RAG integration.

RAM
1 of

Figure 7.7 illustrates an example of RAG integration. Initially, there are four
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elements represeiting four RAGs of a radical in the RAG integration list. With the
graph synthesis evaluation, the RAG of the first element can be synthesized with that
of the second one. After the first step, both RAGs are replaced by a new RAG in
the integration list, and now there are only three records in the list. In a similar way,
this process continues.

T'he HAG integration is designed to synthesize the hi hical ib d graphs.
Y grap)

“The hierarchical attributed graphs (11AGs) are stored in the IAG intogration struc-
ture which consists of a IJAG integration sublable, component RAG subtables, and
RAG integration lists. A HAG integration subtable is similar to a MHAG subtable.
I'he record of a 1IAG in the ITAG integration table consists of three field: number of
radicals, CAM, and a pointer, which points to the component RAG subtable of the
HAG. Each record of the component RAG subtable consists of two fields: a radical-
code and an address of RAG which is stored in a RAG integration list. Based on
the synthesis conditions of two IIAGs in subsection 7.2.5, it can be easily concluded
that. the conditions that two IIAGs in a HAG integration subtable can be integrated
arer (1) they have the same CAM, and (2) both of their component RAG subtables
are the same. Under these conditions, both HAGs are replaced by their convergent
HAG. Similarly, the process continues until no two 11AGs can be synthesized in the

HAG integration subtable,



o

HAG integration subtable  component RAG subtable RAG integration it RAC

eration list

& ,{t i
i
AL

(a) BAG integration structure before applying HAG integration

CAM

HAG integration subtable  component RAG subtable RAG int
o 12

CAM = HAM HAM | 7|
P encNIT K1

A P
A T
AP mi] N

(b)) MAG integration structure after applying NAG integration

Figure 7.8 Example of IAG integration.
For example, Figure 7.8 shows how AGs of an input character are integrates,
Figure 7.8(a) illustrates the HAG integration straeture before HHAG integration. ‘There

are four records representing four INAGs of the ¢

terin the HAG integration Lable,

Figure 7.8(b) shows the HAG integration structure after HHAG integration.
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7.3.3 Modification of models

With the table network organization, RAG integration, and 1IAG integration, the

model database can be updated directly and quickly by learning from samples. The

modification procedure consists of two phases: transformation and updating.

Transformation

For each sample of an input character, there s a SHAG and several SRAGs which

correspond o the radicals in the sample. In the transformation phase, integration
of RAG and 11AG is performed to reduce the number of SHAGs and SRAGs. For
cach component radical of the input character, its RAGs of the samples (SRAG) are
obtained and stored in its corresponding RAG integration list. Then the HAGs of the
samples (SHAGs) are constructed and stored in its corresponding HAG integration
structure.  RAG integration is applied on cach RAG integration list in the HAG
integration structure such that no two SRAGs in the list can be further synthesized.
At last, the IIAG integration is applied on the HAG integration structure such that no

two HAGs in the structure can be further synthesized, The steps for transformation

of the input character

Step 1. For each component of the input character, create a RAG integration list to

store its SRAGs.

Step 2. Create HAG integration structure to store the SIAGs of the character.
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Step 3. Apply RAG integration to cach RAG integration list and adjust the address

of RAG in cach component RAG subtable.
Step 4. Apply HAG integration on the TAG integration structnre.
AT AT AT
(a) samples of an input character
CAM [ RAM[— "
C- of HTJ’ 2 50 o || ] 1
= | FEE L
w H
i - [ERE
CAM 5 1 """H T “““ﬁl* |
of _:r P of r EI
(b)  original IIAG integration structure
CAMB E =TT AT
| T A
0 S S S [
CAM - >
= A
L] cav HT . , M'
, il

°“HT

RAM_|—
N

¥

+

) HAG integration structire after applying HAG integ)

Figure 7.9 Transformation of samples

for an input. chars
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Figure 7.9 illustrates an example of transformation. The input character has
three samples (Fignre 7.9(a)). The original 1AG integration structure of the input
ciaracter hefore RAG integration and 1AG integration is given in Figure 7.9(b).
Figure 7.9(c) shows wo RAG integration tables after applying RAG integration.

Fignre 7.9(d) shows the HIAG integration structure after applying IIAG integration.

Updating

“There are two cases of updating. The first case is that an input character has been
learned before, The models for the character exist in the database and the change of

Uhe models s necessary. The second case is that an input character has never been

learned, and there is therefore no model for the character in the model database.

New models for the input character have to be inserted in the database. In both

es, for the learned radicals of the input. character, the models of their radical-
derived chiaracters in the model database should be modified according to the RAG
integration lists of these radicals.

Case 1. The input character has heen learned before. All its component radicals are

the learned radicals. The updating procedure for this case is:

Step 1. a) Make a copy of the MIAG table of the found models from the host for
characters,

b) Make a copy of cach component RAG subtable corresponding to cach model.

Step 2. For each component radical, make a copy for its MRAG subtable in the host
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for radicals.

Step 3. For the input character, update the HAG integration structure obtained in

the transformation phase.
a) Append the copy of the MIIAG table to the HAG integration subtable of
the input character.

b) Add the copics of the component RAG subtables corresponding Lo the mod-

cls into the HAG integration structure.
) Append the copy of cach MRAC table to the corresponding, RAG integration
list.
Step 4. a) Apply RAG integration to cach RAG integration list and adjust. the
address of RAG in cach component RAG subable.

b) Apply HAG integration to the HAG integration structure,

Step 5. a) Replace the MIAG subtable and the component. RAG subtables of the

input character at the host for characters with the HAG integration sub
table and the component RAG subtables of the HAG integration structure,

b) For cach component radical, replac

its MRAG subtable in the host for

radicals with its RAG integration list.

Step 6. According to the radical code of each component. radical which is a learned

radical, obtain its index subtable through the radical table at the host for radi-
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cals. In the radical table, there is a char-code for cach radical-derived character

of the radical,

Step 7. With each char-code, except for the char-code of the input character in
the index subtable, scarch the character table to find the MHAG subtable of

corresponding radical-derived character,

Step 8. Based on the MIIAG subtable, obtain its component RAG subtables and

adjust the addresses of RAG in these component RAG subtables.

Step 9. For the MIIAG subtable of cach radical-derived character, synthesize MHAGs
il they have the same CAMs and component RAG subtables until there are no

two MITAGS which can be synthesized in this way. Exist the updating.

Case 2. The input. character has never been learned. There may be some component

radicals which are learned radicals. The updating procedure for this case is:

Step 1. With the radical codes of the component radicals of the input character,

search the radical table for the

mponent radicals which are learned radicals.

Step 2. Make a copy for the MRAG subtable of cach learned radical and append
the copy to the corresponding RAG integration list of the radical in the HAG

integration structure of the input character.

Step 3. a) In the HAG integration structure, apply RAG integration to the RAG
integration list of each learned radical and adjust the address of RAG in

the component RAG subtable.
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b) Apply HAG integration to the HAG integration structure.

Step 4. Insert new models of the input character into the database,

a) Insert a record containing the char-code and model-number of the input
character into the character table,
b) Add the 1IAG integration subtable and the component RAG subtablus of

HAG integration structure in the host for character as the MIAG subtable

and the component RAG sublablos for the input character,

Step 5. Ior each component radical whichi is a learned radical, replace its MRAG
subtable with its RAG integration list and insert the char-code of the input

character in e corresponding index subtable as a new ri

ical-derived charae-

ter.

Step 6. For cach component, radical which is not a learned radieal, insert a record
with the radical code of the radical in the radical table, build an index subtable

which contains the

~code of the fiput, cter as a new radical-derived

character, and add the corresponding RAG integration list into the host. for

MRAG subtable,

radicals as

Step 7-10. Same as steps G-9, inclusive in ca
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FEOAE AL

() samples of input character

T315 5]

(b) samples of radicals of input character

“1E
A

Figure 7.10 HAG integration structure of an input character.

PR A

tion structure after applying HAG integration

(€) NAG i

A

s 2 is casicr and similar to case 1, an example is illustrated only for case 1.
Three samples of an input character ( /}i ) and the corresponding HAG inte-
gration structure, after applying RAG integration and 11AG integration, are shown
in Pigure 7.10.

Figure 7.1 illustrates the table network organization of the model database before

updating. There are threo co-radical characters ( ; ﬁ’i 71: ) of the

input character in the table network, as well as two models of the input character,

which can not be synthes

zed. As shown in Figure 7.11, the MIIAG subtable of these

two models, and the correspondi i RAG subtables and MRAG subtable

are indicated with rectangies of bold lines.
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Figure 7.11 Table network organization of database.

Figure 7.12(a) illustrates the HAG integration stencture after step 3. Figure
7.12(b) indicates the HAG integration structure after applying RAG integration and

HAG integration of step 1.
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Figure 7.12 RAG integration and HAG integration in the updating.

Figure 7.13 illustrates the result of updating the table network in Figure 7.11

after step 8.

The MRAG subtable,

the cor

RAG subtabl




150
and the corresponding MRAG subtables of the input character in the table network
are replaced by the those sublables in the HAG integration stricture, These new

subtables arc indicated by rectangles of bold lines in Figure 7.

- The addresses of

RAG in the component RAG tables of the co-radical characters of the input character
are adjusted. These component RAG tables are marked by rectangles of bold dashed

lines in Figure 7.13.

host for characters

FTCAN ata]
L £ Lean
£ s 7|
=
CE
= N R S
%E ) 2 _ ;

MIUAG subtalle

CH— = -
CE —

CE e

s —h [T +

S =T+ 1] [wwar s}~
(L_f; ~ﬂ1___'_J

= =1, ] [oasen Ja |-
O —

= =

4 =y N

MIAG subitabi:

host for radicals

Figure 7.13 Updating results after step 8.

In step 9, the HAGs in cach MIJAG subtable with the same component RAG
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sublables are synthesized. The updated MHAG subtables are indicated by rectangles

of bold lines in Figure 7.14.

host for characters

e .
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E: CAMarc| 2
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===
MHAG subtable component n,\(‘: subtabl
rulical table index subtable
s B
B =
I — i )

El v ="
=T el
[ P Y
o -Ll v [ Gawe [T

MRAG subtable

host for ra

Figure 7.14 Final updating results for the input character.

Alter the learning process, the table network contains the information of the

models for learned characters. After the database is updated, a new multi-way het-

crogeneons tree can be built for recognition according to the table network. All the
models are inserted into the tree, one by one, according to the algorithm in section

6.3,



Chapter 8

Conclusions

8.1 Summary of contributions

In this thesis, we have presented a new method for effective recognition of handwritten

Chinese characters. A strictural representation, eallod | Jical attrilited graph

representation (HAGRY), is introdnced 1o represent and deseribe hoth invariant and

unstable features. First, the strokes are extracted and gronped into . Alter

that, the radical attributed graph ¢, = (V,

) is vonstruete ey alrx

has been chosen as the data structure of the attributed graph in the present system,

The hits of the entries in the matrix deseribe the attribinte set associsted with the
vertex or edge. There are three advantages 1o using bits of an entry o eepresent an

attributed set: (1) storage is veduecd. (2) graph matehing efficieney is improved, and

(3) the variation related 1o the stroke type or orientation is allowed without having, to
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ch character in the model database. An HAGR

inerease the mimber of models for e

for the character can be constructed hased on the radicals, thus the recognition process

k of graph matching. A cost function, mapping a candidate to

becomes a simple

a model graph, is introduced Lo measure the matehivg of graphs. With a matching

cters can be recognized if a match is found between the HAGR

procedure, char

of & character and a stored model. This approach can lolerate the variations of

HAGR which reflect the instabilitics or variabilities of handwritten Chinese characters

resulting from different writing styles. Characters with dilferent writing styles can

he correctly recopnized as the same characters, HAGR and graph matching offer an
eflicient method for Chinese character recognition.
In order to achiove aceuracy and speed in the recognition of handwritten Chinese

characters, the database of the character models is organized as a multi-way tree

structure, o avoid memory unit waste, a radical linked list is built to store the
vadical adjacency matvices, and index arrays and compression vectors are employed

with the tree strueture to organize the database. Instead of duplicating matrices in

the tree, the address of a RAM in the radical linked list is stored in the tree. With

the tree stracture, the difficult and tedious searching of the model database to find

a model character to mateh an fnput ol an be broken up into a number of

simple and local decisions at different levels of the tree. The unmatched models in

the model database can therefore he excluded at an carly stage of searching and the

rehing time can he greatly reduced,
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A learning algorithm using graph synthesis has heen developed to ereate and

update models in the model database based on the hierarchica

attributed graphs
extracted from the samples of input characters. This algorithm s capable of (1)
synthesizing the graphs among the samples of an input character, and (2) modifying

the graphs of existing models of the input. cha

ter using the ohs extracted and

synthesized from these

samplos, With the learning algorithm, only a fow models need
to be built for a character instead of using many models corresponding to cach sample

of the character. The model database consists of 660 dillerent character classes which

cover most. of the typical strctures of Chinese diaracters, Kach class has on ave

T
five different models. In total, 3300 character models are created by the learning

algorithimn in the database.

8.2 Experiment and analysis

The system has been implemented in ¢ and esperiments of character weognition

have been conducted on a MIPS/N-120 running RISC/OS (Version 3.1) using, test

data consisting of si

y character sets written by five people,

ah et contains up Lo

ten different writing styles with variations in strokes and stroke connections such as

strokes with different lengthes, certain deviations of stroke direction, various stroke

connections, and stroke types (¢

dot or line). which differ according to differen,

writting habits. The recognition rate still be maintained at over 92%. The

rejection rate is 7% and the misclassilication rate is much less than 0.01

The:




4t 1] %
B A% A
£ 8 4 &
e & 1
: B A i
BB
T 2 f 42

AP e ‘}K}Q



156
The results achieved by the proposed method in this experiment are very prontis-
ing.
(1) Some Chinese characters such as @ 8. ). (2,2, (5 7. 0] 9]
), and (A7) are con

1986], but they are correctly recognized by our algorithm wi

red diflicult to identify by existing techuigues [Suen

no diffienlty.

(2) Characters with different writing styles sueh M% RN

E
IVEGZ 28 (5] [ 2k Ak ok fo 0 R /}\)‘ and

(i i) ean b corretly recognized as the same characters.

The reasons for these enconraging results are analzed and highlighted below. The

above groups can be ditided into five

Class A: T growps (BLHLH). (2, 2. G T o KR A

the different. connections, or mumbers of strokes for cha

s of cach group with

similar configurations are described differently in their HAGRs and henee they can

be distinguished from each other. For instanee in gronp (LU 1), the comnection

between the top horiz stroke and the middle vertical stroke in the first oh

represented as T is different from the conection in the second character or the third

character which has no relation T.

Class B: In group ( O], B[), the spatial relation between radicals in the first
I J !

character is LR, while that in the second character is BC.

Class C: In the growps (k- ik ). (5 4~ ), (f‘( ; >’( Y\ NRE R
and (IEHE ). the characters written with different conne

is hetween strokes
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still be identified with our method since the HAGRs of

anel different stroke type

the models contain the variations of these charac

G e B Bt @2 S8 e

variations of the same character are written in dilferent structures such as different

ors.

s D: I the grony

mimber or dilferent confignrations of radicals. Becanse such variations can not he
tepresented by a single HAGR madel, we use multiple HAGHR models in the database

same charact

to represent them. Therelore, they can still he recognized o

by the systen Due Lo the mnlti-way tree organization of the model database, and

the radical ik list, the amonnt of memory required for the multiple models does

not inerease el with comparisons to a singhe madel. For example, the radical

<,

Sk f Ch 4 e e wiguely stored in

attributed graphs of vad

11

ﬁiep\ﬂf@

S8 Clinnieter saphes bing,

ist with

the rad

ectend on mise lassified.

Fignres.2

shows sote of the samples being rejectel or i sified. Rejection or

dfivation ar sed by too mueh votation, the perfunetory nature of strokes,

or the cusive connection of strokes, [Fan fuput charaeter cannot be recogrized, it

will he rejected very quickl this ¢

vel i the tree

ot can e

- Al any
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without searching all the models in database.

8.3 Directions for future research

Directly related to the rescarch in the thesis, there are several interesting probloms

that need further consideration.

8.3.1 Radical grouping

An algorithm to group strokes into radi

s has heen proposed based on the connective

properties of strokes and box propertios of radicals. However, for a ch

several radicals dical is not alw

separated from other radicals

or more strokes connecting with the strokes of other radicals dne to careless wri

or noise effects. In this situation, the proposed algorithm fails o separate radicals

touching cach other in a character.

One possible way to extract the unseparated

radical is to find a monomorphism between the model graph of the radical and the

graph of the part containing the unseparated graph wnder cortain consty

8.3.2 Error tolerating matching

Sometimes, a character is written with several different nmimbers of strokes but, its
shape and major confignration remain unchanged. In order Lo recognize all these

variations as the same characl

cveral models are required. If an error-tolerant

matching, algorithm which c:

nte differences can be

ore sich 1 weloped, e
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mumber of models required Lo represent character variations can be greatly reduced.

8.3.3 Learning from feedback

With the leariing algorithm currently implemented in our system, the character sam-

ples to be leared are controlled and selected by human teachers. The quality of the

The freedom provided by

samplos depends heavily on the standards of these tead

s very limited. For improvement, a learning algorithm based

suela loarning proces

on feedback of the system from the recognition phase can be implemented in the fu-
ture, For an input. character that cannot. be matched by any model in the database,

the frequency of the rejection of that character is counted as feedback. When the

frequency s over a given threshold valie, the character will be antomatically selected

as a character sample. The system will then expand the database to include the

TTAGR of this character as a new model or use this HAGR to update the model of

g character,
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