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Abstract

The global crude oil distribution network mainly comprises of ocean shipping links that

make use of massive and dingly expensive oil tankers. Oil ies rely on these

tankers to exploit the economies of scale. However, it also means stern planning and
managerial challenges in the presence of uncertain oil demand, freight rates volatilities,
high operating costs, long delivery lead times and the associated environmental risks.
These challenges vary from long term or strategic issues such as distribution network
design, to medium-short term tactical planning issues such as order delivery scheduling

and vessel chartering, besides some other day-to-day operational issues.

On a thematic level, this work presents an integrated approach, through a compatible set
of frameworks, to the key tactical planning problems faced by an oil supplier. More
specifically, there are at least four major contributions. In the first contribution, we
present a cost-of-spill approach for selecting tanker routes for maritime transportation of
crude oil. The proposed method is in line with the Formal Safety Assessment (FSA)

proposed by the ional Maritime Organization. In the second

contribution, we present a time dependent periodic scheduling approach that exploits the

crude oil demand structure and resource characteristics. In the third contribution, we

present a si i imization based fleet fr k that the

proposed scheduling model. Finally, our last contribution integrates and extends the

carlier approaches into a single bi-objective risk-cost based tanker routing and delivery



scheduling model, which would cater to a manager’s risk-cost preference by generating a

Pareto frontier of non-dominated solutions.
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1 Introduction

Oil, one of the primary resources, serves approximately 36% of the total world energy
needs [1]. Its consumption occurs far from its production sources, which are limited and
geographically dispersed around the world. Furthermore, as oil in its natural form is not
directly consumable, it is brought to refineries to derive various petroleum products,
which are then distributed to the end customers. This end to end delivery and distribution
is managed through a global supply-chain where the oil passes through production,
refining, distribution and consumption stages as it moves down the supply chain [2]. Each
of these stages may be managed or owned by different players. Within this supply chain,
the refining and the consumption stages are located mostly in close vicinity; while the
longest and the most cost intensive segment i.e. of crude oil transportation, lies between

the production and the refining stages.

Net Exporters | World Share Net Importers World Share
Saudi Arabia 16.5% United States 5%
Russian Federation 13.0% People’s Rep. of China
Islamic Rep. of Iran 5% apan
igeri 0% india
United Arab Emirates 3% orea
Trag z Germany
Angola 7% Ttaly
Norway 6% France
Venezucla 5% Netherlands
Kuwait 6% Spain i
Total Share 69.7% Total Share 76.0%
Table 1-1: Worlds Top Ten Net Exporters (Left) and Importers (Right) of Crude Oil

(2010 Energy Statistics, International Energy Agency)



Figure 1-1: Major Global Crude Oil Trade Flows
The geographically dispersed nature of the crude oil transportation segment is reflected in

the world import/export statistics, which shows the bulk of the crude oil volume moving
mainly amongst a few countries that are located on different continents. Table 1-I shows
the world's top ten crude oil exporters and importers, with Saudi Arabia being the biggest
exporter (world share: 16.5%) and United States the biggest importer (world share:
25.5%) in 2010. The major crude oil global trade links are shown in Figure 1-1 (the
thickness of an arc reflects typical oil flow volume). This global crude oil transportation
network is made up of land and marine sub-networks. Although land networks (through
pipelines) can be used most economically to deliver crude ol [3], due to limited land
accesses, political jurisdictions etc. the bulk of it is handled through a global maritime
shipping network, which carries over 62% of the global oil trade each year [4]. Overall,
this maritime network is comprised of inland waterways to deep-sea shipping links that
makes use of over nine thousand vessels (= 500 Gross Tonnage) [5]. On global routes, the
bulk of this trade is carried through the long-haul and exceedingly expensive Very Large
and Ultra Large Crude Carriers (i.e. VLCC and ULCC), having a deadweight tonnage
(carrying capacity in tonnes) of 200,000 to 550,000 DWT. The cost incurred by this

VLCC/ULCC segment is estimated to be in a range of 10 to 22 U.S. dollars per tonne [6].
2



The general focus of our research is on this crude oil transportation segment. Efficient
planning in this segment is by no means trivial due to the presence of complex and
interacting issues such as uncertain and pervasive demand, complex logistic and supply
network constraints, freight rates volatilities, high operating costs, long delivery lead
times, and the financial and environmental risks associated with such supply operations.
Despite a clear economic significance of the problem, the literature review shows an
overall limited attention (compared to other modes of transportation), wherein the general

focus seems to remain on a few discrete issues being treated in isolation. For example, in

the oil-spill risk assessment area, only locally applicable models exist such as the works
of Douligeris et al. [18] and Yudhbir & Iakovou [7,8], both focusing on the Gulf of
Mexico area. This causes deficiencies and incompatibilities in the overall planning
process, leaving much inefficiency as a result. Note that, in the general shipping
literature, transportation planning is dealt with at three different planning levels i.c.
strategic, tactical and operational [9]. At the strategic level, long term planning issues
such as owned fleet development, network and transportation system design, and market

and trade selection are addressed [10]. Tactical level planning mainly includes medium to

short term issues such as ship routing and ing, vessel ing, fleet

and deployment [10]. Day to day matters are considered as operational level problems.

In this context, our research specifically focuses at the tactical level of the crude oil
transportation planning problem described above. Particularly, there are four major

contributions made through this work; these are: 1) a cost-of-spill approach for selecting



tanker routes for maritime transportation of crude oil, 2) a new crude oil delivery

heduling approach, 3) a medi hort term fleet model that is

with the scheduling framework, and 4) an integrated cost-risk (environmental) tanker
routing and scheduling framework. Detailed accounts of the first three works are
presented as standalone chapters (Chapters 2-4), while as the fourth work (Chapter 5)
integrates and extends approaches presented in chapters 2 and 3, it refers to these chapters
as needed. A summary is presented in section 1.2 for each of these contributions.

However, we first present the general planning problem (section 1.1) that will establish

the i ionship amongst the d issues and provides a basis to form a holistic
and systematic approach to the overall tactical planning problem. This problem setting

remains consistent across all of our four research contributions, which are used as a core

to forming respective detailed problem descriptions and modeling assumptions.
1.1 The Maritime Crude Oil Transportation Problem

We consider a major oil producer making crude oil delivery plans from its supply
source(s) to customers (mainly refineries) around the world. With a global customer base,
the bulk of its deliveries are handled through maritime links using a fleet of
heterogeneous VLCC/ULCC class tankers (besides some other smaller class tankers such
as Suezmax class tankers (120,000-199,999 DWT)). This oil company handles its

transportation function internally or by an owned subsidiary.

As the general nature of the supply problem is highly pervasive i.c. the company receives

a persistent stream of new orders and order adjustments, it makes delivery scheduling
4



plans periodically in a rolling horizon setting. The time horizon for each such individual
plan typically spreads across a few weeks to a couple of months forward. Note that this
rolling horizon approach allows for a deterministic treatment of the problem i.e. by
considering only the committed supply orders and the available fleet at the start of cach

such plan.

The environmental risk of a tanker delivering crude oil is also assessed within this
problem scope. This is determined separately for each possible route that this tanker may
take between any given origin and destination pair and the cargo it will carry. Such
estimates lead to tangible and significant environmental risk related costs (i.c. insurance)
incurred by individual voyages, thus impacting the tanker routing and scheduling

decisions.

To support its supply operation, the company also has to manage its fleet of expensive
tankers. The general strategy used by this oil company is to maintain a mixed fleet i.c. a
fleet made up of owned vessels and medium-short term chartered tankers [11]. To ensure

fulfilling i i as well as imizing the utilization of these

expensive vessels, the company periodically adjusts its fleet through revising the

chartered segment of the fleet. This revision is generally done before each scheduling
plan; however, due to typically longer charter contract lengths involved, the planning
horizon for fleet management extends well beyond a deterministic scheduling period.

Thus, this mixed-fleet strategy exposes the company to considerable financial risks,



which is due to the presence of freight market volatilities and demand uncertainties. Such

financial risks are essentially considered during its fleet-mix adjustment decisions.

This aforementioned problem scenario is faced by some of the largest oil companies,
namely, the Qatar General Petroleum Corporation, Petréleos de Venezuela, Chevron,
Kuwait Petroleum Corporation and Abu Dhabi Oil Company. Saudi Arabian Oil
Company (Saudi Aramco), the world’s largest producer and exporter of crude oil operates
likewise [12]. Their maritime transportation function is owned and handled by Vela
International Marine Limited, which is its fully owned subsidiary. Vela owns the sixth
largest fleet of VLCC tankers in the world. For illustrative and model testing purposes,
we will use the Vela case data' throughout the research. Basic Vela operations details are
as follows. For its global operations, Vela uses four ports. Two of these are in the Persian
Gulf, while the other two are in the Red Sea. Vela normally uses around thirty tankers for
its delivery operations, twenty of which are owned and the rest are chartered vessels. Vela
primarily covers deliveries to the Gulf of Mexico and Europe using the routes shown in

Figure 1-2.

! Most of the data used in the empirical testing is obtained through Vela (www.vela.ae), the US Energy

(www.eia.doe.gov) and the academic literature; while some proprietary data is

assumed (based on typical ranges). Appropriate details will be provided in relevant chapters

6



Figure 1-2: Primary Routes used by Vela for its Supply Operations [13]

1.2 Major Contributions

In this section, we summarize the four key research contributions of the study, which are

presented sequentially as follows:

Maritime oil transportation has been accompanied by a large number of oil spill incidents

with some having i ic and envi 1l For an oil
company, this results in tangible environmental risk related costs (i.e. insurance), bearing
direct implication on its scheduling and routing decisions. Academic research, in this
context, has been rather limited with a focus on just local or specific requirements (for
example [7,8] focusing on the Gulf of Mexico area). Therefore through our first

we propose a that assesses risk in terms of total expected cost

of accidents leading to oil spills, which is incurred by a tanker traveling on an
intercontinental route. A route segmentation based model is proposed, which not only
encapsulates the Formal Safety Assessment (FSA) guidelines proposed by the
International Maritime Organization (IMO), but also caters to varying accident rates and

7



cost structures over a route. The model makes use of various clean-up cost models
available in the literature, thus providing a range of estimates. Probability of accident is
estimated empirically using a novel technique that makes use of the available coarse
historical data. The numerical results show that the level of risk depends on both the
traffic density and the cleanup cost structure of the regions through which a route passes.

This work is presented in chapter 2.

In contribution 2, we focus on scheduling of crude oil deliveries through large oil tankers.

research in oil ion mainly builds around the approach presented by
Brown et al. [14], who assumed a given set of cargo specified by delivery quantities, ports
(loading and discharging), and dates (loading and delivery). Subsequent works treated the
problem in a similar manner, which may not be the best approach given the bulk nature of
crude oil supply requiring several shipments to fulfill demand within a small time
window. Large stocks of buffer at customer locations further underscore the need to not
strictly specify a cargo. Thus, we propose a new scheduling framework that directly

incorporates periodic oil demand structure into the model, which

determines both the delivery schedule and the relevant quantities. A mixed-integer
programming model is proposed, while to capture the pervasive nature of oil supply
problem (i.e. continuous receipt of new orders and/or order adjustments), we propose two
distinct time-dependent periodic planning (TDP) solution methodologies with the
proposed optimization model. Finally, to deal with large intractable problem instances,
we present a decomposition heuristic that exhibited promising results in a reasonable

computing time. This work is presented in chapter 3.
8



In contribution 3, we present a fleet model that the

framework presented in contribution 2. At this level of planning, a supplier has to deal
with oil demand as well as freight rate uncertainties resulting in various financial risks.
To deal with this problem, large oil suppliers typically use a mixed strategy i.c. of having
an under-capacity owned fleet supported by a portfolio of spot charter and longer term

time charter contracts and their options [11]. The fleet management problem at this

tactical level deals with chartered fleet adj; decisions with a ideration of
chartering costs and the associated financial risks. The literature review shows that there
has been considerable work at the strategic level (dealing with vessel building, purchasing
and layoffs) [9,10], while no work exits at the tactical level for the crude oil supply

problem.

Thus we contribute through a methodology that combines Monte Carlo simulation for

parameter estimation together with an optimization model. This si

framework aims to optimize the total chartering costs and the financial risks under a
strategic policy of financial (downside) risk aversion. The formalization of this
framework involves characterization of related financial risks, development of a valuation

scheme for chartering contracts and options, modeling of the uncertainty sources, and

finally the develop ofa i integer ing (NIP) model. We also
present a linearization scheme that, together with a Monte-Carlo simulation method, is
used to solve the NIP problem. The results of a numerical study demonstrate the

contrasting behaviors of various risks (i.c. changing in opposite directions with change in



the problem parameters), which can be balanced through appropriately adjusting the
chartered fleet-mix. This work is presented in chapter 4.
As our overall objective is to provide an integrated approach to the tactical oil

transportation planning problem, with contribution 4, we aim to extend and integrate the

earlier works into a single framework. The developed in ibutions 1 and 2

i i 1 risk-

provide the basis for developing an i d bi

operational cost (risk-cost) based routing and scheduling model. It is important to note
that the fleet management model (contribution 3) still overarches this routing and
scheduling model, where the available fleet is generated prior to solving the problem. The
risk-cost based work in oil transportation is quite limited; however, due to large oil spill
incidents, the resulting global attention in the form of stringent regulations cannot be
ignored. Examples of such measures are the IMO's MARPOL regulations that cover

pollution of the marine envi from i or acci | causes [15]. For an oil

supplier, this poses serious long term to short term planning challenges, starting from
upgrading its fleet to complying with the new regulations, to catering to these regulations
in the planning and decision making tasks. The basic setting of the bi-objective routing
and scheduling model, while similar to the scheduling model of contribution 2, caters to
these additional aspects. The model also allows for a decision maker's risk-cost
preference by generating a Pareto frontier of non-dominated solutions. This work is
presented in chapter 5. It is important to highlight that, unlike chapters 2-4, which are

standalone works, this chapter builds around chapters 2 and 3; accordingly, the literature



review is kept brief to avoid duplications, and references to these two chapters are made

as and when required.
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2 A Cost-of-Spill Approach for Selecting Tanker Routes

This chapter is based on a paper, under revise-and resubmit, to Risk Analysis: An International
Journal

co-authored by
Dr. Manish Verma, Associate Professor,
Faculty of Business, Memorial University of Newfoundland

Abstract:

Maritime transportation is the major conduit of international trade, and the primary link for global
crude oil movement. Given the volume of oil transported on international maritime links, it is not
surprising that oil spills of both minor and major types result — though most of the risk-related
research has been confined to the local settings. We outline an expected consequence approach
for assessing risk from intercontinental transportation of crude oil, which not only adheres to the
safety guidelines proposed by the International Maritime Organization, but also develops a novel
technique that makes use of coarse global data to estimate accident probabilities. The estimation
technique, together with four cost-spill models from the literature, was applied to study and
analyze a realistic size problem instance. It was observed that while a risk-averse decision maker
will not necessarily select the shortest route, having an understanding of the inherent route-risk
could potentially facilitate negotiating better insurance premiums with the not-for-profit P&I
(prevention and indemnity) clubs. Finally, none of the four spill-cost estimation models is enough
by itself, and at the very least, the only linear model should be used together with one of the three

non-linear models to improve the estimation caliber.



2.1 Introduction

Maritime transportation is the major conduit of international trade that has steadily
increased over the past three decades. This trend can be attributed to various factors such

as ion growth, rapid industrialization, and elimination of trade barriers. One of the

primary drivers of this growth has been through the transportation of oil, which was 62%
of the world production for a quantity of 2.4 billion tonnes in 2005 [1]. With such
volumes of oil being transported, it is not surprising that some of the shipments have led
to oil spill incidents — some resulting in significant environmental, social and economic
consequences. Two of the most prominent transportation related oil-spill episodes are:
the Exxon Valdez in Alaska (USA in 1989) and the Prestige (Spain in 2002); the former
necessitated a cleanup cost of over 2 billion dollars and the latter around 100 million
Euros [2]. Fortunately such catastrophic episodes are infrequent; however, there are
numerous occurrences of relatively smaller spills (accidental or operational) which are
also a source of considerable concern. The latter phenomenon is also underlined by the
latest figures released by the International Tanker Owner Pollution Federation viz. around
10,000 spills between 1974-2008[2], and the International Oil Pollution Compensation
Funds (i.e., 43 still active cases of incidents, costing > 7 million U.S. Dollar, between
2004-2010) [3].

The response to these spill incidents has been in the form of various legislation, namely,

the MARPOL that is introduced by the International Maritime Organization (IMO),
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covering pollution of the marine envi from i or accid causes [4],
the proposed European Union Erika legislative packages for maritime safety[5], and the
United States” enactment of the 1990 Oil Pollution Act (OPA) [6]. Development of such
risk control measures have, in part, been supported by the five-step Formal Safety
Assessment (FSA) methodology (includes: hazard identification, risk assessment, risk

control options, cost-benefit and ions), developed by the IMO

[7.8]. The aim of FSA is to formalize a process through which maritime risks, related to
safety and environmental pollution, can be addressed through a cost-benefit analysis of
IMOs available options against those risks. The identification step of such hazards makes
use of accident frequency (as extremely remote, remote, reasonably probable, and,

frequent) and conseguence levels (as minor, significant, severe, and catastrophic) to

categorize various risk scenarios which are then d for further i

according to the severity of the problem. This has not only stimulated increased research
in maritime risk assessment seeking active compliance with FSA to ensure practicability
[9-12], but also prompted risk considerations in other related aspects such as ship design

and training.

Interestingly risk is also relevant to the operational decision making for an oil supplier.
For example, routing and scheduling decisions entail huge operational costs and risks
stemming from oil tankers traveling on a given route. This is all the more important for
international tankers serving the United States, since the OPA also mandated that foreign
ship-owners be liable for removal costs and damages up to $1200 per gross ton [13]. This
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was quite a contentious issue since 95 percent of the world’s ocean tonnage is insured

through membership in one of the 17 for-profit P&I (pi ion and indemnity)

clubs. Note that since each member’s (i premium is established in d:

with the claims the member is likely to bring to the club (i.c., estimated from historical
performance) [14], it is important for the member to be cognizant of the potential
environmental risks resulting from their operational decisions. To the best of our

knowledge, only the works of Li et al. [15] , and of lakovou [16] incorporated such an

risk in the P! of optimization models, used in the routing decisions

of ol tankers through the Gulf of Mexico (i.c., in a local setting only).

Although we provide a detailed literature review in section 2.2, it is pertinent to mention
that all of the peer-reviewed works dealing with risk assessment focus on local setting
and/or specific requirements. This is perhaps because of the challenges in streamlining
location-specific cost structure, aligning the interests of multiple stakeholders, and severe
data scarcity. This work does not intend to address the indicated challenges, but aims to
propose a risk-assessment methodology useful for the global transportation of crude oil.
The proposed expected consequence approach is not only FSA compliant, but also
captures the lack of homogeneity in the required accident probabilities and the cost
structures in a non-localized setting. The basic form of the model is consistent with both
the earlier models in maritime research [16-18], and other modes of transportation such as
road and railroad [19-21]. The proposed methodology, entailing a novel accident
probability estimation technique and the use of popular cost-of-spills models, is applied to
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a realistic size problem instance, which is further analyzed to gain managerial insights.
We reckon that such a framework will not only fill the important gap in existing
literature, but also be a surrogate measure of risk in the hands of tanker owners to

negotiate insurance premiums with the P&I clubs.

The rest of the chapter is organized as follows: section 2.2 reviews the relevant literature,
followed by the risk assessment methodology in section 2.3, and a discussion on
parameter estimation in section 2.4. The proposed methodology is used to solve a

realistic example in section 2.5, followed by the conclusion in Section 2.6.

2.2 Literature Review

It is interesting to note that although hazardous materials (hazmat) transportation has been
a very busy research area over the past two decades, the focus has been mostly on
highway and railroad transportation [22]. This is all the more surprising given the
widespread use of maritime links to transport a whole variety of hazmats, including
chemicals, and petroleum products. The existing works can be grouped under two main
threads i.e. risk assessment; and, estimation models. Note that estimations models deal

with the estimation of relevant parameters needed in risk assessment models.

Risk Assessment: As part of a marine safety study for coastal waters in Europe, Fowler
and Sorgérd [23], presented early results of MARCS (Marine Accident Risk Calculation
System) development study, which is used to assess marine transport risk. They mainly

focused on estimating accident i ing to various factors such as collision,




powered or drift groundings, fire and explosion, structural failures etc; where for tankers,
collisions seems to be the most prominent cause of an accident. Their results show varied
levels of estimation accuracy as compared to historical data, whereas for tankers, some
crucial factors such as structural failures were shown to have large discrepancies.

Subsequently, Soares and Teixeira [24] made use of data on different types of ships to

conclude that tankers are most ible to fire and explosi ing and collision.
In a recent work, Hu et al. [9] used a FSA driven and fuzzy functions based risk
assessment model applied to the ship navigation problem in the Shanghai harbor. An
IMO study specifically on oil tankers under the EU SAFDOR project [10,11], suggested

that the safety level of modern ships falls within the ALARP tolerable limits.

One of the important pieces of work under this domain is the development and use of
U.S. Natural Resource Damage Assessment Model for Coastal and Marine Environment
proposed by Grigalunas et al. [25]. Although this model was developed to be used in
situations where a detailed (full-scale empirical) study is not worth doing due to a lack of
economic feasibility, it did spur a number of related works focusing on the Gulf of
Mexico area e.g. [6,16,26] which proposed various operational-risk based tanker routing
models. Prince William Sound in Alaska, the site of the Exxon Valdez episode, was the
other location that received a lot of attention. To that end, Harrald et al. [27] presented a

risk assessment study that looked at the human error in triggering tanker accidents, while

* ALARP refers to as low as reasonably practicable, and generally imply that all available cost-effective
risk control options have been implemented.
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Merrick et al. [28] suggested the measures to reduce risk of spill from tanker accidents.

They developed a model that uses simulation and data analysis together with expert

judgment with an aim to build amongst including gov

agencies, shipping companies and the local population. In another localized application,
Ulusgu et al. [29] presented a risk assessment model (using simulation together with
expert opinions), that calculates the total risk incurred by a vessel crossing the Strait of

Istanbul, which is based on i ical and traffic and

further propose risk mitigation measures. The importance of expert judgment has also
been highlighted in Stewart and Leschine [30], who argued for a judgmental basis in risk

related analytic methods.

Estimation Models: can be reviewed under three themes: accident probability/frequency;

spill trajectory; and, cost estimation.

Eliopoulou and Papanikolaou [31,32] and Burgherr [33] analyzed historical oil tanker
accident data over a twenty-five year period to estimate accident rate as a function of size,
age, flag state, hull type, etc. Subsequently, Ylitalo [34] presented a study to calculate
maritime accident frequencies in the Gulf of Finland, which was followed by a simulation
based study by Goerlandt and Kujala [35] for estimating probability of ship collisions for
the same body of water. It is important to mention that the most recent FSA studies, such
as the SAFDOR project [10,11], also focus on estimating baseline accident probabilities,
identifying accident causes and scenarios for oil tankers. A number of researchers have

also made use of a tree-based approach to estimate accident probabilities. Wheeler [36]
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proposed an event-tree approach to assign risk values based on the spill-size scenarios,
while Amrozowicz et al. [37] presented a fault tree and event tree approach together with
a human error rate prediction method to estimate the probability of tanker groundings. In
amore recent work, Cesnauskis [38] adopted an event tree approach, together with an
expert opinion, for estimating the probability of an oil outflow event in the Lithuanian
sea.

The last two decades have also seen the introduction of a few trajectory models to
estimate the quantity and spread of oil spilled in an accident. Most of these works have
been developed in a local context such as the Gulf of Mexico [39,40], the Arabian Gulf

[41], and the Ohio River [42,43].

Spill related cost estimation has been an active research area within maritime
transportation, with Etkin [44,45], Vanem et al. [46], and Shahriari and Frost [47]
amongst some of the carly contributors. Etkin [44] made use of the oil spill intelligence
report (OSIR) database to develop basic estimates of area-wise cleanup costs, which were
then revised to separately account for cleanup strategy, size of spill, oil type, and
shoreline oiling [45]. Vanem et al. [46] revised the numbers presented in Etkin [44] and
identified three main types of damage costs, i.e., cleanup, environmental, and socio-
economic. To tide over the inherent difficulty in estimating the last two types of costs,
some authors have proposed using a multiplicative factor between 1.5 and 2 with the
cleanup cost [48,49]. In an effort to propose a more accurate model, Friis-Hansen and

Ditlevsen [50] argued that the correlation between the logarithms of both cost and weight
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of oil spill is far stronger compared to that between cost and weight of spill alone. Their
observation was followed by a number of works, making use of a non-linear regression

approach, to estimate spill related damage costs. For instance, Yamada [51] made use of

the IOPCF [3] database (1970-2008: 129 incid o propose a 1i

model between the total oil spill cost and the weight of oil spill; this effort was followed
by Kontovas et al. [52] (using 84 incidents of IOPCF database (1979-2006)), who
considered periodic discounting of costs and removed outliers thereby improving the

correlation coefficient between the dependent and independent variables; and finally by

Psarros et al. [53], who also presented a similar (; i ion) model
using data from two separate databases — the IOPCF database (1970-2008) and a database
(1970-1999) developed in a European research project known as SAFECO II (a total of
185 incidents). The three works cited above have limited applicability stemming from the
limitations of their data sources: first, the reported cost numbers are not the actual costs
but the amount of compensations paid to claimants; second, the total cost proposed in the
three models may or may not include all of the factors actually contributing to the cost
e.g. as listed in the IOPCF dataset namely cleanup, indemnification that may include
fisheries, tourism, loss of income, farming, environmental and property damages related
costs. In addition, it is pertinent to indicate that all such studies are restricted by data
availability, whereas the quality and validity of the outcome of these models are dictated
by the scope of the database and geographical area where it is applied. For instance, the

IOPCF database includes data related to the signatory countries only, which means that
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spills related to United States and Saudi Arabia are not included, and implies no
information on a number of accident prone areas such as the Gulf of Mexico, Persian

Gulf, and the Red Sea.

2.3 Risk Assessment Methodology

In this section, we first analyze the empirical oil spill data to understand the nature of oil

tanker accidents, which s then used to outline the proposed assessment methodology.

2.3.1 Tanker Accidents

In an effort to gain an insight into the nature of maritime accidents and the resulting
spills, we analyzed the oil-spill statistics made available by Environment Canada [54] and
ITOPF [2]. While the former database lists only 743 incidents (= 136 tonnes, 1978-
2010), the ITOPF database provided details on 9640 incidents over a period of twenty-
five years (i.c., 1974-2008). On further analysis of the ITOPF database, we noticed that
7845 incidents were <7 tonnes, while 1795 incidents were > 7 tonnes (including 460
incidents > 700 tonnes). Though 81% of the spills were less than 7 tonnes, the exact
quantity spilled is not specified, perhaps, because spills in this category mainly resulted
from operational factors and not much emphasis is placed on good reporting [55]. It was
reported that a total of 5.71 million tonnes was lost in all spills, but one could deduce that
fewer than 7% spills exceeded 5000 tonnes, and that the average spill size was

approximately 3,181 tonnes (Figure 2-1).
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Figure 2-1: Relative Frequency of Spill Size
Since we intend to propose a methodology that is in line with the FSA framework, and

also to meet the limitations associated with detailed data unavailability, we group spills
into two categories. While the first includes just the minor spills (i.e., < 7 tonnes), all
other spills sizes are included in the second category (Figure 2-2). Based on the FSA
levels and associated characteristics, it is clear that operational (such as pump leakages)
spills will not result in voyage termination, whereas the remaining three levels would.
Consequently, we designate them as minor (m) and major (M), and propose them to be
surrogates for minor, and significant to catastrophic FSA levels, respectively. The
aforementioned implies that on any given link for a specified route, a crude oil tanker
could be in one of the following three states: passes it safely; meets with an accident
resulting in a minor spill; and, meets with an accident resulting in a major spill (and
hence the voyage termination). We make use of the three possible states to develop the

for ing risk in section 2.3.2.
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operational spillages, locally
Minor | containable spills or local damages
resulting in small spills

Minor (m)
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Significant An accident requiring termination of Major (M)
Severe voyage where a significant- & 7mes>
Catastrophic catastrophic spill has occurred

igure 2-2: FSA Levels and Spill Categories

2.3.2  Risk Model

‘We propose an (undesirable) expected consequence approach, defined as the probability
of accident times the resulting consequence to measure the total transport risk incurred by
an oil tanker haulage. This measure, also called the traditional risk, has been used to
evaluate transport risk of highway and railroad shipments [19,21].

Modeling with this traditional risk approach, we consider a tanker route-link / of known
length (Figure 2-3). If p}* and pf" are the probabilities of a tanker meeting with an
accident, resulting in major (s} ) or minor (s") spills (in tonnes) respectively (a detailed
discussion on spill size is presented in section 2.4.3), on link /, then the transport risk
posed by this tanker over link / can be represented by:

Risk, = pl'S} ACY + pp'SpAC}' @-1)
where, AC] is the adjusted per unit oil-spill cost for link /, which we elaborate in section
2.4.4. It should be clear that the transport risk (or just risk) for a route composed of links
land [+1 is a probabilistic experiment, since the expected consequence for link /+1
depends on whether the tanker meets with an accident on link / (Figure 2-4). The
expected consequence for link 1+1 is (1- p)(p4SHACY + plSIAGH) . To generalize,
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if there are s tanker route-links over a route R, the corresponding expected consequence

would be expressed as follows:

. '
Risk, = Risk, + Z[Rixk, [Ta- p;i,)) (4-2)
=

Links: 1 3 3
Figure 2-4: Event Tree on a Given Tanker-Route R

Equation (4-2) implies that an oil tanker continues to travel as long as it does not meet
with an accident causing major spill. Although it is conceivable that an oil tanker faces
more than one accident resulting in minor spills, empirical data puts the associated

probability to almost zero, and hence we assume the probability of meeting with only one
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such accident on a given link. We are now ready to outline the technique for estimating

the various parameters in equation (4-2).
2.4 Parameter Estimation

Determination of risk on any link (or route) will require estimating the probability of an
accident, the spill size corresponding to the two accident types, and then calculating the
total cost of oil spilled. We first outline a novel method that makes use of publicly
available information to estimate accident probabilities, and then discuss a method to
determine the cost of oil spill estimation, which depends not only on the size of spill but

may also depend on the location of the spill.

2.4.1 Accident Probability

Estimating tanker accident ilities is ing because of scarce and disparate

data, and inaccurate information about type, size and route of vessels. Getting hold of
(reasonably) good data may be possible for some localized settings (such as Gulf of
Mexico), but becomes extremely difficult when one is interested in a global setting as
exact data reporting does not receive equal attention across different jurisdictions. The
proposed estimation technique is useful for the latter case, since it processes network

wide coarse historical data in a meaningful manner to deduct results for a specific link.
Oil-spill statistics from 1974-2010 were parsed, and the 1188 data points belonging to the

major category (i.c., > 7 tonnes) are geographically placed as shown in Figure 2-5. The
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total number of major spills has been dispersed based on the accident location represented
by Marsden Squares, which refers to a physical squares collectively defined by ten-
degrees divides of the longitude and the latitude. Such representation has two purposes:
first, it gives us an idea about the different accident hot spots in the world; and second, it
enables us to assume a homogeneous attribute within a given square. For example, over
the given period, a total of 135 marine accidents resulting in major spill happened in the
square, which is at the intersection of 60 degree longitude and 30 degree latitude.

Clearly, any route using this Marsden Square is riskier than a square with lower number
of accidents, and in the absence of much finer-data within the given square, it is
reasonable to assume that the probability of a marine accident of the major type is

constant within this square.

T3 TRy I

o LY

Figure 2-5: Distribution of Tanker Accidents Resulting in Major Spills (1974-2010)
If a Marsden Square is treated as a link of any route, then equation (4-3) can be used to

estimate the probability of a marine accident resulting in major spill. For example, the

indicated probability for link / is:
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pp — mumber of tanker accidents resulting in major spil on link /

4-:
total number of tanker voyages through link / “3

It should be noted that it is not trivial to estimate the denominator in equation (4-3), since
the pertinent information is not readily available. Given our objective of making use of
just the publicly available data, we extract the number of voyages from the 2005 global
oil flow densities information from the ITOPF website (Figure 2-6). Subsequently, the
flow density information and vessel capacity could be used to approximate the number of
tanker voyages through a specific Marsden Square. To make this more explicit, consider
the routes between Persian Gulf and Gulf of Mexico in Figure 2-6. For this supply-
demand pair, we obtained the import data from the Energy Information Administration
[56] for the period 1978-2010 (Figure 2-7), and then determined the percentage variation
for each year with respect to the base year i.e. 2005, which was then used to estimate the
number of tankers on the two given routes. Furthermore, as a given route may pass
through sections with varying flow densities (For example see North/South Routes in
Figure 2-6), we made use of the appropriate flow density information to estimate the
corresponding number of voyages. For example, Figure 2-8 compares the total number of
voyages for two different flow-densities, i.e., 50 million and 300 million tonnes. For the
base year 2005, the total number of voyages through the 300 million tonnes link is
approximately equal to 1154, which is 300 million tonnes divided by the average capacity
of a VLCC tanker (i.e., 260,000 tonnes). Note that the total imports decreased by 9.5% in

2010, and hence the number of voyages between the given supply-demand pair was only
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1044. Other flow densities can be converted into number of tanker voyages similarly.

For expositional reasons, we refer to the six flow densities as indicated in Figure 2-6.
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Figure 2-7: Crude Oil Import Data to Gulf of Me: from the Persian Gulf
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Figure 2-8: Total Number of Tanker Voyages (1974-2010)
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Now, estimating the probability of accidents resulting in a minor spill is indirect, since
very little emphasis has been placed on reporting and/or capturing the relevant data. A
detailed analysis of the two datasets used tells us that around 81% of the total accidents
are of this type. Since there is no information on the location and size of these spills, we
cannot adopt the approach outlined for major spills. Now, although we do not have
information on the exact location and size of minor spills for each Marsden Square, we

can make the conj that they are: i of geography; i to traffic

density; and, in proportion to historical ratio with major spills. The first two are

by the it iated with minor spills, i.c., operational spillage,
pump leaks, etc. (Figure 2-2), whereas the last is based on the empirical evidence using

around 10,000 accident data from 1974-2010 (Figure 2-1).

In the absence of more detailed data, and given the above, the probability of an accident

resulting in minor spill is by: ining the average ility of a major
spill for links with identical flow density; and, then prorating the average probability

using the historical split of 0.81 & 0.19. We explain this further in section 2.5.1.

2.4.2  Cost of Oil Spill
In this subsection, we outline the consequence estimation procedure. Since the cost of an
oil spill depends on its size and the location, we outline the impact of each, and then make

use of the existing models to estimate the cost of spill.
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2.4.3  Size and Location

Recall that S, and S]" are inputs in equation (4-1), and hence the choice of spill size is
crucial in determining the risk for a given route. Unfortunately, as indicated in the
previous section no exact information is readily available on accidents resulting in minor
spills. To deal with the indicated data limitation, and to be conservative with our
assessment, we chose 7 tonnes as the size of minor spills. On the other hand for major
spills, we varied the spill size from 7 tonnes to the total loss scenario for a tanker, which
enabled us to generate a complete risk profile for the given tanker corresponding to a
specific route. It is interesting to note that even if the analysis is conducted using the
average size of 3,181 tonnes for major spills, we would still be on the conservative side as
around 75% of the spills in this category resulted in less than the average size (Figure
2-9). It is also possible to deduce that around 20% of the episodes will result in at least
5000 tonnes of oil spilled.

Location is an important element in estimating the cost of oil spills since the cleanup,
environmental, social and economic costs are dissimilar around the world [45]. For us,
Marsden Squares locations on a route (i.e., its proximity to one of the defined regions of

the world) will help determine the appropriate cost.
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Figure 2-9: Cumulative Probability of a Major Spill Size

2.4.4  Spill-Cost Estimation
One of the earliest works on spill-cost estimation can be found in Grigalunas et al.[25],
who developed a model that could relatively accurately estimate the required data for the
Gulf of Mexico. The relative effectiveness of the above work in a localized setting could
not be replicated in other settings, since it required customized treatment of each area and
availability of good corresponding data. At the other extreme are models that have been
developed for larger geographical settings that are not accurate enough, in part due to the

and hical di and data

from

, which in turn using simpli cost estimates. Our objective in
this section is not to outline a new estimation technique, but to make use of the four
popular spill-cost estimation models published in the literature over the past decade. In
general, the four models can be broadly divided into linear and non-linear regression

types.



The only linear model is by Etkin [45], which estimates cleanup cost by incorporating
factors such as oil-type, spill-size, spill location, spill strategy, and distance from
shoreline. It has limited use in that it fails to capture the non-linear relationship between
spill-size and per unit spill cleanup cost; besides it also does not estimate the total cost.
On the other hand, the works of Psarros et al. [53], Yamada [51] and Kontovas et al. [52]
belong to the non-linear category, wherein a regression model is used to estimate fotal
cost based only on spill sizes. Clearly all three approaches consider the non-linear
relationship between spill size and per unit spill cost. Unfortunately none of the three is
versatile enough to capture attributes such as location, oil-type, and cleanup strategy
employed. Although the total cost expressions from the three non-linear works can be
straightforwardly adapted to generate equivalent expressions for equation (4-1), we need
to introduce some terms in support of the work in Etkin [45]. The modified expressions
for the four models are depicted in Table 2-1.

The cleanup cost elements driving Etkin’s [45] model are: SLO (shoreline oiling); OT (oil
type); CLS (cleanup strategy); and, SS (spill size). These modifiers can result in different
models depending on the problem instance. For example, if one is interested in the most
expensive cleanup strategy with shoreline oiling, and moderate spill size, the cleanup cost
expression is: AC; =(a0.31+(1-a)0.25)C; xOT where a = 1 if location is near a shoreline,
otherwise a = 1. Expressions for other scenarios can be generated similarly. The

modified expressions for the three non-linear instances have been generated by adapting
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the suggested total cost expression in the three reference works, suitable for use with

equation (4-2).

Risk, = p/' (8" AC" )+ p[ (ST ACT)
where: AC] = 2.5C; x(SLOx OT xCLS x SS,)
 Psarros etal (53] | Risk, = (pf' x(51)"7 + p x(S7)* T x61150.

Yamada[51] Risk, = {p)' x(8")"“" + p x(S7)"“" } 38735
Kontovas etal(32] | Risk = (7 X(8/)" = pr x(67) =1 x514%2
Table 2-1: Modified Spill-Cost Expressions

Etkin[44,45]

2.5 A Realistic Problem Instance

In this section, we make use of the methodology developed earlier to study a problem

instance, which is then further analyzed to provide managerial insights.

2.5.1 Solving the Problem Instance

The assessment methodology developed earlier is applied to a realistic size problem
instance involving delivery of light-crude oil from a supply point in the Persian Gulf to
the demand location in the Gulf of Mexico (Figure 2-6). There are two routes between
the supply-demand locations, one through the Suez Canal and the other via the Cape of
Good Hope referred to as the North and South route, respectively. The customer has
placed a demand for 260,000 tonnes of light-crude oil, and the supplier has to dispatch a
VLCC tanker that has an average speed of 15 knots. The other details for the two routes

are presented in Table 2-I1.
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North South
‘Number of Marsden Squares 18
Distance (nautical milcs) 9421 12096
Travel Time @ 15 knots | 26 days, 4 hrs. | 33 days, 13.5 hs.
Table 2-I1: Attributes for the Two Routes

Since the flow densities in Figure 2-6 were for a range, it seems reasonable to estimate
the number of tanker voyages through a Marsden Square for more than just a single value.
Hence, for each of the six flow densities, the number of tankers used was estimated for
minimum, mid-point, and the maximum values of the given range, which were then used
to estimate the required accident probabilities. The probability estimates (related to both
major and minor spills) are presented in Table 2-I1T (North Route) and Table 2-IV (South

Route), and then provide corresponding risk numbers in Table 2-V.

Flow  With - Min

Type Shoreline >1'% | pm

6 Yes 103 | 2.18E-02

6 Yes 67 2.18E-02

2 Yes 68 1.19E-01

2 Yes 105 | LISE-01

2 Yes 141 1.19E-01 ) . 76E-
2 Yes 142 1.19E-01 ~ 7.21E-03 | 7.95E-02 4.81E-03
2 Yes 143 1.19E-01  5.07E-03 | 7.95E-02 3.38E-03
2 Yes 144 1| 1.19E-01" 5.63E-04' | 7.95E-02 " 3.76E-04
2 Yes 109 1.19E-01  5.29E-03 | 7.95E-02 3.54E-03
3 Yes 1107 | 2.77E-01" 6.85E-03 | 9.17E-02 " 2.27E-03
3 No 111 2.77E-01  0.00E+00 | 9.17E-02  0.00E+00
3 No 1127 | 2.77E-01 " 0.00E+00 | 9.17E-02  0.00E+00
3 No 113 | 2.77E-01 0.00E+00 | 9.17E-02  0.00E+00
i} No 114 | 2.77E-01  0.00E+00 | 9.17E-02  0.00E+00
3 No 115 | 2.77E-01  0.00E+00 | 9.17E-02  0.00E+00
3 Yes 116 |2.77E-01 5.82E-02 | 9.17E-02  1.93E-02
4 Yes 81 291E-02  1.02E-03 | 2.33E-02  8.12E-04
4 Yes 82 [ 291E-02 " 581E-03 | 233E-02  4.65E-03'|

Table 2-I1I: Attributes for Mid-Point Value for the North Route
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South Route
Flow  win T Vi Mid-Point
Type Shorcline Square | pr  pM R E
6 Yes 103 | 2.18E-02 5.07E-03 | 2.18E-02 5.07E-03
6 Yes! 67| 2.18B:027 376E-05 | 2.18E-02" 37605
2 No 31 5.28E-03  0.00E+00 | 3.53E-03 0.00E+00
2 No 330 |528E:030.00E+00 | 3.53E:03  0.00E+00
2 Yes 387 | 5.28E-03 0.00E+00 | 3.53E-03 0.00E+00
2 Yes 404 | 5.28E-03 0.00E+00 | 3.53E-03  0.00E+00 | 2.¢
4 Yes 440 | 491E-02 0.00E+00 | 3.92E-02 0.00E+00 | 3.
4 Yes 441 |491E-02" 6.20E:04'| 3.92E-02" 4.96E-04 |
2 Yes 442 | 528E-03 1.24E-03 | 3.53E-03 8.27E-04
2 No 443 |’528B:03 0.00E+00 | 3.53E-03" 0.00E+00 | 2.
2 No 372 5.28E-03  0.00E+00 | 3.53E-03 0.00E+00 | 2.64E-03 0.00E+00
2 No 337 |’528B-030.00B+00 | 3.53E-03  0.00E+00 | 2.64E-03 " 0.00E+00
2 No 302 5.28E-03  0.00E+00 | 3.53E-03 0.00E+00 | 2.64E-03 0.00E+00
TG 4 [’528B-03 0.00B+00 | 3.53E-03  0.00E400 | 2.64E-03 " 0.00E+00
2 No 5 5.28E-03  0.00E+00 | 3.53E-03 . 64E. 0.00E+00
2 No 42 [’528-03 0.00E+00 | 3.53E-03 0.00E+00 | 2.64E-03 0.00E+00
4 Yes 43 4.91E-02 2.31E-03 | 3.92E-02 1.85E-03 | 3.27E-02 1.54E-03
4 Yes 44 491E-02  1.75E-03 | 3.92E-02 1.40E-03 | 3.27E-02  1.17E-03
4 Yes 81 4.91E-02 1.02E-03 | 3.92E-02 8.12E-04 | 3.27E-02 6.77E-04
4 Yes 8 |491B:02" S8IE-03 | 3.92E-02 4.65E-03 | 327E-027 3.87E03

Table 2-IV: Attributes for Mid-Point Value for the South Route
Four Marsden Squares are common to both routes, and while the route through the Suez

Canal traverses eighteen, the South route crosses twenty. The accident probabilities
resulting in major or minor spills were computed as described in the Section 2.4.1. For
example, the probability of an accident resulting in a major spill in square number 103
(i.e., at the intersection of 60 degrees longitude and 30 degrees latitude in Figure 2-5) is
calculated by: dividing the total number of accidents during the indicated period from
1974-2010 (viz. 135) by the total number of tanker voyages over the same period (viz.
26607), which results in 0.00507. On the other hand, the probability associated with
minor spill is estimated by counting the total number of major accidents on North route
with flow density of type six (i.e., 136), which is then divided by the total number of

voyages through the given square, and prorated to adhere to the historical split of tanker
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accidents resulting in major and minor spills (i.e., 81% and 19%, respectively) to yield
0.0218. As indicated earlier, relevant probabilities for the two extreme flow densities can
be estimated similarly. It is important to note that six of the eighteen Marsden Squares on
the North route, and twelve of the twenty on the South route did not witness any tanker
accident resulting in major spill. On the other hand, the remaining twelve squares on the
North route appear to be riskier than the remaining eight on the South route, which could

be relevant in the determination of cost of spill.

As indicated earlier, we made use of the cost of spill models proposed in the literature to
estimate risk (in dollars) for the two routes. Note that Etkin’s [45] model requires
information on oil-type, location, shoreline distance and the cleanup strategy, in addition
to the spill size, and hence we introduce the relevant parameters. Since we are dealing
with light-crude oil, a correction factor of -62%xC; and the most expensive cleanup
strategy is assumed, and we note that other scenarios can be generated similarly.
Modified spill-cost expressions from Table 2-I, together with route attributes from Table
2-111, were used to estimate the route risk (Table 2-V). For each resulting dollar risk
value, minor spill size (s]') was 7 tonnes, whereas major spill size (s}") assumed two
distinct values: 3181 tonnes based on the historical database; and, 260,000 tonnes
implying total loss from the VLCC tanker. Hence, for each of the two major spill values,
Table 2-V depicts the results generated from using the four spill-cost models, on each of

the two routes, for the three distinct flow-densities.
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¢ Mg North Route South Route
Models 8" Size T M T T ™M T
Etkin A | 23352 09248 06106 | 02520 02023 0.1697
TL | 177.850 707110 46.7910 | 19.4530 15,6300 13.1120
Kontovasetal. | A | 25193 11970 0.8528 | 0.4106 03442 03019
TL | 47.7460 23.0730 " 16.6060 | 8.1163 89" 6.0862
Yamada A | 12330 05822 04132 | 0.1978 0.165]  0.1443
TL | 156070 7.5350 54202 | 2.6469" 122420 19827
Psarros et al. A 1.8022  0.8498  0.6026 | 0.2881 0.2402  0.2099
TL [ 21.0820 10.1750 73185 | 35731 3.0260 26757
Table 2-V: Risk (Millions of Dollars) on the Two Routes’

For any given model, we notice that the risk value for the North route, which goes
through the Suez Canal, is considerably higher than that for the South route that is 2675
nautical miles longer. Other factors being constant, longer route would have resulted in
higher risk, but not in this instance since, as indicated earlier, the links with non-zero
probability of accident with major spills on the North route is much riskier than the links
with similar attributes on the South route. This is an important observation since
decisions based purely on cost could result in much higher expected damage and/or
cleanup cost. On the other hand, the route through the Cape of Good Hope would be
preferred by a risk-averse decision maker, only if the expected decrease in insurance
premium offsets the increase in operational cost including higher in-transit inventory cost.
In addition, the outlined methodological steps enable a better understanding of the
inherent risk, which could be pertinent for ascertaining the incremental impact on

insurance premiums for the given routes.

* L: minimum value for the given range; M: mid-point of the given range; Us maximum value of the given
range.
* 4: average major spill size; 7L: total loss of cargo, i.e., 260,000 tonnes.
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It is interesting to note that the risk numbers for L and U are counterintuitive in Table
2-V. This is because the probability of a tanker accident resulting in major spill in
equation (4-3) depends on the number of tanker voyages through a Marsden Square.
Note that the number will be larger for U, since it refers to the upper limit of the given
flow-density, which in turn will lower p;" thereby impacting the final Z and U numbers.
This is not a limitation of the proposed approach but a commentary on the recordkeeping,
and also underlines the need to maintain un-aggregated data at a much finer level. If
more detailed network wide data is available, the quality and accuracy of the analysis

would be enhanced.

252 Comparing the Spill-Cost Models
As indicated earlier the three non-linear models only require spill size as input, and hence
the risk values are rather consistent with the size of spill. For both sizes in the major
category, Yamada [51] provides the lowest estimates amongst the non-linear models,
while Kontovas et al. [52] results in the highest risk values with Psarros et al. [53] within
the two. The results become more interesting once Etkin [45] comes into play, since this
linear representation to estimate spill-cost intersects the non-linear models at different
spill sizes. It is clear from Table 2-V that Etkin [45] will result in the second most
expensive risk value for an average size scenario, and the most expensive for the total loss

scenario for the major spill category.



In an effort to further investigate how each of the four models behaves when the size of
spill changes, we varied the size of the major spill from 7 tonnes to the total loss value (in
contrast to two distinct values earlier). Figure 2-10 and Figure 2-11 depict risk versus
spill size curves; the results are for the North and the South routes based on mid-range oil
flow densities respectively. For the entire range of spill sizes, and at a higher level, it
may appear that the behavior of the four models is rather consistent i.e. with Etkin [45]
being the most expensive and Yamada [51] the most inexpensive Figure 2-10/Figure 2-11

(Top), but other plots (Figure 2-10/Figure 2-11 (Bottom)) contradict such a deduction.

For a spill size less than 20,000 tonnes related to South Route, the linear model of Etkin
[45] intersects with the three non-linear models. Since the cleanup cost estimate provided
by Etkin [45] depends on other factors besides the spill size, the following numbers are
specific to the South route ~though general deductions also hold for the North route,
except that the intersection points vary. Etkin [45] provides the lowest risk values as long
as the spill size is (approximately) lower than 2000 tonnes and 1200 Tonnes for the South
and North Routes respectively; in contrast these values are the highest beyond
(approximately) 16000 tonnes and 6200 Tonnes respectively for the two routes. Using
Yamada [51] will yield the lowest risk values, while Kontovas et al. [52] the highest risk
for other spill sizes. Although the approximate points of indifferences for the North and
South Routes are different, exactly the same models intersected to generate the two
points, and their relative positions were consistent. It is important to mention that

although Figure 2-10 depicts the behavior of the four models by making use of mid-point
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value for a given flow-density type, exactly similar behavior was noticed using both the
minimum and maximum flow densities (as shown in Figure 2-12 and Figure 2-13
respectively).

It should be clear that we are not advocating for one model over the others, but merely
observing that since Psarros et al. [53] builds on the work of Yamada [51], it was able to
integrate additional data points, which in turn enabled them to fine-tune the model and the

requisite parameters.

To sum up, both the spill-cost model and the spill-size are crucial, which in turn depends
on the nature of the problem and the data availability. While Etkin [45] can be critiqued
for not capturing the non-linear dimensions of an oil spill, it is the only model that
incorporates not just the spill size but also a number of other pertinent elements (viz.
location, distance to shoreline, cleanup strategy) that are missing in the three non-linear
models; furthermore, it is calibrated on the most elaborate database amongst all.
Secondly, the risk value resulting from each model depends on the size of the oil spill,
and will be useful only if such information is recorded at a much finer level and with a
higher precision. In light of the above, it is difficult to contend that a single model may
be enough. At the very least Etkin [45] should be used together with one of the three
non-linear models, perhaps Psarros et al. [53] since their estimates would be contained

within the range collectively defined by Yamada [$1] and Kontovas et al. [52].
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2.6 Conclusion

In this work, we have outlined an for estimating risk from

intercontinental transportation of crude oil. The expected consequence approach for

assessing oil-tanker risk required in d ining accident ilities and

on various links of a given route. In an effort to not be bogged down by the dearth of
quality of data and work with the available global coarse data, a novel technique to
approximately estimate probability of tanker accidents on different links has been
presented, which is then used with the existing spill-cost models in the literature to
determine the appropriate risk numbers. Subsequently the methodology was used to
study and analyze a realistic size problem instance involving maritime transportation of

crude oil from the Persian Gulf to the Gulf of Mexico.

For a given route, the risk associated with oil spill depends on both the density of traffic
and the cleanup costs in different regions along the given route. This observation has a
two-fold implication: first, risk-averse decision makers will not necessarily choose the
shortest (or cheapest) paths; and second, an understanding of the inherent route risk could
potentially facilitate oil-tanker operators negotiating insurance premiums with the not-for-

profit P&I clubs. Furthermore, route risk should be given consideration together with

I cost and the i ints in ping routing plans for tankers,
since they indirectly impact the bottom line of the firm. None of the four spill-cost

estimation models presented in the literature is cnough by itself, and at the very least the
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sole linear model should be used together with one of the three non-linear models to
improve the estimation caliber. Finally, the predictive ability of the indicated approach
will improve significantly, if it is tested on good and detailed data.

This work can be extended in a number of ways: first, development of an analytical
approach that takes into consideration both the cost and risk aspect in routing and

scheduling crude-oil tankers; second, development of a methodology that attempts to

other pertinent i i such as piracy; and third, development of a

framework involving multi-product delivery scenario.
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3 A Periodic Requirement Scheduling Approach to Maritime

Transportation of Crude Oil

This chapter is based on a paper, under revise-and resubmit, to the European Journal of
Operational Research

co-authored by
Dr. Manish Verma & Dr. David Tulett, Associate Professors,
Faculty of Business, Memorial University of Newfoundland

Abstract:

Maritime transportation, the primary mode of global oil supply, is conducted via a fleet of very
large crude oil tankers. Efficient scheduling of these tankers, which hold huge inventory and cost
thousands of dollars per day, is challenging because the managerial problem involves using a fleet
of non-stationary vesscls to satisfy a stream of new demands, and updating of earlier orders. To

solve this problem, we propose a periodic requirement scheduling approach that exploits both the

natural demand structure and resource istics. A mixed-integ

and time-dependent periodic planning are developed and tested on realistic-size problem
instances. It was noticed that the solution time was dependent on the starting position of tankers,
the number of tankers at the supply sources, and their time to availability since each could
potentially impact the search space. Introduction of supply and port-capacity quotas adversely
impacted both the solution quality and computing time. Finally, a time-based decomposition
technique —for larger problem instances— is outlined and tested on random problems to illustrate

reductions in ing time for marginally worse-off solutions.




3.1 Introduction

Marine transportation, the primary mode of global trade, moves over two billion tons of

oil every year [1]. This marine ion network ises of inland ays to
deep-sea shipping links that makes use of well over nine thousand vessels (2500 gross
tonnage) [2]; whereas the bulk of the global crude oil trade is carried out using the long-
haul Very Large and Ultra Large Crude Carriers (i.e. VLCC and ULCC). Around 500
such tankers are in service globally, each of which costs tens of thousands of dollars a day
in operating cost and can hold huge in-transit inventory. Conceivably, an efficient
delivery schedule would not only translate into better utilization of these very expensive

assets, but also result in significant economic benefits.

Scheduling research in maritime transportation has attracted relatively less attention as
compared to other modes of transportation [3], although crude oil transportation has been
arelatively popular research area within [4]. This dearth of attention is attributed to
factors such as a lack of structured planning, a need for customized solutions, etc.
(extensive discussions on these issues, in the general maritime transportation context, are
presented in Ronen [5,6] and Christiansen et al. [3,7]). In the context of oil
transportation, one of the earliest works is by McKay & Hartley [8] who presented an
integer programming model for an oil tanker scheduling problem, developed for the US
Defense Fuel Supply Center and Military Sea Lift Command, which minimized the cost

of operations and fuel purchases at loading ports. Brown et al., [9], in an influential work,
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proposed an optimization model to solve the routing and scheduling problem faced by a
major oil company, which controlled a fleet of several dozen crude oil tankers of similar
sizes (i.e. a homogeneous fleet). This study focused on crude oil shipments from the
Middle East to Europe and North America, and endeavored to determine the schedule for
a given set of cargoes specified by quantity, ports (loading and discharging), and dates
(loading and delivery). To deal with the computational complexity, the problem was
modeled as an elastic (allowing violation of some constraints with a penalty) set
partitioning problem that determines a feasible mix of complete schedules of individual
tankers, which are obtained through a column generation technique. The aforementioned
problem, also faced by Chevron Shipping Company (CSC), was investigated in the two
subsequent works. That is, Perakis and Bremer [10] who proposed an integer

for scheduling crude oil tankers, and Bremer and Perakis [11],

who outlined the algorithmic details and computer implementation of the same model.
Their developed program generated feasible schedules for each vessel and then made use
of an integer program to determine the overall optimal schedule; the model was
subsequently tested on a realistic scheduling problem instance faced by CSC. Similarly,
Bausch et al., [12] developed a decision support system, driven by a mathematical
programming model, which could be used daily to schedule the dispatch of liquid bulk
products by ships and barges amongst plants, bulk distribution terminals and industrial

customers. In contrast, Sherali et al. [13] proposed a mixed-integer programming

approach to study the ing of a h fleet of p ized ships that
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could be used to transport a set of non-mixing cargoes i.e. crude oil and petroleum
products. The resulting mathematical formulation was rather complex, and hence an
alternate aggregate model was developed and solved using a specialized rolling horizon
heuristic. In a recent work, Kobayashi and Kubo [14] studied the oil transportation
problem in a tramp setting, i.e. a shipping company contracted to deliver a set of cargoes.
The mathematical program, involving local transportation of numerous petroleum
products, was decomposed into two set partitioning problems of cargo pairing and tanker
routing, which were then solved using a column generation framework. In another
standalone work, Kobayashi [15] addressed a similar problem in a more strategic setting —
i.e. having a long term plan with multiple stages — and proposed an approximate dynamic

programming approach to solve the problem.

All of the above studies assume a given set of cargoes for which delivery schedules have
to be made. More specifically, they are based on specifications including cargo size,
pickup and delivery locations, and delivery time windows. This may not be the best
approach for two reasons. First, given the nature of crude oil supply, several shipments
are generally needed to fulfill a customer’s requirement in a limited time frame, and thus
exactness of a particular delivery becomes less critical [9]. Second, large stocks of buffer
are maintained at customer locations which further underscores the need to not strictly

specify the size of the cargo. Thus, we contend that by matching the actual structure of

demand to the available resources, one can not only ensure better utilization of assets (i.c.
tankers) but also generate more efficient schedules. This is because the demand for crude
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oil is periodically assessed by customers (i.e. refineries), and then a requirement plan
spanning up to three months is laid out [9]. Note that the requirement plan, broken down
by weekly or monthly time-periods, accounts for external and internal factors likely to
impact the refineries [16,17]. For a crude oil supplier that owns and operates a fleet of oil
tankers, the periodic demand of a number of refineries serviced through a single port can
be consolidated into a single periodic requirement schedule for that area. To aid such
decision making, we propose a scheduling framework (viz. Periodic Requirement
Scheduling or PRS), that incorporates such natural demand structure into the scheduling
model, which in turn will generate appropriate delivery schedules for the given set of
cargoes.

It is important to note that the proposed approach is a special case of the industrial ship
scheduling problem as described in Christiansen et al. [3,7], and rather distinct from the
inventory routing problems (IRP) discussed in Christiansen [3,7] and Furman et al. [18],
which is also referred to in Hennig et al. [4]. This is because we are considering the case
of an oil producing and transporting company that (owns and) operates a fleet of crude oil
tankers with heterogeneous attributes, and has to meet demand for a single grade of crude

oil from iodically over a pre-defined planning horizon.

Furthermore, there are time-window constraints only at the delivery locations and that
loading from multiple points or unloading at multiple locations is not permitted. This
implies that unlike the typical IRP wherein delivery sizes and frequencies are based on

duction and ion facilities, while

inventory levels and other ints at both
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(un)loading from multiple sites, the proposed approach only attempts to match the
demand structure to the available fleet characteristics such that periodic deliveries, over
the given planning horizon, are made within specified time-windows at minimum cost.
To that end, a mixed-integer programming model is proposed for the general case of the
problem, and then we briefly discuss three special cases to account for different
restrictions (quotas) at the supply points. In an effort to capture the incessant nature of oil
supply problem (i.e. receipt of new orders and/or adjustments to the current orders
resulting in alterations in tanker slates), we propose two distinct time-dependent periodic
planning (TDP) solution methodologies, which together with the optimization program
are used to solve realistic size problem instances. Finally, our observation regarding
inherent complexity, leading to intractability for some large size problems, motivated the

of a time-based d ition heuristic that has exhibited promising results

in terms of reasonable computing time and solution quality. Note that the heuristic also

has a rolling horizon nature, however, di i itself signi. ly in i

details as compared to the TDP methodologies.

The rest of the paper is organized as follows: section 3.2 provides a brief description of
the problem, followed by the discussion on the mathematical model and the solution

methods in section 3.3. Section 3.4 discusses the realistic size problem instance and the
solution, outlines three special cases of the problem, and then provides some managerial

insights. Section 3.5 makes use of an illustrative example to demonstrate the
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effectiveness of the proposed decomposition heuristic, while conclusions are contained in

section 3.6.

3.2 Problem Description

In this section, we briefly discuss the managerial problem of interest, and then outline the

basic modeling assumptions.

At a higher level, the managerial problem entails determining crude oil tanker schedules

such that customer demands across i periods, that

define a planning horizon, are met at minimum cost. This is a realistic problem faced by
most crude oil companies such as Chevron, Kuwait Petroleum Corporation, etc., which
make use of a combination of owned and chartered crude oil tankers on an existing
network of routes (arcs) between their supply sources and demand locations. Hence, the
objective is to minimize the total cost of deliveries over the pre-defined planning horizon
composed of a number of requirement periods, while satisfying customer demand without
violating capacity and policy restrictions.

To make this more explicit, assume customer locations (i.e. d) with different periodic
demands (i.e. O, ), that are to be served by a supplier through available supply sources s;
(Figure 3-1). The given planning horizon could be decomposed into a number of
requirement periods at the customer locations, wherein each period could be either a week
or a month as dictated by the scope of the problem. For example, in Figure 3-1 both

demand locations have two requirement periods within the pre-defined planning horizon
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with requirements cycling over the two time-periods. In the crude oil industry, a typical

planning horizon as ined by the availability of new i ion could be up to
three months in length [9]. Examples of such demand structure can be found on the U.S.
Energy Information Administration website (http://www.cia.doe.gov), which presents
detailed weekly/monthly regional crude imports and forecast data, by both locations and
products. The said demand information is received by the crude oil supplier at time 7,
who then needs to develop a schedule for its fleet such that specified cargo deliveries
could be made within a requirement period. Now given the pervasive nature of crude oil
transportation, it is important to note that not all tankers are available at the supply ports.
Some tankers may be en-route to/from demand locations (i.e. anywhere in the network),
and hence in some instances the crude oil supplier may have to enter the spot market to

engage additional tankers.

Planning horizon
9
Y - K "
= TS T T T R PP LT
4 s Pl
ST TG T T TN T T T T T T T

Time
Figure 3-1: Crude Oil Periodic Requirement

It should be clear that this is a rather complicated problem, since the time until these
tankers become available for loading depends on their locations in the network at the end

of the previous schedule. We refer to those locations as artificial origins, which are
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indicated by hollow (grey circles) nodes in Figure 3-1. For example, ¢ is the time when

the first vessel becomes available for usage at the artificial origin indicated by the first

demand point d;. The decisions ding tanker is further

because of the capacity considerations at the supply ports on any given day (represented

by small grey boxes) or supplier quota restrictions. In an effort to address such problems,
we propose an approach that: considers the periodic scheduling of maritime transportation
of crude oil; proposes two time-dependent rolling horizon solution schemes; and, exploits

the natural demand structure and resource characteristics.

Before outlining the mathematical program in the next section, we list the six assumptions
pertinent to the managerial problem outlined above: first, demand requirements
(assuming a single grade of oil) for a specific planning horizon are known before the start
of the respective planning horizon; second, all relevant costs to operate a tanker such as
fuel, idling, etc., are known; third, every tanker picks up its cargo from a single supply
source and delivers the entire shipment to a single demand location; fourth, no return
cargoes are allowed (since crude carriers do not carry petroleum products due to
corrosion problem); fifih, a heterogeneous fleet of owned and long-term time chartered
VLCC/ULCC is assumed, which go either to the ports capable of receiving them or to the
lightering zones (open sea areas near port where oil is offloaded to smaller vessels for
delivery to respective ports); and sixth, tankers are allowed to start anywhere in the

network (i.e. we can assume the so-called artificial origins).
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3.3 Analytical Framework

In this section, we first outline the periodic requirement model and then discuss the time-
dependent periodic planning solution methodologies, which together constitute the

“Periodic Requirement Scheduling” or PRS Approach.

3.3.1 Periodic Requirement Model

Before outlining the mathematical program, we define two terms that are integral to the
formulation: First, a frip comprises of a loaded-leg and an empty return-leg. It should be
evident that a tanker can make a number of trips during a planning horizon, and hence we
introduce an index j to keep track. In addition, we introduce 7 to denote the maximum
number of trips for any tanker v, which in turn is a function of the length of the planning
horizon, and the quickest (shortest) trip tanker v can make between pairs of supply-
demand ports. We provide estimation details in section 3.4.1. Second, a partial-trip can
indicate either a loaded-leg or an empty return-leg. This is important, since the last actual

trip of a tanker in any requirement period would only be a loaded-leg, but in order to use

the tanker for we assume the cor ding d d-point to be
the location where the tanker becomes available for the next planning period (i.e.
artificial origin). Note that, if an empty return-leg is the last trip in a period, then the

tanker is available at the supply point. Finally, we observe that all the fime related

are continuous and ined based on average speed. This implies that

although delivery times and planning horizons may be defined as a multiple of days by
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the decision makers (as in Furman et al., [18]), the model is robust enough to consider

both continuous and discrete expressions of time.

Sets and Indices:

v Set of available tankers or vessels, indexed by v
S: Setof available supply points, indexed by s

D: Set of demand points, indexed by d

A: Set of artificial origins, indexed by a

K- Number of periods on the supply side, indexed by k. This is equal to days in

planning horizon P

I: Number of requirement periods at a customer location, indexed by i
j: Trip number index
Variables:

1 if vessel v, on a loaded-leg of trip j, travels from s to d
X, =
! 0 otherwise

,[1 ifvessel v, onareturn-leg of trip j, travels from d to s
Fu= 0 otherwise

i, =

{I if vessel v, on trip j, delivers to a customer location d in period i
I

0 otherwise
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. [1 ifvessel v, during trip 0, travels from a to s
Yras 0 otherwise

1 if vessel v, starts its loaded leg at s, on k" day of trip
0 otherwise

b: Waiting /Idling time of vessel v (at supply point) before starting trip j

Time until vessel v starts loaded-leg on trip j

Time until vessel v finishes loaded-leg on trip j

Parameters:

Quantity of crude oil demanded at a customer location d during requirement

period i (e.g. a week)

The cargo carrying capacity of vessel v

P: Planning horizon

ALW,: Percentage all on periodic requi atd’®
C(S), : Available port capacity (in tonnes/day) at s on the k" day of the planning horizon

7.0 Percentage distribution quota amongst supply ports ®

* Allows contractual flexibility on actual periodic requirements by a customer. See Sherali et al. [13] for
example of such a practice.
© This depicts periodic supply quotas imposed on any specific supply port due to, for instance, policy or
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c

wa t

1(E)‘,‘ :

(L),

Cost to move vessel v, on a loaded-leg from a supply point s to a demand point d

Cost to move vessel v, on a return-leg from a demand point d to a supply point s

Cost to move vessel v, from its artificial origin a to a supply point s

Idling cost per unit time of vessel v

Time needed by vessel v to travel from s to d

Time needed by vessel v to travel from d to s

Time needed by vessel v to travel from a to s

Time until a vessel is available for service at its artificial origin

Time needed to load vessel v

Time needed to unload vessel v

Earliest delivery time at d in period i

Latest delivery time at d in period i

Maximum number of allowable trips in a planning horizon

upstream network restrictions. See section 4.1 for an example of this scenario.
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(PBM) is a PRS Based Mixed-i i ion, where the objective
function represents the total cost of operations resulting from all the trips made by crude
ol tankers over the planning horizon. Note that (4-1) includes the cost of all loaded and
return-legs, the cost for traveling from artificial origins to supply points, and the cost of
idling at supply points. It may be evident that given the capital intensive nature of the
operation and the goal of matching demand structure to fleet characteristics, one would
expect most of the oil tankers to travel full and some almost full, which could result in
some difference between estimated and actual costs. For expositional reasons, constraints
(4-2) to (4-20) are divided into four categories i.c. demand fulfillment, delivery window,
structural and supply related constraints.

Constraints (4-2) ensure that the total committed delivery capacity to location d in period
i equals or exceeds the requirement. A common practice in crude oil supply contracts is
to allow a range within which actual quantity can be delivered [13]. The specified
percentage allowance, 4LW,, in fact facilitates better utilization of tanker capacities since

the actual total delivery amount need not be exactly equal to the periodic requirement.

Constraints (4-3) — (4-5) concern delivery time windows and associated variables.
Constraints (4-3) ensure that vessel v on trip j can make delivery at demand location d in
period i, if and only if, the vessel visits the specific customer on that trip (i.e. X, =1), and
does it within the allowed time-window, i.e. the condition

wl, =1|x, =1 & f/ €[t(E),1(L),] is met. Constraints (4-4) estimate the time until
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vessel v is available at demand point d during the first trip, whereas constraints (4-5)
indicate vessel availability for all other used trips. Please note that we have defined ras
the maximum allowable trips during a planning horizon, which bounds the actual number

of used trips. Assuming 7 to be the last used trip by vessel v, then for the remaining
unused trips, (4-5) yield /7" = f7 ¥1<0<(z-7).

Constraints (4-6) — (4-13) enforce the structural integrity of the problem. Constraints
(4-6) ensure that vessel v on trip j makes a single delivery of the entire cargo, while (4-7)
ensures that vessel v has to arrive at s before it can leave for d on the very first trip.
Constraints (4-8) say that vessels with an artificial origin at a demand point at the
beginning of a planning horizon, and not scheduled to make a delivery in the current plan,
should return to a supply port. This is important since it would be unrealistic to keep such
vessels stationed at a demand point. It is also pertinent to note that since it is unrealistic
to let the tankers wait at different locations when not in use, it is necessary to use the
concepts of “artificial origin” and “partial trips”. To that end, constraints (4-9) ensure
that vessels leaving s during loaded-leg of trip j (= 2) can do so only if these vessels had
return-leg to s during trip j-1. Similarly, constraints (4-10) ensure that a vessel during a
trip,/ leaves on return-leg from the same demand point d, that it had reached during this

trip. Constraints (4-11) and (4-12) ensure that at most one loaded-leg and one return-leg

are assigned per trip, respectively. For unused trips X}, & )/ are set to zero. Finally,
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constraints (4-13) ensure that trip j for a vessel is utilized only if trip j -1 has already been
utilized.
Constraints (4-14) — (4-18) enforce port capacity (in tonnes/day). Constraints (4-14) make

sure that z), is set to 1, when a delivery is undertaken by a vessel v from a supply point s

during trip / (i.c. for some ), =1), and the corresponding assignment in terms of

available port capacity is for in ints (4-15). While ints (4-16)

indicate the time a vessel can make itself available for service at a supply point in

preparation for the next trip (i =1|x/,=1& e/ e[k -1,k]), the time until that loaded-

leg can start is determined using constraints (4-17) and (4-18). In an effort to capture
quantity distribution amongst competing supply points within a jurisdiction, we introduce
constraints (4-19). This could be mandated because of political, economic, or upstream

supply network restrictions. Finally, constraints (4-20) depict the sign restriction

constraints.

3.3.2  Solution Methodology

Although schedules are generated for a specific time horizon, crude oil transportation is
pervasive, and hence scheduling for any planning horizon cannot be done in isolation
since it will depend on the events of the preceding planning period. In addition, order

based on new it ion often results in ions in the cargo slate of a

vessel. Inan effort to capture these two attributes, we propose two time-dependent

periodic planning (TDP) schemes to solve (PBM) for the two given situations. Both
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schemes make use of a deterministic rolling-horizon setting, wherein the decision-maker
makes use of the new information to plan and/or update delivery operations. In other
words, the planning horizon is rolled over again and again as new information becomes
available. Recent examples of this approach include Al-Khayyal and Hwang [19], who

developed an inventory routing and model in multi dity bulk shipping,

fora

and Rakke et al. [20], who ped a rolling-horizon solution
liquefied natural gas inventory routing problem.

We first define each schedule and the start time in a sequence of time-dependent
schedules, such that Schedule, will start at ,, and depends on Schedule,.; which starts at
1. Note that 7,.; < ,, otherwise two schedules can be merged and solved as a single
problem. For example, in Figure 3-2, Schedule; precedes Schedules, and the artificial
origins for the three vessels in the latter schedule are their terminating positions in the
former schedule. The dashed line scheme indicates the movement of the three vessels,
supply and demand locations are represented by s and d respectively, and the element of

time extends across the two schedules. Next, we outline the two solution schemes.
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\ Planning horizon of Schedule,

Time

Planning horizon of Schedule;

Q)+ Artificial origin

£ Time until a ship is @
available for service at an
artificial or

Figure 3-2: Time Dependent Schedules
3.3.2.1 TDPI: No Schedule Change Allowed

This scheme is intended to solve the problem instance depicted in Figure 3-2, where the

ility of new periodic requi during the current schedule does not impact the
rest of the schedule, and the new schedule is initialized based on the final vessel
availabilities posed by the current schedule. Such a situation arises when any flexibility
or adjustment in a schedule is not allowed. Figure 3-3 outlines different steps of the
resulting algorithm. Please note that a backward arrow (i.e. <) on a variable or
parameter indicates association with the previous schedule, a forward arrow (i.e. =)
denotes carrying the partial set forward to the new schedule, and no arrow indicates

elements of the new schedule.
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1. n < New planning horizon index;
2.IFn=1;

SET parameters (cost, time, demand & supply: as listed in Section 3.3.1) for

Schedule;

GENERATE & SOLVE PBM (using a solver like CPLEX) to find Scheduley;

ELSE GOTO 3;
3. // Initializing model for Schedule,-.;
/Mnitializing vessels’ artificial origin and time to availability;
77 «Set of vessels used in Schedule,, carrying forward to Schedule,;
3.1 // Determining new artificial origins for the vessels in V;
A « ¢ // Starting with a null set;
/1 Artificial origin is the end point of a vessel v in Schedule, ;;
d Max(j| 5., =1)
§opL=lE,=0
A« Uta,}; lappending all new artificial origins in set A;

32 a= Vvel,deD,ses;

3.3 // Determining £, relative to r,;

+Max(f)-m, ®,=1 I
(M), K Vvel,deD,se§;
0 &, =0

3.4 ¥ « The set of new vessels available for service; 1 « V' U P
3.5 SET artificial origin and time to availability for vessels in ’ ;

3.6 SET parameters (cost, time, demand & supply: as listed in Section 3.3.1) for

Schedle,;

3.7 GENERATE & SOLVE PBM (using a solver like CPLEX) to find Schedule,;

4. Repeat 1-4 when new orders are received;

Figure 3-3: Algorithm for TDP1

3.3.2.2 TDP2: Schedule Change Permitted

Unlike TDP1, the availability of new periodic requirements does have an impact on the
current schedule. As demand information arrives during the current schedule Schedule,,
its unfulfilled part is appended and/or modified (for earlier orders” adjustments) with the
new schedule Schedule,. This implies attaching the unfilled/adjusted part of the current
schedule with the requirements of the new schedule, and then solving the resulting new
problem. The scheme allows the new problem to be initialized based on vessel positions

the moment new demand is realized, but allows the en-route vessels to continue until the

76




end of the current-leg. Clearly, such a scheme is suitable where flexibility or adjustment
in a schedule is allowed. In addition, we expect TDP2 to yield better results than TDP1,
as it can exploit the newly available information, though it will require higher
computational effort since the problem size increases. Figure 3-4 outlines the detailed

algorithm for TDP2.

1. n < Next planning horizon index;
2, ;

SET parameters (cost, time, demand & supply: as listed in Section 3.3.1) for
Scheduley;
GENERATE & SOLVE PBM (using a solver like CPLEX) to find Schedule,;
ELSE GOTO 3;
3.0 izing model for Schedule
/Mnitializing vessels’ artificial origin and time to availability;
3.1 V «Set of vessels used in Schedule,., carrying forward to Schedule,;

// Determining new artificial origins for the vessels in V;

A« ¢ // Starting with a null set;

// Attificial origin of a vessel v is a point where it ends its 1" leg that crosses , in
Schedule, ;;

=1&(r,, + ]2, & (1, +&)<n,)

1&(r,, +&))2m,) Vvel,deb,se$;

4 Uta,) ; /fappending all new artificial origins in set 4;
3.2// Determining £, relative to ,;
=z, 4 -x, Vvel;
J/ Where ¢! is, for the smallest index j of the used trips by a vessel v satisfying
condition:
J/7,is crossed by the loaded leg of tripj, ¢ < /7 ;

/17 is crossed by the return leg of trip j, £/ <& —b!;

/1, is crossed during idling at s or vessel not used, ¢ «0; //Mathematically:
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7 Min[j|, =1&(x,, + [/ 2x,) & (x, , +&/ <x,)]
_JE b Minfil ) =& (48 27,) & (7, 4@ B 27,))
0 Min [j| &, =1& (7, +& 27,) & (7, , + @ -b))<x,)]
0 i, =0
3.3 // All remaining used trips are terminated in Schedule,..
/Al unsatisfied demand J, is appended with the Schedule,, Determining ¢, :
D<; // Starting with a null set of demand points with unsatisfied demand
Y q instep3.1, j, « j;// jis the corresponding trip index;
/I Let T be an array of indices on i/, for vessel v and trip j; Then

IF @, =5 instep 3.2, DeUd} & T [d.i] Vi, =\veV,j2];

IF a,=dinstep32; DeAdy& T «[d,i) Vi, =lveV,j>],;

&, < Surplus value in constraint (2) in Schedule,., ¥d € D,i(d,T!);
Q0 « Y C-6, VdeDb,idT))
v|3r/=da)
3.4 D« Set of demand points corresponding to new orders/adjustment; SET D=DuD;
3.5 UPDATE (using ) and SET all the new periodic requirements for Schedule,;
3.6 Subtract all costs of the terminated legs from the objective function value in
Schedule,..;
3.7V « The set of new vessels available for service; 1 « 7 U1’ ;
T artificial origin and time to availability for vesselsin 7 ;
T the remaining parameters (cost, time, demand & supply: as listed in Section
3.3.1) for Schedule,;,
3.10 GENERATE & SOLVE PBM (using a solver like CPLEX) to find Schedule,;
4. Repeat 1-4 when new orders are received;

Figure 3-4: Algorithm for TDP2

3.4 Computational Experiments

In this section, we first describe a realistic size problem instance, which is then solved
using the PRS methodology introduced in the previous section. We also outline three

special cases of the problem before providing extensive managerial insights.
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3.4.1  Problem Instance

We focus on the tanker fleet operation of Vela International Marine Limited
(www.vela.ae), the wholly owned subsidiary of Saudi Aramco — the largest producer and
exporter of crude oil. Vela is primarily responsible for deliveries to North America and
Europe, which is handled from the four ports in the Persian Gulf and Red Sea. A total of
twenty berths are available between the two ports in the Persian Gulf, and another four
berths on the western side. Figure 3-5 depicts the primary oil routes from the two supply
locations to the customer locations. Note that the Gulf of Mexico is 12084 and 6792
nautical miles respectively from the Persian Gulf and Red Sea, whereas the equivalent
numbers for Europe are 6393 and 3803 nautical miles. Saudi Aramco (via Vela) runs
most of its operations from the eastern ports, and aims to limit crude supply to less than

25% from the western ports due to upstream supply network restrictions.

Figure 3-5: Primary Routes for Vela (Source: www.vela.ae)

For U.S. demand, we consulted the weekly oil import from Saudi Arabia figures made

available by the Energy Information Administration, and assume the European numbers
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to be approximately 25% of the U.S. ones. Table 3-I depicts the weekly crude oil imports
figures (in kilo tonnes) for a three-month period, and forms the basis of our study. In an
effort to mimic this setting, we consider three planning horizons each of four weeks in
length, and assume that related demand information becomes available by the end of day
0,28 and 56, respectively. Figure 3-6 depicts the time when the three schedules start, the
time span for the three planning horizons (i.e. three months), and the demand at the two
locations over the planning period. For example, the first planning horizon starts at day 0
and ends at day 63, whereas the corresponding numbers are day 28 and day 91 for the
second planning horizon (i.e. the one which includes July demand). Based on available
information, we assume that Vela owns twenty tankers, and has an agreement with an
intermediary to charter as many as ten additional VLCC class tankers. While the
capacities and travel times of the owned tankers are available information, we make use
of the typical VLCC attributes to generate corresponding numbers for the ten chartered

vessels (Table 3-I1).

Us Europe
Tane  July  August | June  July August
Weekl | 1174.6 11622 8604 |293.7 251.3 186.1
Week2 | 466.0 8853 891 | 100.8 19147 7192.7
Week3 | 10008 8022 1124 | 2164 1735 243.1
Weekd | 11402 14162 1157.4 | 2466 306212503
Table 3-I: Weekly Crude Oil Imports (Source: wwiw.eia.gov)

me0 w2 56

Figure 3-6: Demand and Planning Horizons
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Name of Capacity  Speed Speed x Capacity TDPI TDP2
Vessel | (kilo tonnes) _(knots) (Scaled)

Capricom Star | 317.129. 1438 47 T T
Aries Star 317.129 14.4 4.6 3 1
Pisces Star | 1/317.129 141 45 2 2

Leo Star 317129 142 4.5 - -
Pherkad Star | 7301.569" " 15,7 47 3 3
Markab Star | 301227 147 44 2 2
Polaris Star | 30156971 149 45 TRRII2GE
ShaulaStar | 301590 158 48 2 2
Mirfak Star | 7301542707 1455 44 TRBEZT
Alphard Star | 301.862  15.7 4.7 3 2
Gemini Star | 301.862°" 153 46 2 1
Suhail Star | 301.862 158 48 3 3

Albutain Star | '319.428" 150 438 1 2
Sirius Star 319.428 16.0 31 2 2
Vega Star 319428 147 47 1 1

Almizan Star | 319428 15.1 4.8 1 1
Jangh Star | 319.428° " 144 46 3 1
Saiph Star | 318.000 150 48 1 2

Antares Star [ /391,400 1148 58 2 2
Virgo Star | 391400 153 6.0 2 2

Chartered #1°|17/326,667° /153 50 2 1

Chartered # 2 361.179 15.9 f = 1 2

Chartered #3 | 7 313,616 144 45 2 2

Chartered # 4 305.985 14.2 4.3 1 2

Chartered #5 | 11332.298" " 15.1 50 2 1

Chartered #6 | 313426 159 50 1 2

Chartered #7 | /315.172° 140 44 2 1

Chartered #8 | 283.902 157 4.5 2 2

Chartered #9 | /343.1297 " 14,1 48 - -

Chartered # 10 332.091 15.0 5.0 1 1

Table 3-1I: Vela Fleet Utilization under the Two Solution Methods
3.4.2 Solution and Discussion
Before we can generate schedules for the given planning horizons, it is important to
determine a suitable value for 7(i.e. maximum number of trips by a vessel during the
planning horizon). This is an important parameter that will impact both the model size
and the solution time, and should be just large enough to ensure that no feasible schedule
is missed. We select 7 based on the following simplified scheme:

81



LET: B! = Min((p,,)) YveV where B, =(t,, +1,) VveV,seS,deD “-21)
7,=[P/B] veV @22)

Here, (4-21) determines the shortest trip time by vessel v between all pairs of s and d, and

back to s, which is then used to compute the maximum number of trips possible in (4-22).
This can be done for each individual vessel, or we can use a single 7 by dropping index v,
and assuming 7, =[P/ '], where ' = Min([8,,]). A number of experimental runs were

performed, and it was concluded that 7= 2 for each of the three planning horizons, which

is in line with the observation in Henning et al. [4].

All instances of the managerial problems were solved using CPLEX 12.1 [21], with the
input files generated using MATLAB [22]. Table 3-I1I depicts the snapshot of the
solution for the given planning horizon, when (PBM) was initialized using TDP1 and
TDP2. Note that although we will investigate the impact stemming from the spatial
distribution of tankers in subsection 4.4., for this part of the analysis we assume that
fifteen tankers have been randomly divided between the two supply sources, and the other
fifteen between the two demand locations. In addition, we assume that the time to
availability for these tankers ranges from zero to ten days, where the range was
determined after generating a number of scenarios such that the arrival of tankers for
loading at supply sources was evenly distributed, and more importantly enabling cach
tanker sufficient time to make at least one feasible trip in the first planning horizon. The

latter was based on the trip times that ranged from 20 days to two months.



Planning TDPI TDP2
Periods | Cost($) Time(sec) Gap | Cost($)  Time(sec) Gaj
June | 7,038,783 166862  1.87% | 5567247 166862  1.87%
July 7,530,499 2194 - 7,268,450 399059
August | 7,912,029 15331.4 _ 1.09% | 9,289,108  41162.7  1.10%
Total | 22481311 32237 22,124,805 97,755

Table 3-111: Problem Solution

Planning TDP1 TDP2

Periods | Constraints (/1 Variables | Constraints _0/1 Variables
June 16876 8580 16876 8580
July 16876 8580 17360 8820

August 16876 8580 17360 8820

Table 3-IV: Problem Size

In an effort to evaluate the economic performance of a vessel vis-a-vis other vessels in
terms of their speed and capacity, we compared ship usage with speed, capacity and speed
x capacity (Figure 3-7). We believe such information is vital in facilitating better fleet
management as it reflects the relative performance of a vessel, and consequently is a good
indicator of the expected utilization. However, it is important to note that ship usage is
also a function of the demand constraint (i.e. equation (4-2)) and the ship location since a
tanker that is economically less preferred may still be used if nothing better is available,
which is turn will impact the analysis. But, in general, it was noticed that tankers with
higher speeds were preferred, while comparatively the impact of capacity is less

under both initializati i For example, fastest ships such as

Pherkad Star, Alphard Star and Suhail Star were used thrice, while Leo Star was never
used. This effect is expected as extremely large lead time is a major issue. On the other
hand, it was noticed that some of the largest ships such as Janah Star and Antares Star
also had higher usages, which could have been driven by the need to realize the
economies of scale when sending fewer ships, whenever possible.
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Figure 3-7: Vessel Utilization (PBM)
For the first planning horizon (i.e. June), both initializations resulted in the same amount

of computing time to arrive at exactly the same solution with identical gap from the best
bound indicated in CPLEX (Table 3-11I). This was because, for both TDP1 and TDP2,
the artificial origins and time to availability (i.e. £) for all tankers are exactly the same.
Model size is presented in Table 3-IV depicting the number of constraints (excluding
variable type constraints) and the number of binary variables in the corresponding
models. TDP2 results in lower cost, which stems from the cancellation of seven trips as
soon as the July demand information is received. The unfulfilled demand, from June, was
appended with the next planning horizon, where the costs are more comparable (i.c.
$7,530,499 vs. $7,268,450). It is important to note that the total cost for the month of
July was $8,394,388, which reduced to just over seven million once demand for August
necessitated cancelling six trips. Clearly, the demands associated with the cancelled trips
have to be met before the end of the planning horizon, which explains the rather high total

cost for the month of August. The need to meet demand before the end of the planning
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horizon s also the reason behind the increase in the number of variables as well as
constraints, since the number of demand periods increased to six from four. It appeared
that initializing (PBM) using TDP2 may result in savings of around 1.6% compared to
the solution returned by TDP1 (i.e. $22.5 million), although the computation time for the
latter technique is preferable. It should be evident that more effective exploitation of new
information, at the start of each planning horizon, brings about adjustments in tanker

slates, thereby driving down costs.

For the given problem instances computation times varied across the planning horizons

for both types of initializations. Slow convergence — without signi imp =
was noticed when the gap was within 2%, which motivated us to terminate the runs in

around 4 hours for TDP1, and between 4-12 hours for TDP2.

For TDP1 the problem size did not change across the three planning horizons, but the
computation time did since it depends on the location of the vessels. For example, for the
July planning horizon, 14 vessels were available at supply sources as artificial origins
with an average time to availability of 9.4 days (v/s 15 vessels and 4.7 days for June).
This is important since computational flexibility (and hence the time) for any planning
horizon depends on: the number of vessels present at the supply sources; the time to
availability; and, the number of vessels that can return from demand points in time.
Clearly, scenarios with large values of the above attributes will necessitate longer
computing time than the ones without, since the search space (and hence the number of

feasible alternatives) will be bigger. Finally, the computation time for August was
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significantly more than that for July, though both planning horizons had exactly 14
vessels at the supply sources. On further investigation it was noticed that in addition to
the average time to availability (viz. 12.8 days), the exact distribution of vessels between
the two supply sources (and the supply quota at the western ports) was driving the
computation time. For instance, all the 14 vessels are located on the western ports in
August, while the number was 12 in July. Since western ports have only four berths and
are subject to supply quotas, most of these vessels have to be routed to the eastern ports,
and this number will be at least two more in the month of August. It should be clear that
these re-positioned vessels are going to compete with the ones returning from demand
locations in time for being considered for scheduling. Although such flexibility (i..
number of vessels available for scheduling) is preferred since it can result in lower cost, it
can involve significant computation time. While higher flexibility did result in a lower
cost for June, it was not the case for August since vessel re-positioning (and idling)
negated the savings. In an effort to further investigate the role of vessel location and time
to availability, relevant parametric analysis was conducted and the resulting insights are

reported in subsection 3.4.4.

On the other hand, for TDP2 a straightforward analysis of time across the planning
horizons is not meaningful since the model size changes as a result of appending
unfulfilled demand requirements. For example, two demand periods (i.¢. weeks) are
appended to the planning horizons in July and August, which resulted in a six-period
problem with additional variables and constraints (240 binary and 484 constraints). For
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both planning horizons, the computation had to be terminated after 11 hours of run.
Given the combinatorial nature of the problem, in general, the computation time will

increase with growth in problem size.

3.4.3  Special Cases

Not all crude oil suppliers have the luxury of multiple ports (or supply points). For
example, Kuwait Petroleum Corporation (KPC) meets all its supply requirements from a
single port, whereas Saudi Aramco — with two ports — primarily relies on its eastern ports
to meet demand. The aforementioned implies that while KPC may experience port-

capacity issues, it need not worry about supply-quota, which definitely needs to be

when developing the ion plan for Saudi Aramco.

In an effort to incorporate different capacity and supply-quota scenarios at supply points,
we outline three special cases of (PBM). First is (PCC), which excludes constraints
(4-19), since only port capacity constraints are pertinent. Second is (SQC), which
excludes constraints (4-14) — (4-18), since only supply distribution quota constraints are
relevant. Third is (NSC), which excludes constraints (4-14) — (4-19), since neither port
capacity nor supply quota constraints are required.

The realistic problem instance, after appropriate modifications, was solved for the three
special cases and the corresponding results are depicted in Table 3-V, while the problem
sizes are presented in Table 3-VI wherein we once again notice an increase in the size of

the problem under TDP2. As expected, (NSC) yields the most inexpensive solution,
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since the resulting formulation is least constrained. On the other hand, the introduction of
supply-quota constraints (i.e. in (PBM) and (SQC)) resulted in significant cost increase,
since more vessels have to travel longer distances in order to adhere to the supply-quota
constraints. It is possible to conclude that special cases with fewer constraints require far
less computing time, and that the resulting solutions are either optimum or very close to
optimum. For instance, with TDP2 initialization, the average computing time for the
entire planning horizon goes up from 11576 seconds for (NSC) to over 30875 seconds for
(SQC). It should also be noted that TDP2 clearly outperforms TDP1 in the presence of
fewer constraints, as there is more flexibility to schedule vessels in an effort to exploit
new information. For example, cost savings increase from 1.36% for (SQC) to 5.16% for
(NSC). Like (PBM), vessels with higher speeds are preferred (as discussed in section

3.4.2) (vessel utilization for the special cases are shown in Figure 3-8 - Figure 3-10). A

strong similarity in fleet utilization, especially with TDP1 initiali was noticed
between (NSC) and (PCC) cases, and (SQC) and (PBM) instances. This was not
unexpected, since the absence of any supply quota constraints encouraged the use of
western ports (i.e. Red Sea) and a greater number of preferred vessels. For instance over
the three month planning horizon, only 20 and 22 of the available vessels in the fleet were
used in the (NSC) and (PCC) cases, whereas the numbers are 26 and 28, respectively for
(SQC) and (PBM) (Figure 3-10 and Figure 3-7). With TDP2, the fleet utilization figures

for (NSC) and (PCC) increased to 24 each, while it remained unchanged for the other



two. T

TDP2 and TDP1for the two cases, and they are 5.16% and 5.03% respectively.

increase in utilization is also reflected in comparative cost savings between

Special Cases | THmnIng TDPI TDP2
Periods | Cost(§) _ Time (sec) Gap Cost($) _ Time (sec)  Gap
June 5,984,191 19.7 - 4,139,822 19.7 -
-— July | 6265297 38 - | 5342,505 310059 197%
August | 6231035 28 - | 8044020 37049 -
Total | 18,480,523 26 17,526,447 34,731
June | 6,004,546 35274 — [ 4138025 35274 -
il July | 6,298,237 71627 1| 15379,355 1504182 2.90%
August | 6,363,484 10.4 - 8,210,283 31963.1 1.09%
Total | 18,666,267 3,601 ' 17,727,663 85,909
June | 7,026,602 155448  1.16% | 5,351,212 155448  1.16%
sq¢ July | 7,463,264 630 TS| 17,112,660 4547257 1.69%
August 7,830,326 567.1 - 9,552,982 31608.7  0.54%
Total [22,320,192 16,118 22,016,854 92,626

lable 3-V: Solutions of the Special Cases

Special Cases | L2MNE TDP1 TDP2
Periods [ Constraints Constraints | 0/1 Variables
June 1932 1932 1020
NSC July 1932 1932 1260
August 1932 1932 1260
June 16874 16874 8580
PCC July 16874 17358 8820
August | 16874 17358 8820
June 1934 1934 1020
sQC July 1934 1934 1260
August 1934 1020 1934 1260

Table 3-VI: Problem Size
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In terms of a comparative view with respect to characteristics of vessels being utilized in
TDP1 vs. TDP2, and to further analyze how cost reduction is achieved, we analyzed the
differences in terms of average speed, average capacity and average (speed x capacity)
between the two schemes (Figure 3-11). The comparison clearly shows that the
improvement in cost with TDP2 is achieved through exploiting both the speed and,
perhaps more, the capacities of the available fleet. Note that it is easy to see that a slower
as well as smaller vessel would cost less (lower vessel fuel cost), which TDP2 exploited
in a better fashion due to an additional available information of the problem. This
exploitation is more prominent with (NSC) and (PCC) cases which diminish increasingly

away with (SQC) and (PBM) i.c. with increasing constraining of the problem.

149

' 2
NSC PCC SQC PBM NSC PCC SQC PBM NSC PCC SQC PBM

—w—TDPI ——TDP2 —w—TDPI —+—TDP2 —w—TDPI —e—TDP2

Figure 3-11: Vessel Characteristics Variations between TDI and TDP2
(Left: Speed, Center: Capacity, Right: Speed x Capacity)

3.4.4 Managerial Insights
In an effort to understand how flexibility affects cost and computing time, we varied the
artificial origins and the time to availability (i.e. ) for problem instances involving four

requirement periods (i.e. four weeks in a month). To assess the impact of “artificial
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in” with fixed £, seven problem instances were generated wherein the 1% and 7"

were the two extreme cases, and vessels were randomly assigned between the supply
sources and demand locations in the other five (Figure 3-12). It is important that first
instance represent the least flexible situation since the artificial origins for all vessels are
at demand locations, and seventh the most flexible since the entire fleet is available at the
supply sources.

Although each of the seven problem instances was solved using (PBM) and the three

special cases, for expositional purposes and also for brevity we report only on the two

extreme settings (i.c. PBM and NSC). Figure 3-13 depicts the values for the two relevant
settings, and we can report that a similar pattern was noticed for the (PCC) and (SQC)
cases. In general, the cost increased when more vessels were located at demand points,
since longer distances have to be covered before the vessels could be used to make trips.
On the other hand, the computation time increased when more vessels were present at the

supply sources, since this added more flexibility to the model. Finally, as noted earlier,

the least constrained setting does result in a better solution for every problem instance.

At Supply Points At Demand Points

;EL[E

Problem Instances Problem Instances

Figure 3-12: Number of Vessels
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Figure 3-13: Sensitivity to Artificial Origins
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Next, we considered three new problem instances where the artificial origins were fixed
at the supply sources but £ was varied. Once again each problem instance was solved
using (PBM), and the three special case formulations. For the first problem instance,
systematic randomness is introduced into the £ as follows: the first vessel is assigned a
random £, then a 0.5 day separation is added to the next vessel and so on till the tenth
vessel. To avoid unrealistic values of 7, the pattern restarts after ten vessels. Similarly
the 2™ and 3 problem instances are generated using 1.0 day and 1.5 day separation, and

the snapshot of the result is depicted in Figure 3-14. This systematic randomness will

facilitate investigating the impact of delayed availability of vessels for the three problem

instances. It appears that cost decreases with increase in 7, since the waiting time for the



ships at the supply sources goes down. In addition, the computing time goes down with
increase in £/, since now vessel availability is staggered which limits flexibility and hence

the time needed to reach a solution.
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Figure 3-14: Sensitivity to 4,

3.5 Decomposition Heuristic

Although realistic size problem instances in the previous section were solved using a
high-end solver, it is easy to see that the combinatorial structure of the problem could
render much larger instances (i.e. more variables and constraints) intractable. In this
section, we propose a heuristic to solve such large scale problems. The basic idea in this
heuristic is to break a large problem into a number of smaller sub-problems, which span
across timelines and are solved sequentially as time-dependent periodic planning
problems. The resulting sub-problems are initialized based on the ending positions of
vessels from the previous one (as depicted in Figure 3-2). Figure 3-15 depicts an
illustrative example with four-periods (or weeks), which has been broken into two sub-

problems.
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Sub-probiem; t

Sub-problem;

Figure 3-15: Four-Period Problem with Two Sub-Problems

In Figure 3-15, the start time for the sub-problems is based on earliest tanker availability
in that sub-problem. Secondly, the heuristic also calls for defining a decision rule to
include / exclude vessels. For example, if a vessel finishes delivery at time P; to the U.S.,
it may not be able to return to the supply port by P, and hence should be excluded from
model formulation of the second sub-problem (i.e. Sub-problem;). In addition, vessels
that can return from demand locations feasibly but are not used for additional trips during
the next sub-problem should also be excluded, since they will result in inflated costs. Itis
important to note that a tanker that has been excluded from the current sub-problem will
be a part of the subsequent sub-problem, with the existing location and time becoming the
starting point for consideration in the subsequent sub-problem. Doing so would not only
ensure tanker movement continuity but will also enable appropriate accounting of all
costs, namely waiting and traveling. Figure 3-16 depicts the summary of steps, including

the exclusion and inclusion rules, needed to implement the proposed heuristic.

7/ Original problem into (time-based) M sub-problems to be solved
sequentially

1. M« The number of sub-problems to the original problem, where A < Max (7);
Tl The start time of the original problem;
Pe The planning horizon of the original problem;
m«13// setting the sub-problem index value to 1;

2.IFm=1;
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1, IT; //The start time of Sub-problem;
Py Horizon spanning from IT, to the last requirement period included in the
Sub-problem;
SET time and cost parameters (as listed in Section 3.3.1) for Sub-problem;;
GENERATE & SOLVE PBM (using a solver like CPLEX) to find Schedule for Sub-
problemy;
ELSE GOTO 3;
. /nitializing model for Sub-problem,..;
3.1// Determining sub-problem start time and planning horizon;
Use steps 3.1-3.3 in TDP1 algorithm to find @, WeV;
I Min (£);
P« Horizon spanning from IT,, to the last requirement period included in the Sub-
problem,;
/I Determi

vessel availability in Sub-problem, by using exclusion-
inclusion rules;
7« ¢; /IThe set of ships included for service in Sub-problem,;
V<= ¢, /[The set of ships excluded from service in Sub-problem,;
IF vessel ve V' & not used in any earlier Sub-problem, 7 < U{v}; // include
unused vessels;
// Following rule s to include a vessel that can make at least one feasible trip
in Sub-problem,;
IF vessel ve (V =7 = V)satisfies (! +,o +1,)<SF, Vae A,seS,deD,
7« U{v}; ELSE Ve U{v);
3.2 SET the cost and time parameters (as listed in Section 3.3.1) corresponding to ve 7 ;
3.3 GENERATE & SOLVE PBM (using a solver like CPLEX) to find Schedule for
Sub-problem,;
IF x,,=Oforany ve 7, 7 « ¥ - {v} & REPEAT steps 3.1-3.2; / This guarantees
a better solution by excluding a vessel that is not used in Sub-problem,;
4. IF m<M, mem+] & Repeat steps 1-4;

Figure 3-16: A Time-Based Decomposition Heuristic

In an effort to evaluate the efficacy of the proposed heuristic, five of the seven random

problem instances — introduced in section 3.4.4 — were solved. Each problem has a four-

week planning horizon, and excludes the two extreme cases (i.e. when vessels are either

at the supply or demand locations). Please note that the model sizes for all four cases are

exactly as those given for the month of June (i.e. Table 3-1V). Table 3-VII depicts the

performance of the proposed heuristic in ison 1o the solution

96



outlined in section 3.2, while Table 3-VIII lists the actual costs and computing times
when the proposed heuristic is not used. Although the proposed heuristic exhibits cost
increases for all model types, the average increment is largest for the most constrained
model (i.e. 1.45% vs. 2.63%). On the other hand, the average time to arrive at a solution
decreases significantly for all models. Note that the largest average solution time for the
given problem set, without the heuristic, was close to four hours (SQC) with a maximum
of over 12 hours (PBM); a time reduction in order of 73-99% with such long solution
times is certainly a notable performance factor for the heuristic. This is an important
result, since the proposed heuristic can help determine a good quality solution — within a
reasonable amount of time — for large-scale problem instances that could be potentially
intractable. It should be clear that selecting the number of sub-problems, and its impact
on solution quality and time, are perhaps the most important determinant of heuristic
effectiveness. Unfortunately, the appropriate number of sub-problems can be determined

only by iteratively solving the given problem until a solution is reached.

Instances / Models % Cost Increase % Time Savings
NSC _PCC_SQC PBM | NSC PCC SQC PBM
112 211 3.03 3.13 [96.65 99.44 99.94 99.60

1

2 126 179 190 2.60 | 84.78  97.84 99.85" 9821

3 106 189 215 224 [93.76 9746 99.95 9622

4 183 140 1.80 1.99 | 9550 98.50 99.92 9631

S 196 195 3.18 320 [ 7331 87.57 7340 8542
Average 145 183 241 2.63 [88.80 96.16 94.61 95.15

Table 3-VII: Performance of Heuristic Method



Instances / Models Cost (in millions) Time (in mins
NSC PCC SQC PBM | NSC PCC  SQC PBM
1 5.195 5217 6.198 6212 0.88 281.63 601.04 739.50
2 6038 6,070 7.065" 7.106 | 0.16 1575 76.12 47.64
3 5970 5993 7.030 7.047 [ 0.34 2043 228.66 83.33
4 5497 5517 6.526 6.533| 0.63 19.14 122.13 3454
5 6610 6.635 7.694 7.713 | 028 231 0.27 10.39
Average 5862 5.886 6.902 6.922 | 0457 67.852 205.6 183.1

Table 3-VIII: Performance without the Heuristic

3.6 Conclusion

In this paper, we have proposed a novel analytical scheduling approach for crude oil
tankers, which includes two distinct solution methodologies — inspired by the pervasive
nature of maritime crude oil transportation. The proposed approach was motivated by the
desire to exploit the problem characteristics by incorporating periodic demand
requirements directly into the model, which is dissimilar to the approach in the literature
wherein the cargo set is used as an input. The analytical framework was tested on
realistic size problem instances generated using the maritime infrastructure of Vela
International Marine Limited, which were further analyzed to gain managerial insights. It
was noticed that the artificial origins, spatial distribution of tankers and their time to
availability are important to the solution quality and computing time. To cater to varying
scenarios, three special cases of the analytical framework were also solved and compared
to the general case situation. Introduction of supply-quota and port capacity constraints
resulted in more expensive solutions, and also required larger computing time. A

decomposition heuristic, for very large problem instances, was outlined and used to solve
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random problem instances. It was d that signifi reduction in

time is possible by accepting a marginally more expensive solution.

This work has a three-fold contribution: first, this is the only work that proposes a
scheduling framework for crude oil tankers, where the natural demand structure is used as
an input; second, this is the first work to propose two time-dependent sequential planning
approaches for scheduling crude oil tankers; and third, the first work to suggest a
simplification technique to tackle large and potentially intractable problem instances.
Directions for future research include scheduling decisions when various forms of
chartering and maintenance issues have to be considered over the planning horizon. Other
major area is the application of more theoretically grounded solution methodologies
instead of heuristic approaches i.e., the use of column generation in a decomposition

and L i i T
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4 A Portfolio Approach to Managing a Fleet-Mix for an Oil Supplier

Abstract:

Crude oil suppliers maintain a fleet of large tankers to fulfill customer demand arising in the
international market. Due to inherent uncertainties (demand & freight rate volatilities) and very
high fixed and operating costs of these tankers, suppliers persistently face a considerable amount
of financial risk. A typical strategy adopted by these suppliers is to maintain a well under-capacity
fleet (compared to their long-term needs), while to fulfill additional tanker requirements a

complex mix of spot charters and time charter contracts and/or their options are used.

In this paper, we propose a methodology that combines Monte Carlo simulation for parameter

estimation together with an optimization model. This simulati i aims to

optimize the total chartering costs and the financial risks under a strategic policy of financial

(downside) risk aversion. The ization of this involves the i of
risks, development of a valuation scheme for chartering contracts and options, modeling of the
uncertainty sources, and finally the development of a non-linear integer programming model. An
approximate linearization scheme is proposed to solve the problem. Numerical analysis shows
asymmetric behavior of the two types of risks involved i.c. the market risk and the enterprise risk;
that together with a given situation of demand and freight rate levels can be exploited by suppliers

in their flet size and mix planning.
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4.1 Introduction

Oil constitutes one of the major commodities traded globally with volumes close to two
and a half billion tonnes moving every year [1]. This global oil trade is heavily dependent
on oil price volatilities and its related supply and demand dynamics. For the maritime
transportation function of an oil supplier, the uncertainty is further extended in the
presence of volatile tanker freight rates. As a result, managing a fleet of large costly oil
tankers becomes a stern and persistent challenge. Responding to such a situation, large oil
suppliers typically use a mixed strategy i.e. of having an owned fleet (which is kept well

under the long term needed capacity to ensure maxi ilization of such exp

assets), while also resorting to several spot charter contracts and freight derivatives’ for
its short to medium term logistic requirements [2]. Arguably, this structure provides a
manager with the needed flexibility to efficiently hedge against financial risks that are
caused by the freight rate and demand uncertainties. This prevalent structure is also
explained by Pirrong [2] using the theory of transaction cost economies. He argued that
time and space factors in ocean shipping create temporal specificities that may result in
haggling between charterers and shippers over the spot freight rates; this is increasingly

offset by oil companies through lengthier charter contracts to vertical integration. For an

7 Freight derivatives are forward time-charter contracts and options. Here an option, in the shipping context,
refers to a right but not an obligation to buy/sell a charter contract (A detailed discussion is presented in

section 4.2).
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oil company, this structure essentially means a two dimensional problem i.c. managing its
owned fleet, as well as, a portfolio of spot charter contracts and freight derivatives. The
first dimension involves strategic decisions such as to acquire (build/purchase/long term
charter) or to lay off tankers. By comparison, the second dimension is essentially a
tactical/operational level problem that deals with short to medium term chartered flect
adjustments decisions — spanning up to a year forward. The decisions at this level are

driven by the chartering costs and the i financial risks i i as well as

the logistic requirements of the company. Such adjustments are made recurrently and

periodically as the tankers’ demand, driven by logisti ing planning
evolves over time.

Various aspects of this overall maritime fleet management problem have been dealt with
in the general shipping literature (a detailed literature review is presented in section 4.2),
however to our knowledge, no work addresses the crude oil supplier tactical/operational
fleet size and mix problem. Thus we investigate this tactical level fleet-mix management

problem which involves fleet size and mix adjustments through chartering of vessels.

We fill this void by ing a that bines Monte Carlo si ion for

parameter estimation together with an optimization model. This si
framework aims to optimize the total chartering costs and the financial risks under a

strategic policy of financial (downside) risk aversion. The formalization of this

involves the ization of risks including identification of risk sources,
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determination of a suitable risk control policy and an appropriate risk measure to enforce
this policy. It also involves the development of a valuation scheme for chartering
contracts and options and the corresponding modeling of the sources of uncertainty.

Finally, it also involves the d Pl ofa i integer ing model that

makes use of the listed elements. Details of the risk characterization are presented in

section 4.4. Model development is elaborated in sections 4.5-4.6 that includes modeling

notations, P! ofa li imization model and a
linearization scheme to convert the model into a form that is relatively easy to solve. This
is followed by parameter estimation in section 4.7. A detailed numerical analysis is
presented in section 4.8. However, we first present a literature review and the basic

problem description in sections 4.2-4.3 as follows.

4.2 Literature Review

Though the general focus of our work remains on the tactical/operational level fleet
management issues, we start briefly with the literature addressing the strategic level
issues. This is followed by the literature related to the tactical fleet management. We also

cover contract and options valuation literature due to its relevance to the problem.

4.2.1 Strategic Fleet Management
Fleet management at the strategic level includes decisions such as fleet size and mix
(vessel acquisitions/layoffs), long-term chartering, and the operating/utilization strategies

of vessels in a fleet. Fleet size and mix is a fairly well studied problem at this level. The
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earliest approach was to model it as deterministic routing optimization problems,
considering both fixed (acquisition) and variable costs. Dantzig and Fulkerson [3]
initiated this approach, which happens to be in the context of oil transportation —
minimizing the total number of naval fuel oil tankers under a fixed oil supply schedule.
Christiansen et al. [4,5] reviewed several such works in the general shipping contexts
such as short sea and inland freight, liner and industrial shipping services etc. Alternatives
to this approach have also been proposed in the literature, e.g. Jin and Kite-Powell [6],

who proposed an optimal control theory based model. Their model optimizes together the

I schedule and the utilization strategy. Several theoretical results were derived
that relate the long-running utilization rates, freight rates, marginal operating and usage
costs, as well as their impact on new ship building and scrapping trends. Conditions for
optimal utilization, acquisition and retirement strategies were also discussed. In a recent
work, Meng and Wang [7] presented a deterministic scenarios-based dynamic
programming model for multi-period liner problem. Their overall model, which optimizes
fleet development and deployment, uses a series of integer linear programming models
(separately for each period) that are solved by using a shortest path algorithm on an
acyclic network.

Despite a p i use of inisti the s of

factors in fleet management problems cannot be ignored. Christiansen et al. [5] discussed
and suggested several modeling approaches (e.g. simulation, adding slack to the model

etc.) to assimi ic factors into the models.
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However, they also cited a sparse literature, with mainly some simulation studies in
inland/short sea shipping contexts only. This lack of use is attributed to several factors
such as solution intractability, modeling and handling of stochastic data, shipping factors
being a function of complex and external shipping elements (e.g. commodity prices etc.)
[5.8]. However, recent trend suggests an increase in the usage of such modeling
approaches. For example, in a recent work, Fagerholt et al. [9] offered a combined Monte
Carlo simulation and optimization based decision support methodology applicable to
tramp and industrial shipping. They considered a strategic planning problem that
encompasses decisions involving fleet size and mix problems and the analysis of long-
term contracts (mainly the Contract-of-Affreightment (COA), which is a long-term
contract used in stable liner (fixed-schedule) markets that obliges a ship owner to

regularly pickup an agreed upon cargo over a given period of time [2]).

4.2.2  Tactical/Operational Fleet Management

In this section, we present fleet size and mix literature dealing with the tactical/
operational planning level. At this level, the problem is short to medium term in nature
(only up to a year forward), and thus it deals mainly in fleet adjustments through complex
short-medium term charter contracts in spot or forward settings. The works in oil
transportation that revolve around this thread are primarily routing/scheduling models
(planning horizon of around one-three months) that consider fleet adjustments through
spot chartering only. Examples include Brown et al. [10], who proposed a routing and

scheduling model for a major oil company, shipping crude oil from the Middle East to
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Europe and to North America. They a fleet supported by spot

chartered vessels; the decision involves determining the number of spot chartered vessels

obtained alongside the routing and scheduling decisions. Another example is Sherali et

al. [11], who proposed a mixed-int ing routing and duling model

which assumes a heterogencous fleet of ships, also supported by spot charted vessels

only. They i the multi-product case (| ing crude oil and

products together) to various customers around the world. It is pertinent to reiterate here
that in practice, short and medium term fleet adjustment is done through several complex
chartering contacts and their respective options [2,12,13]. To our knowledge, most of
these have been overlooked in tactical/operational level size and mix models presented in
the literature. The most common of such contracts are voyage-charter, time-charter and
bareboat-charter contracts [2]. Voyage-charter makes a vessel available to a shipper to
transport a full/partial cargo between two or more known ports; while in time-charter, the
shippers obtain services of a ship for a specified time period and then determine its
operational plan. In voyage-charter, the owner of a ship is generally responsible for all
incurred costs while the shipper pays a fixed chartering fee. In case of time-charter, the
shipper pays all the variable costs of the ship usage (fuel, port fee etc.), while the
chartering cost is generally quoted on per-diem basis [2,14]. In both cases, the ship owner
provides a crew to serve the vessel, except under a rare bareboat contract where the
shipper arranges for the crew itself. Both voyage and time-charter contracts can be in a

spot setting (typically used within two weeks) or in a forward setting. Detailed reviews
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and discussions on the fleet size and mix problems in a general shipping context are
provided in [4,8,15]; where Christiansen et al. [4], focused on the earlier trends as well as
the modeling approaches, Bielli et al. [8] focused mainly on the solution methodologies
and the algorithmic developments for solving such problems, and Hoff et al. [15] focused
on the multi-modal (road and maritime) problems where they provided a classification
scheme for the problem, a basic mathematical formulation and a review of some basic

relevant works.

4.2.3  Charter Contracts and Options Valuation
Charter contracts and its options valuation is another stream of work, related to fleet

management, which has received considerable attention and is covered in this section.

In oil ion, common short-medium term contracts are spot setting (single

voyage) charter contracts, over-the-counter forward contracts as well as some limited
futures (cleared contracts) that are traded on various freight exchanges®. Overall, freight
derivatives markets started in the mid 1980s with the introduction of BIFFEX — the Baltic
Freight Futures Exchange, mainly providing customers with hedge instruments (against

freight market risks) in the dry bulk shipping. However, it was terminated in 2002 due to

¥ Major exchanges includes Baltex (wwiw.balticexchange.com) and IMAREX (www.marexspectron.com)
exchanges which facilitate mostly over the counter Forward Freight Agreements ~ FFAs (forward charter
contracts) and its options; and the NOS exchange (wwiw.nosclearing.com) where freight futures and its

options are traded.
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a lack of interest shown by the market and was replaced in 1992 by the now popular over-
the-counter (OTC) Forward Freight Agreements (FFA) market [13]. The inception of
OTC forward contracts is empirically shown to effectively reduce spot freight volatilities
[16,17]. Valuation or pricing of these derivatives, in the academic literature, primarily
makes use of the theories of valuations [18], such as the theory of term structure’ and the
real option theory'’. A primary assumption in these studies is the use of spot freight rates
as the underlying asset that drives the values of these freight derivatives [12,13]. The
relationship i.e. the rates applied to longer term contracts determined as an expected sum
of a series of short term spot contracts, is established through the well known expectation
hypothesis of the term structure [19]. Early works in spot/time-charter rates estimation
mostly relied on econometric (mainly forecasting) models [20-24]. More recently, efforts

have been directed towards modeling these spot rates as stochastic processes which would

faci al works resorted to common

tate freight derivatives valuation. In this direction, it
parametric models used in the financial stock price modeling [25]. For example, Dixit and
Pindyck [26] and Tvedt [27] assumed the spot freight rates to follow geometric Brownian
motion (A technical discussion on these models is presented in section 4.7.1). Later, some
? Theory of term structure is used to estimates general stochastic equilibrium inter-temporal asset prices

using the relationship among the yields on default-free securities that differ only in their term to maturity
[66]

' Real option theory captures the value of the managerial flexibilities i.c. determines price of an option (on
an underlying asset such as a term-contract), as an expected payoff, if an option is exercised in a future date

on the terms set at the present date.
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argued for the use of mean-reversion models — where the spot rates not only have a
random movement, but also a tendency to revert towards a natural long term mean of the

process; this argument is based on the balancing mechanism present in the supply and

demand d: ics of dity markets. of the use of mean reverting models
are the works of Bjerksund & Ekern [12] and Tvedt [28] who used the Ornstein-
Uhlenbeck Process (OUP) to model the spot prices (OUP assumes the reversion of prices
towards the mean, being proportional to its deviation level [29]). Recently, Adland and
Cullinane [25] suggested that these processes could better be specified by a non-linear
stochastic model as empirical results show the mean reversion phenomenon to be seen

more prominently at or near the extremes, which nonlinearly diminishes away in the

middle. E of recent li hastic models are Tvedt [28] and Adland &

Strandenes [30] who proposed stochastic partial equilibri , and Adland and
Cullinane [25] who proposed a non-parametric Markov diffusion model to characterize
the freight rate dynamics. The downside of non-linear models is the difficulty in their
calibration [25]. The valuation or pricing models of freight derivatives build upon these
stochastic spot freight rate models under the expectation hypothesis of term structure
referred to earlier [19]. This observation is relevant to the valuation of term contracts, in
both spot or forward settings, as well as its options. It is important to note that the work in
this direction i.e. term contracts and options valuation, are quite limited. The only
examples include Bjerksund and Ekern [12], who developed a European call option

model with freight prices following the OUP. The results are then applied to the valuation
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of a time-charter (T/C) contract and a fixed forward T/C option. In Largiader [31], a
valuation model for the operating strategies of a Panamax vessel on a specific route is
provided. Bendall and Stent [32] considered the case of a liner shipping company which
owns and operates a fleet of four ships operating between Australian and New Zealand
ports. They evaluated the market value of a new fifth under-construction ship given a
portfolio of options such as chartering it out or replacing an existing ship in their fleet.
Note that, in general, real options are synonymous in structure to the popular financial
options [33]. In financial options markets, different variants are practiced e.g. the
American call (right to buy) or put (right to sell) options which can be exercised anytime
before its expiry and the European call or put options which can only be exercised at the
time of its expiry. In shipping context, an option generally means a right to buy (call) or
sell (put) a charter contract (usually a term contract), on a future date and at an agreed
upon terms that are set today. Though we cited the use of European call option in
Bjerksund and Ekern [12] carlier, it is important to know that, with BIFFEX, European
options in freight markets now no longer exist [13]. They have been replaced by Asian
options, where the payoffs are determined based on the average of spot freight rates
during the maturity period, rather than the spot price at the option expiry date (as in the
case of European options). This shift was attributed towards the price manipulations
occurring near or at the time of maturity. The only work in this direction is by

Koekebakker et al. [13], who d ined a closed-form solution of the Asian call option

price over an FFA contract, with assumption of log-normally distributed spot rates.
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In this context, to our knowledge, no work clearly deals with the important problem of

managing fleet size and mix for a crude oil supplier at the tactical/operational level. Thus,

we propose a simulati imization based planning k to fill this gap. Our

work contributes primarily in the first stream of work — the fleet size and mix problem,

where we propose a non-linear integer ing model that ines an optimal
mix of chartering contracts and options while managing financial risk as well. It also
contributes in the second stream of work — the charter contracts/options valuation, where

we propose a suitable Monte Carlo simulation based contracts and options pricing

scheme. A detailed description of this tactical ional fleet problem is

presented in the following section.

4.3 Problem Definition

Consider an oil company facing a pervasive and highly stochastic crude oil supply
problem — receiving a stream of new delivery orders in a highly uncertain crude oil
demand and tanker freight market. In this setup, the transportation function of this oil
company (the shipper) needs to make (delivery) scheduling plans periodically, which are
based on committed supply orders and available fleet at the start of each such planning
exercise. The shipper is assumed to have a well under-capacity fleet (comprised of owned
and long term time-chartered ships) with respect to its long term needs. To meet any

unfulfilled immediate or near future capacity requirements, the shipper evaluates its fleet
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before making each such scheduling plan and adjusts it through additional chartering of
vessels on spot and/or short-medium term forward time-charter (T/C) contracts.

Figure 4-1 depicts such a decision instance (at time £,,), where for the scheduling period
0 (periods indexed as £, r = 0 being the current), additional vessels requirement of Nj is
met through adjusting a portfolio of contracts (of various lengths 2 </ <6, that have
already started in earlier periods (-5 < j < -1)) or by obtaining new contracts at f,,,,. Note
that the earliest period index ¢ = -5 is due to the assumed longest contract length of six

periods.
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Figure 4-1: Period 0 Vessel Requirements (N;) Coverage (at f,0.)

As can be seen, the contract period for most vessels on a time-charter transcends a typical
delivery scheduling planning horizon (i.c. a single period), therefore the shipper is
essentially required to consider, while making a fleet adjustment decision, the expected
fleet requirements (E(N;) to E(Ns)) in those following future scheduling periods which are
being affected by its present and earlier chartering decisions. To cater for high

uncertainty, the shipper can also resort to other hedge instruments such as call options on
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T/C contracts, which are bought at £, for covering future scheduling periods. The
forward contracts and their options can be in any form practiced (i.e. FFAs or Futures

referred to in section 4.2).

4.4 Modeling of Risk

For the fleet management problem presented in section 4.3, the oil company faces a
considerable amount of financial risk. This is due to an exposure to a highly volatile
tanker freight market, which is on top of the oil demand uncertainties — a crucial aspect
of the problem. In this section, we present a detailed treatment of this aspect, including
the identification of relevant risk sources, formulating a suitable strategic risk

policy and the i ization and formalization details of its

implementation through an appropriate risk measure.

4.4.1 Identification of Risk Sources

As indicated above, we may have at least rwo types of risks faced by an oil supplier i.e.
the market risk which is due to freight rate volatilities, and the enterprise risk which is
due to demand uncertainties. Corresponding to freight rate volatilities (i.e. the market
risk) the risk of a positive loss exists as any choice of contracts-mix committed now has a
potential of a higher cost realization in a future period, which compared to other available
alternative choices now and vice versa. Similarly, corresponding to demand uncertainty
(i.c. the enterprise risk), the risk of a positive loss exists as the committed additional

capacity now may exceed the requirement in a future relevant period, i.c. a situation
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where more tankers are at the disposal than needed during any particular scheduling

period.

4.42  Risk Management Policy

Though these indicated financial risks may have a desirable upside (e.g. freight rates
moving in a favorable direction that result in savings), in the context of identified losses,
it can be argued that the oil company would be more concerned about managing the
downside of these risks due to its potential effects on the long term financial health of the
company. In addition, it is reasonable to assume that the manager of the transportation
function would be relatively downside risk-averse, given his role to run the operations
smoothly and not to make short term financial gains. This argument is also supported by
the prevalent fleet structure used by the oil companies i.e. mainly maintaining a mix of
owned fleets and time chartered vessels rather than relying totally on the spot chartering
[2]. A similar argument, i.e. managing the downside risk only, is presented in other
commodity sectors problems. For example, Kleindorfer and Li [34] while addressing the
electrical power generation problem presented a profit maximization linear programming

model for ing owned and power production assets, subject to downside

risk control constraints. Similarly, Zhang et al. [35] presented a newsvendor model, which

is also subject to d ide risk control ints. Thus for an oil we assume
a general strategic risk management policy of downside risk(s) aversion which can be

either in the form of downside risk(s) minimization or control.
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4.4.3 Risk Measurement and Implementation

To manage downside risk(s), the most commonly used measure is the Value-at-Risk
(VaR), which is also used as a mandatory measure reported by many financial institutions
such as the banks since the financial disaster of mid-1990s [36]. The application of this
measure is also present in other varied contexts such as budgeting in investment, credit

risk and | risk etc. [37]. In general, VaR is defined as

a threshold loss, such that the actual loss, during any given time period, does not exceed
this value with a certain probability [38]. In the fleet-mix context, we can generally define
VaR as follows: Let a decision vector be x e /7, a particular set (or a portfolio) of n
decisions taken at the start of a scheduling period, e.g. we may have the number of bought
spot charter contracts and freight derivatives (forward contracts & options) as the three
possible decisions. We also assume a corresponding vector of random variables y € R”,
representing uncertainties affecting the financial outcome of a particular decision x (e.g.,
freight rate volatilities and future demand uncertainties). Let for any given x, a random
function f(x,y) € R represent the associated loss (positive or negative) by the end of a
planning period, which is incurred due to the related uncertainties. The f(x,y)is assumed
to have a continuous probability distributione in R induced by that of y e R"; thus the

probability of not exceeding a given threshold loss /e & can be given as:

osD=],,,, g0 @
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Here g(y) denotes the density function of vector y. Therefore, at any given probability

level Bin (0,1), f-VaR value can be defined as the loss value /,(x) which satisfies
O(x./)= /8 [38]; in other words the probability that f(x.y)2/,(x) is 1-4.

VaR, despite being a popular financial risk measure, has also received substantial
criticism. A key argument against it is that, VaR being a risk management tool does not
provide any information about the risk of rare events related to a certain decision i.e. what
is statistically represented in the tail of a loss distribution [39]. The second key argument
i based on the axioms presented by Artzner [40] which are used to define what s called a
coherent'! risk measure i.c. putting conditions to avoid the use of arbitrary functions as
risk measures that may have undesirable mathematical properties [41]. VaR in the sense
of Artzner [40] is not a coherent risk measure and thus has undesirable characteristics

! Artzner et al. [40] has defined a risk measure as coherent if it satisfies a set of following four properties

T Equivariant, Positively Convexity and To define these properties:
Let ¢ be a set of risky portfolios = {X.Y....}. r rate of return, p(X)a risk measure.

- Transition-Equivariant: A risk measure is Transition-Equivariant if when a sure amount is added (or
subtracted) the risk decreases (or increases) by that amount i.e. p(X +a.p)=p(X)-a , where o is the sure
initial amount added (or subtracted) to the initial position.

- Subadditivity: By investing in two or more instruments the risk would reduce or remain the same (i.c. the

diversification principle holds) p(X,+,)<p(X,)+p(
- Positive Homogeneity: Risk measure value is proportional to investment size. p(1¥)=1p(X) .

Note: Subadditivity and Positive Homogeneity together ensure that the function p is convex on g.
- Monotonicity: For all X and Yeg with x <¥ , we have p(¥)<p(X)

Note that a basic assumption leading to these properties in Artzner et al. [40] is that a risk measure value

represents an amount needed to invest in a risk free instrument to make an unacceptable investment safe.
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such as a lack of subadditivity and convexity, except when it is based on the normal
distribution [38,40]. For example, in non-normal distribution cases, VaR value may show
an increase in its value with the portfolio diversification and is also difficult to optimize
due to the presence of multiple local extreme points. As an alternative, Conditional-VaR
(CVaR) is suggested in the literature, which considers tail loss beyond VaR and is shown
to be coherent [42], and thus convex in form [38,43]. f-CVaR is defined by Rockafellar

and Uryasev [38] as:

$,(0 = ELS (Y| /(xy) 21,01 = (1 *ﬁ)"j’ Sy)gy)dy 42)

Sy o)

which is the of loss i with a decision vector x relative to

the loss equal or greater than /,(x) . The relationship between f-CVaR and f-VaR is
obvious from the above definition in the presence of VaR condition f(x,y)2/,(x). Also,

given the ion of conti istribution, -VaR would i be low when

B-CVaR is low i.e. /;(xX) <g,(x). This relationship is also demonstrated with an example
shown in Figure 4-2, where for a given portfolio of freight derivatives, the loss
distribution induced by that of freight rate volatilities is shown. Here a 95%-VaR value is
6 million i.c. there is a 95% probability that loss would remain less than or equal to 6
million, while 5% of the time the loss would be greater than this value. The expected loss
beyond 6 million is shown to be 6.5 million, which is the 95%-CVaR value associated

with this specific freight derivative portfolio.
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95%-CVaR=6.5

95%-VaR=6 million
Figure 4-2: 95%-VaR and 95%-CVaR Values for a Given T/C Portfolio

As the distribution functions of both types of risks identified earlier are either not known
or shown to be non-normal e.g. the historical spot freight rates reported to show non-
normal volatilities due to jumps resulting in fatter tail distributions [28,30], VaR is clearly
a problematic choice. Thus, the downside risk aversion policy (imposed in section 4.4.2)

can be operationalized through CVaR as the risk measure.

The treatment of a downside risk in the planning process can be through constraining or
minimizing it. We treat enterprise risks through risk control constraints, as it is easy to see
that the objective of a planner is to avoid a situation of additional commitment
beforehand. The market risks, on the other hand, are minimized together with the
operational cost (a detailed discussion on the objective function form is presented in

section 4.5.3).

Another important risk policy implementation issue, in the multi-period context of the
problem, is that of using a single risk measure (i.e. for the entire planning horizon) vs.
separate risk measures for each period. In this paper, we use separate periodic risk
measures, though as a result, implying the assumptions of independent periodic demand

and freight rates. This choice is mainly driven from the fact that the first approach
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becomes increasingly intractable as the number of periods increases in a planning

horizon, which is the case faced here. The intractability problem arises due to the

p of a scenario ion technique lained in section 4.7.3), which is used
in the lincarization of the CVaRs functions with the optimization of the proposed model.
In the first approach the scenarios are to be generated from a scenarios tree with branch
levels formed by individual period levels. This causes an exponential increase in the total
number of scenarios. Furthermore, the periodic risk approach additionally allows for a
weighted risk approach; something that is helpful in modeling diverse risk behaviors.
This approach is especially relevant given that there are an increasing number of decision

revisions available for the future periods.

4.5 Mathematical Modeling

We now define the basic modeling assumptions, the notations, and the problem

formulation.

45.1 Basic Assumptions

Maximum contract span of a freight derivative is 6 months

A Forward T/C contract or option can start in periods 1< i <6 (i here is the period

index)

Spot charter contracts are for period 0; while corresponding options are for periods
1<is<Il.
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Note: Options on spot charter contract have no purchase cost and an exercise price
of the time corresponding spot rates. Furthermore, coverage for 11 periods is due to
the choice of the maximum contract length allowed i.e. six periods and a
corresponding contract or option start in the sixth period. This eventually covers one

whole year .. periods 0 to 11.

All'i ion for period 0 is inistic

Demand/spot rates for periods 1 <7< 11 are stochastic*

Sufficient vessels are available in the spot market during all periods

All vessels, available for charter, are assumed to be homogeneous (capacity/charter
rates)

A company faces two types of risks i.e. market risk and the enterprise risk both

measured periodically

4.5.2 Notations

FTC: Forward T/C Contracts — (includes over-the-counter FFAs or cleared Futures

traded on various exchanges)

Option: An Asian style call option on a T/C contract in a forward position

Derivative: FTC and Options together, will be referred to as (freight) derivatives

Indices:

Index used for periods in the planning horizon (0 </<11)
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/5 Index used for a period in which a derivative/spot charter contract is bought
i Starting/maturing period index of a FTC/Option

I Index representing a derivative’s T/C contract length, /=1,2,...,6

Decision Variables:

v, : Number of FTCs bought at t,, starting in period /, having a contract span of /

periods, wherej = 1,2,...,6

0: Number of options bought at £, expiring in the beginning of period /, having a
contract span of / periods, where j = 1,2,...,6

X;°: Number of options exercised at f,,, bought earlier in period i, having a contract
span of / periods, where i = -5, —4,..., -1

S Number of spot chartered vessels (or options) in period i, where i = 0,1,...,11.

Chartering Parameters:

Ni Number of additional vessels needed in period i (a random variable whose actual

realization is in the corresponding period i.e. the i” period)
E(Ni): Expected value of N; at £,
U/ Number of vessels in-service on a T/C contract, which started in period j, having a

contract span of / periods, where j = -5, 4,..., =1
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s

Number of vessels available at t,,, for FTCs, starting in period j, having a

contract span of / periods, where j = 1,2,....,6

Total number of vessels on offer at t,,, for FTCs, starting in period j, where j =

1,2,....6
Number of options bought in periods i, with an expiry in period /, having a
contract span of / periods. Where i = -5, -4,...,-1 &;=0,1,....5

Number of options 07 offer at £y, ith an expiry in the beginning of period /,

having a contract span of / periods, where j =12,

Total number of options on offer at £y, with an expiry in the beginning of period

J,where j=12,..

Price/Rates Parameters:

SCi:

Spot charter rates applied to period i (a random variable whose actual realization

is in the corresponding periods i.c. the i period)

E(SC;): Expected value of SC; at £,

¢ T/C rates (in TCEonn)'” for a contract bought in period i, starting in period /, and

a contract spanning / periods

"2 TCE: Time Charter Equivalent (charter rates defined in $/period (such as $/day or $/month))
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OP': Options' purchase price at the start of period i, that are expiring in period j, and
having a contract span of / periods

X0j : Options' exercise price (in TCEponny), that were bought in period 7, expiring in
period /, and having a contract span of / periods

Risks/Risk Parameters:

B Probability values used in periodic f-CVaR (related to market risk)

y:  Probability values used in periodic »~CVaR (related to enterprise risk)

(), B-CVaR function rep ing market risk cor ing to period

#; (), : ~CVaR function ing enterprise risk cor ing to period ¢

@ Decision weights associated with market risks in period ¢

,¢:: Threshold values for CVaR constraints related to enterprise risks for period #

Based on the problem definition and the assumptions, we can now present the fleet mix

model. However, we first elaborate on the form of the objective function i.e. its multi-

objective nature (with both cost and risk considerations), besides some key observations

that will lead to some generalizable simplifications of the overall objective function.
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4.5.3 Form of the Objective Function

There are two main considerations for a shipper i.e. the minimization of total chartering
cost, as well as the minimization of market risks. The total chartering cost is driven from
a contract mix that is obtained to cover the vessel requirements across all the periods (0-
11) included in a planning horizon. This coverage can be attained through a mix of freight
derivatives and spot charters. The corresponding total cost can thus be evaluated using the
cost function presented in (4-3). Here, the first term represents the cost of FTCs bought in
period 0 which are starting in periods 1</ <6 (any permissible contract length); the
second term represents the cost incurred due to exercising any earlier bought options (in
periods -5< i <-1) that are expiring at f,0, (any permissible contract length); the third term
represents the cost of spot chartered vessels obtained in period 0; the fourth term
represents the cost of buying new options for future periods i.e. periods 1< j<6; and the
last term represents the cost value of embedded spot charter options for any unfulfilled
expected demand of future periods (i.e. periods 1-11, where period 11 is last period

affected by a possible FTC contract starting in period 6 of length 6).

. o . "

Obj,: Y3 (IC) <Y+ Y (X0 x DX, +SC,S, + Y. Y OBV O + Y E(SC,)S, (4-3)
w4 = T =

Similarly, the market risk could be defined as a weighted sum of the periodic -CVaRs

i.e. ¢ (), (where () represents arguments for the -CVaR function), which is presented in

(4-4).
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Obj, : 'Z‘Inw;"(.), (4-4)
Proposition 1: Minimizing Obj, and Minimizing Obj, & Obj, (as a weighted sum) are
equivalent problems.

Proof: Under the expectation hypothesis of term structure (EHTS) [19], the otal-
expected cost of a contracts-mix at £,,,,,, having a certain periodic coverage, does not
change with an alternative contracts-mix, having exactly the same periodic coverage.
Note that (as discussed in section 4.2) EHTS defines the cost relationship amongst
various derivatives and spot rates as the rates applied to longer term contracts being
determined as an expected sum of a series of short term spot contracts. For example, the
value of a three-period T/C contract at /0, is equivalent to the expected value of three
spot charter contracts (also at f,,,,,) that are providing exactly the same coverage. Thus the
element minimized (in both cases) is the Obj, while the total expected chartering cost
remains constant for all fleet mixes that provide the same minimum periodic coverage

needed to satisfy the relevant vessel requirement constraints. ]

It is important to note that EHTS, in the general shipping context, is shown not to hold
completely due to the presence of risk premiums (as discounts, offered with longer term
contracts) [19]. The corresponding risks for which the premiums are offered may arise
from four sources [19], i.e. 1) higher spot freight rate volatilities as compared to time
charter rates, 2) ship under utilization, 3) ship relocations needed with new spot charter

contracts, and 4) bunker fuel cost fluctuations. However, we ignored this risk premium,
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which is not only for analytical convenience (as commonly assumed [13,27]), but we also

argue that in the presence of factors such as equal exposure of spot freight rates

volatilities for both the charterers and shippers, strong upward looking oil demand market

(holding since 1980) with hardly any expectation of a major global demand crash [44]

(limiting unemployment risks), tankers of particular sizes operating mostly on limited

routes (due to economic reasons) besides a geographical clustering of major oil sources

(limiting relocation risks), and the relatively shorter T/C lengths assumed, the pure EHTS

assumption holds strongly.

Corollary 1: Under proposition 1, we replace the bi-objective cost function with a single

objective function having Obj; only.

4.5.4  Fleet-Mix Model

Thus, the fleet management model can be presented as:

(FM)
u
Minimize: ) @,4"(),
=
Subject to:

o o
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Here (4-5) is the objective function minimizing the weighted sum of periodic market risks
i.e. the periodic /-CVaRs. Several operational, risk based and technical constraints are
enforced which are presented in constraints (4-6) - (4-16) and are described as follows:
Constraints (4-6) ensure that the additional vessel requirement in period 0 be met through
existing in-service vessels available on T/C (1* term); exercising any available options
that are expiring at o, (2"d term), and through spot charter market (last term). Figure 4-1,
showed the coverage for period 0 through various chartering instruments. Similarly,
constraints (4-7) enforce meeting additional tanker requirements for future periods

(t=1,...5) through new FTCs spanning the ¢ period (1% term); exercising options at /s,

whose contract spans the /** period (2™ term); new and earlier bought options (3" and 4"

terms) whose contract spans the L period; existing in-service vessels available on T/C
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with contracts spanning the /* period (5" term); besides using any spot chartered vessels.

C ints (4-8) cover additional tankers requi for future periods (1=6,...,10)

through new FTCs spanning the /* period (1* term), new and earlier bought options (2"

and 3" terms) spanning the " period, existing in-service vessels available on T/C with
contracts spanning the e period (4"' term), besides using any spot chartered vessels.

Constraint (4-9) is a similar constraint specific to period 11.

Constraints (4-10) ensure that the number of options exercised in period 0 must be less
than or equal to what is bought in earlier periods (corresponding to each contract length).
For buying options for future periods, constraints (4-11) - (4-12) are imposed, which
ensure that, firstly, the number of options bought for each contract length / are less or
equal to what is available on offer, secondly, as some vessels might be on offer for
different contract lengths, total number of options bought must be less than or equal to the
total number of actual vessels on offer. Similarly, constraints in (4-13) - (4-14) are
enforced to ensure that the total number of T/C contracts obtained must be less or equal to
what is on offer, both in terms of contract lengths and the total number of vessels
available. Constraints (4-15) ensure, for each period 7, that the »~CVaRs comply with the

strategic enterprise risk threshold values. Finally, (4-16) is used for variable types.
4.6 Model Linearization

The objective function (4-5) and constraints (4-15) in (FM) are non-linear due to the

#(),and ¢ (), functions, which are the /-CVaR and the -CVaR functions (as defined in
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equation (4-2)). The non-linearity of these two types of risks makes it difficult to solve
the problem. In this section, we present a scenario based technique that makes use of an
approximate discretization and linearization scheme for the #-CVaR and the y-CVaR
functions, which would convert the (FM) into a mixed integer programming model. The
underlying idea is to replace a continuous loss distribution with an approximate discrete
distribution having a finite set of scenarios. Since the scenario set definition has a direct
implication on the approximation quality as well as the computational efficiency of the
model, the technique also involves a corresponding scenario generation scheme
(presented in section 4.7.3) that makes use of a Monte Carlo simulation procedure. The
discretization and linearization part of the technique is presented here, which is similar to
the one offered by Krokhmal et al. [43]. This makes use of an alternate function defined
by Rockefeller [38] that becomes equivalent to CVaR under a given condition. This
function and its corresponding condition are presented as follows:

Fyxy )=+ (=p)" [ L) =11 g0y
The Condition: ¢, (x,y) = min ,(x,¥,/) = F, (x.Y.l,,(x))

@-17)

The discretized form of F,(x,/) is presented in (4-18), where for any period 7, H,| is the
total number of loss scenarios and 7" the probability of the 4" scenario. Making use of

dummy variables z/' € R in (4-18), constraints (4-15) can be easily converted into a set of

lincar constraints as shown in (4-19).

ey d)=1+ (=B il (ey) =41 vt @18)
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Similarly, for the weighted market risks (4-5), we replace the objective function with

(4-20) wherein the new variables ¢"(), (surrogate for f-CVaRs) are defined through the

following additi ints (4-21). F the decision vector of the original

problem i.e. (FM), is updated to x,,,,z to satisfy the condition imposed in (4-17).

uo.
min ;m,g);"(.), @20)
mo
, +(|—p)";n,'z, =40, Vi @21
22 f(xy) =1, 220 Vh=1.|H| V¢
‘We now define the loss functions associated with each of the two risk forms. Let the loss
function corresponding to market risk in period ¢ be 7(X,§,), which captures the loss (the
chartering cost) resulting from freight rate volatilities in period . The expressions for this
type of loss are presented in (4-22) - (4-23) for periods /=1,...,5 and periods 1=6,...,11
respectively. Here the first terms (in both equations) represent the average loss in period ¢
corresponding to the number of FTCs bought at 1,,,,,, while the second term (only (4-22))
represents a similar loss when an option is exercised at £,,,, the third/second terms in
(4-22)/(4-23) represent the average loss corresponding to option bought at £,,,,,, While the
last terms (in both equations) represents the loss due to spot charter contracts. Note that
the downside loss occurs when the period-average time-charter rates turns out to be more

than the actual realization of the spot charter rate in that period and vice versa.
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The loss function corresponding to the enterprise risk in period is f(%,§,); this captures
the loss resulting from demand uncertainties, when the vessels in-service on T/C contracts
are under-utilized due to the actual realization of vessel demand falling below the
committed chartered fleet. This loss is estimated by using equations (4-24) - (4-25). Note
that this loss will always be >0 as any excess demand situation will always be covered by
exercising unused options and/or spot chartered vessels in that period.
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By substituting these actual loss functions in the CVaR functions i.e. in (4-5) and (4-15),

we will have well defined -CVaR and 3-CVaR forms, which can be written as:
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Thus by using the linear approximation as in (4-19) - (4-21), together with the loss

functions (4-22) - (4-25), we can now redefine the (FM) as follows:
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(FM)

Minimize : iwﬁ;(-),

(4-28)
Subject to:
Constraints (4-6) - (4-14), (4-16)
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4.7 Estimation of Parameters

The linearization/discretization scheme of the risk constraints requires a suitable scenario
generation method. Furthermore, we need to estimate the price/charter rate parameters
related to the T/C and spot charter contracts. Accordingly, appropriate stochastic spot
price and demand models are needed that would make use of a Monte Carlo simulation
procedure to facilitate both the scenario generation and the parameter estimation steps. A
summary of the overall solution process, leading to (FM) is presented in Figure 4-3. In
the following sub-sections (4.7.1-4.7.4), we address these issues i.e. the process modeling
(level-1), the Monte Carlo simulation (level-2), the scenario generation (level-3) and the

model parameters estimation (level-4).
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Figure 4-3: Process to Solve a Fleet Management Problem Using the (FM) Model

However, before proceeding further, we first present a realistic crude oil supplier case
whose data will be employed to facilitate the computational testing of the steps suggested
in Figure 4-3 — steps leading to (FM). We focus on the case of Vela International Marine
Limited (www.vela.ae), the wholly owned marine oil transportation subsidiary of Saudi
Aramco — the largest producer and exporter of crude oil. Vela is primarily responsible for
deliveries to North America and Europe. Figure 4-4 depicts the routes used by Vela. We
mainly focus on its primary route (Persian Gulf — Gulf of Mexico) which is termed as
TD1" (or “Dirty Tanker 17) in freight markets (makes up around 75% of the total Saudi
Aramco supply operations). The latest monthly crude oil demand data for Saudi Aramco
is Available through US Energy Information Administration website (www.cia.doe.gov),

which is available for a period of April 1994 — August 2011. We determined the

unfulfilled demand, as well as the i i of additional (on top of
available owned/long term chartered fleet) chartered vessels (Figure 4-5) using this
' All the sixteen major global crude oil routes (TD1 to TD16) are specified at

hitp://www.clarksonsecurities.com/bdti.aspx
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dataset (Requirements Stats.: Max: 29, Min: 2 and Average: 13 Vessels). The estimations

are based on the TD1 specifications i.e. the VLCC vessels are assumed to be of size

300,000 DWT.
»
Netor,,
&
Figure 4-4: Primary Routes for Vela (Source: www.vela.ae)
(Based on TD1 specifications: VLCC-300 K.DWT & Half
Vela Fleet)
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Figure 4-5: Monthly Unfulfilled Crude Oil Demand & Tanker Requirements

For this route, the spot rates were not available publicly; however, TD3 route (Persian
Gulf — Chiba, Japan) rates for a period of October 27", 2006 — November 18", 2011,
were found to be publically available through www.bloomberg.com. Note that the freight
markets quote rates for each such major route separately, though empirical data suggests

that these rates tend to be highly correlated for vessels carrying similar kind of products
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[45,46]. We approximated the weekly rates for TD1 (Figure 4-6), using the TD3 rates
(based on a correlation determined in an EU based study [45]). We make use of these two
time series, in the following section, to discover (or to fit) stochastic process models that

will be used in the remaining of the analysis.
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Figure 4-6: Spot Charter Rates in TCE,,y, ($/Day) for the TD1 Route

4.7.1 Process Modeling
Process modeling is the first step in the solution process (Figure 4-3). Here we focus on
modeling the spot prices as well as the oil demand. To model spot prices as a stochastic
process, the most recent literature suggests using non-parametric models (section 4.2).
However, due to the calibration issues, we resorted to using a simpler parametric model
for demonstration purposes. Several such models have also been proposed in the spot
freight rates literature (reviewed in section 4.2), which are primarily based on the

fundamental Weiner process (also known as the standard Brownian motion).
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A Wiener process is a continuous path stochastic process defined as {/(¢),1 >0} (where

can be time) that has the properties: #(0)=0 i.e. the process always starts at zero, have

stationary and i i and that each i has a normal

i.e. W()~N(0,r) V120 (i.e. the process does not have any drift over time, however, the
variance of the random movements depends upon the time over which an increment is
measured). A Wiener process provides the basis to other popular parametric models (used
both in financial stock price and freight rate modeling), .g. the geometric Brownian
motion (as used in [26,27]), having a solution of the form X (1) = X (0)e* "™ i.c. the
price X(r), at time ¢, is proportional to the initial price and a random exponential term;
whereas I¥(1) is the Wiener process with o the diffusion coefficient (representing
volatility) and 4 the drift parameter (to adjust for any drift over time). The mean reverting
Ornstein-Uhlenbeck Process, as suggested by Bjerksund & Ekern [12] and Tvedt [28] is
characterized by dX (1) = k(a = X (1))dt +odW (1), where e is the long term mean of the
process, k the reversion rate towards the long term mean @, and W(r) the Wiener process
having o the diffusion coefficient. We relied on the Ornstein-Uhlenbeck Process as the
basic diffusion model for the spot rates. The primary justification of using this mean
reversion process is the presence of competitive balancing pressures acting in the supply
and demand dynamics of the tanker freight markets that essentially causes the freight rate
to push back towards its long term natural mean. The process modeling step for both the

spot freight prices and the tanker demand are presented next.
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Spot Freight Rate Process: As discussed carlier, we use the Ornstein-Uhlenbeck Process
(OUP) as the basic diffusion model for the spot freight rates. However, before calibrating
the model with OUP, we analyzed the data (Figure 4-6) visually and suspected that it may
have at least a few jumps (large variations not caused by the diffusion process and a result
of unexpected events). Note that freight rate changes in the time-series are seen to be as
high as over 170,000 $/day while the average is 11,117 $/day only). Ignoring such jumps,
if present, may pose grave consequences in our context, i.e. the simulations would yield

lowered CVaR values causing an under-specification of the market risks.

To validate the presence or absence of any jumps in our data (Figure 4-6), we applied the
Lee and Mykland [47] jump statistical test. Note that various statistical tests are available
in the literature that either test for the overall jumpiness in a dataset e.g. see [48,49], or
test for jumps at any particular time such as the Barndorff-Nielsen and Shepherd tests
[50,51], which are based on the bi-power variation of the price changes. Lee and Mykland
[47] improved these tests for the exact identification of the jump moments i.e. they
propose a series of tests, one for each value in the time series. We used the Lee and

Mykland test at 1% significance level. The test statistic used is defined as &=1(i)|-¢/s,

where (i) = (log(S(,)/ S(,.,))/ 5(1,); here S(1,) is the spot price at the time £, and the term

() log(S(1,) /5, ,)|[log(5(¢,)/ S, )| captures the bi-power variation,

VK- .,

while ¢,, 5, are the constant terms that are determined based on the sample size. Here K is

S S
a parameter whose value should be large enough to exclude any effect of instantaneous
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volatility. We set K =7, which is suggested by Lee and Mykland [47] for the weekly data.
The threshold value for the test statistic is 4, where 4" satisfies P(& < ) =exp(—e™")
=0.99 (i.c. at a significance level of 1%), thus we determined #° = 4.6001 .

The test detected five jump-ups and seven jump-downs. The jump test results and the
directions/magnitude of the spot freight price change (using T'(7) plot) are shown in
Figure 4-7. A detailed review and comparison of the statistical tests for jump detection is

presented in Hanousek et al. [52].
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Figure 4-7: Jumps Detection in Spot Freight Data Using Lee & Mykland [47] Test

(Left: Dashed Line Showing the Critical Value); T'() Plot (Right) Showing Directions of the
Corresponding Jumps

For processes that have both jumps and diffusion processes, we may simply resort to a
jump diffusion process [53], whereas a diffusion process (such as the Ornstein-Uhlenbeck
Process) can easily be converted into a jump diffusion process by adding a jump term (a
compound Poisson process — made up of a Poisson (unexpected) arrival of a jump, where
the size of the jumps following some suitable distribution). Note that the limited spot
freight literature (reviewed in section 4.2) has not modeled jumps with a diffusion

process, though recognition of jumps in the empirical data and a need for jump-diffusion
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models is well documented [13,30,54]. Mean reverting models with jumps have been
used in the literature dealing with other commodity markets (such as the electricity
market) that are prone to jumps e.g. see Weron & Bierbrauer and Cartea & Figueroa
[55,56] who modeled electricity spot prices with a mean reverting process having jump

terms.

The Ornstein-Uhlenbeck Process with jumps can be presented in revised form as:

dX (1) = k(a - X(0))dt +odW (1) +dZ(t) where Z(1)is a compound Poisson process. Thus
using an Ornstein-Uhlenbeck Process with jumps, the volatility (o) and drift parameters
() of the OUP was fitted using the Maximum Likelihood Estimation (MLE) [57.58],
while for k as MLE results in a bias, we used a simple Jackknife'? correction to the MLE
estimate which is proposed by Phillips [59]. Two Poisson jump terms (jump-up and jump-
down terms) are added with arrival rates determined on the basis of five jump-ups and
seven jump-downs per 263 weeks present in the data. Due to a very limited availability of
jump size information (a total of 12 jumps only), we assumed a simple exponential
distribution for jump sizes. The choice is somewhat arbitrary; whereas the solitary reason
is that, we see that the larger jumps appear to happen with less and less frequency as
compared to smaller jumps. Some examples of the spot price simulation using the fitted
OUP with jumps model is presented in Figure 4-8, whereas the estimated model

parameters are: long term mean « = $58281, volatility o-=149590, the reversion rate

' A technique to estimate biases and standard error in statistical inference
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k=2.1436, jump-up rate of 0.019 (5/263) and jump-down rate of 0.02 (7/263); while the
current (starting) spot freight rates are set to the values corresponding to November 18",

2011 i.e. $24586.

\
|
\
J

Figure 4-8: Tanker Freight Rates Simulations (in TCE s, rates)
Tanker Demand Process: We used the Ornstein-Uhlenbeck Process to model the

additional demand data, which will simply drive the tanker demand process as described
carlier (using a VLCC size of 300,000 DWT, as specified for TD1 route). Note that we
tested this data for jumps as well, but found only one marginal jump and thus ignored it.
The volatility (o) and drift parameters (4) of the OUP was fitted using the MLE, while for
the reversion rate k a Jackknife correction was applied to the MLE estimate [59]. Some
examples of the oil demand simulations using the fitted OUP model is presented in Figure
4-9, whereas the estimated model parameters are: long term mean = 3919.2 K. Tonnes,
volatility o = 3471.5 and the reversion rate k = 4.2660; while the current (starting)
additional demand is set to the values corresponding to August, 2011 value i.e. 2491.16

Kilo-Tonnes of crude oil.
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Figure 4-9: Crude Oil Demand Simulations (in Kilo-Tonnes)
4.7.2  Monte Carlo Simulation
We make use of the proposed freight spot prices and crude oil demand stochastic process
models (section 4.7.1) to perform Monte Carlo simulations that will facilitate the scenario
generation as well as the price/rate estimation steps presented in Figure 4-3. Monte Carlo
simulation estimates are based on the average of the outcomes from a large number of
simulations. Thus the difference between a Monte Carlo estimate and the true value can
be arbitrarily made smaller by using a larger number of simulations. We used the standard
error of mean, over the monthly spot charter rates (for each period separately), as a set of

measures to determine the quality of the results.

Based on some experimentation, we decided to use a sample size of five hundred
thousand. The results of these trials are shown in Figure 4-10 where standard errors of
mean (for periods 1 & 11 — the two extreme cases) were plotted against the number of
replications. As can be seen, any increase beyond the used sample size of five hundred
thousand was not yielding any significant improvement in terms of reduction in the

standard errors, while the simulation time is clearly seen to go up considerably.
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Furthermore, as the average monthly spot rates are typically in a range of over $800,000
to 1.5 million dollars, standard error in a range of 200-350 dollars appears reasonable
with the 500,000 replications. Note that we only show results for the spot freight
simulations, while for the oil demand, the replications are also selected to be five hundred
thousand. In this case, the solution times are around three times less and the standard
errors are also in double digits only. The detailed Monte Carlo simulation procedure is
presented in Appendix-A (section 4.10).
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Figure 4-10: Standard Error of Mean (Spot Prices) vs. Simulation Replications
4.7.3 Scenario Generation & Probabilities Estimation
As described in section 4.6, we use discrete loss scenario sets and thus discrete
distributions with the market risks related to constraints (4-29) that would replace the
continuous loss distributions corresponding to each of the planning period. This
approximation is only suitable if it is a reasonable representative of the original
continuous distribution, otherwise, it will fail to capture the original problem. With

discrete approximations, as we increase the number of scenarios to an arbitrarily large
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number, we would yield a more and more accurate representation of the original
distribution; however, it will also yield an intractable problem in the integer programming
optimization context. Thus a statistical basis is needed which can be employed to
determine the minimum number of scenarios that would reasonably represent the original

distribution [60,61]. Miller and Rice [62] suggested that the first four moments of the

pp ing discrete distribution should be close to the
moments of the original distribution in order for it to be a good representation. In our
case, we do not have the original loss distributions; rather, we only have a large sample
set generated through Monte Carlo simulations. In this case, we conjecture that, provided

the sample size is large enough (thus representative of the original distribution),

increasing the cardinality of the discrete scenario set (starting from a single scenario),

would lead to a convergence (towards the value ing to the original

of the four moments of the approximating discrete distribution. Note that the key
assumption here is that the sample set is large enough to represent the original
distribution; otherwise it is easy to see that such convergences would not occur. Based on
a sample size of five hundred thousand we tested the proposed scenario generation
procedure, presented in Appendix-B (Section 4.11). The empirical results did show a
convergence leading to a reasonable scenario set size as shown in Table 4-I1. Convergence
pattern of the four moments, with the increasing the size of the scenario set is shown in
Figure 4-11. We show only the results for the first and last periods, however a similar

pattern is evident in all of the middle periods. Note that the third and the fourth moments
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are normalized to show the actual skewness and the kurtosis values of the approximate
discrete distributions. Also note that for the enterprise risk in constraints (30), the actual
distribution is discrete — the distribution for the additionally required tankers, and thus
needs not such a technique. The number of scenario for the enterprise risk is presented in

Table 4-11.

Period (1) T2 |3 |4|5(6(7 (891011

Number of (Discrete)
Spot Freight Scenarios (1| )

Table 4-I: Cardinality of Scenarios Sets (|| ), used in Risk Constraints (4-29)

4|35 |45 47|43 |44 |43 |50 (44 |44 |43
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Figure 4-11: Number of Scenario Determination Based on the Moments Convergence
Horizontal Axis: Number of Scenarios in a Competing Distribution;
Vertical Axis: Moment Value Corresponding to a Competing Distribution
[ Period (1) T1[2]3]a[s]6[7[8[9]10]1r]
‘Number of Vessels p
Requirement Scenarios (/] ) 10 !
Table 4-11: Vessel Demand Scenarios for Future Periods under Consideration

The ding discrete distributions (i.e. with ilities estimated

7

°
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to respective scenarios) are shown in Figure 4-12 (1% (left) and the last (right) periods

only for brevity) for spot freight rates, and in Figure 4-13 (1" and the last period) for the

147



tanker requi The steps for ilities estimation is also presented in Appendix-

B (Section 4.11).
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Figure 4-12: Fitted distribution Examples
(Horizontal axis has spot freight rates scenarios (in TCE )
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Figure 4-13: Fitted distribution Examples

(Horizontal axis has additional vessel requirements scenarios)

4.7.4  Price/Charter Rates Estimation

Lastly, to solve (FM) (following the process shown in Figure 4-3), we need to estimate
the price/rate parameters related to FTCs i.e. 7}’ , the spot chartering of vessels i.c.

SC, and E(SC,), and options purchase and exercise prices i.c. 0P and .y} . Values of all
the hedge instruments i.e. the derivatives are driven from the spot freight rates under the
expectation hypothesis of the term structure [19]. We begin by assuming spot rates S(7,)
measured in $/interval (interval: day or week) such that each period 7 has N intervals (e.g.
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in period 0, spot freight rate measurement intervals’ indices are 7: #=1,...,N, while for
period 1, T, n=N+1,....2N. Also assuming a standard continuous time economy with
continuous trading in the periods of interest, together with a frictionless borrowing and
lending at a constant riskless rate r, we can estimate contract and option values as
follows:

FTC Contract Valuation: Let a unit length (single period) FTC be a single traded risky

asset having a market price structure 7C{'[0,7,,7;,,] (in $/period with N spot rates update-
intervals i.c. the price set at f,0, (period 0), for a contract period of 7} - T;. and to be paid
at the beginning of 7}, /). Thus the discounted value of a FTC for a single period contract

length will simply be:

CU0.T, T, M= iE[S(TN”A)} @31)

Using above expression we can determine the same for an / period contract as:

™ ¥

TC0, T Tyuisl1= D06™™ D E[S(Thra )] (4-32)
=

Option (Asian) Pricing: For Asian options [13], having an underlying T/C contract similar

in form as a FTC, the option price would be simply equal to the expected payoff value

given as:

i) N "

OB (TaT; i) = Ze"’mE{Zs(TM,A)— )(07’} (4-33)
= =

Here, as the options price is a function of exercise price (.Y0;") (besides the spot charter

rates), it s casy to see that relatively larger values of YO would yield a lower option
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payoff (or even run completely our of the money) leaving the option less attractive to a
buyer. Conversely; for relatively smaller values of the exercise price, the options price
would go up as it gets more info the money. Various rules of thumb can be used to set this
exercise price such as setting it equal to the spot price at the time it is bought [63]. Some
empirical results suggest that this approach of a fhe money renders an optimal option
plan [64], while others show that this result presented by Hall and Murphy [64] is not
generalizable, whereas under varying conditions e.g. relating to a manager’s effort choice

and ion; the value of st

” equity under alternative compensation
schemes etc., the optimal plans may vary [63]. Given that an optimal strike price is highly
subjective to company specific conditions, as a simplification we consider its value
equivalent to a FTC, which is the underlying instrument. Thus we have:

xXop' :1’(,‘,‘"[0,7",.,.,7‘“,,7] (4-34)
Spot Charter Contract Valuation: The value of a spot charter contract can simply be

estimated by considering it equivalent to a single period FTC, thus:

SC[0.T,.7,,,.1]=¢ ""‘\ZN;E[S(TM,A)] (4-35)
Using the relationships derived in (4-31) - (4-35), we proposed a price/rate parameters
estimation procedure, which is presented in Appendix-C (section 4.12). Thus, making use
of the replications from the Monte Carlo simulations, we estimated the spot charter rates
as presented in Table 4-I11. As the spot freight data available was on weekly basis (N=4),

the procedure firstly estimates the weekly prices, averaged over 500,000 replications for
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each week, which are then averaged again over the four weekly periods blocks (e.g.
weeks 1-4 for period-1, weeks 5-8 for period-2 and so on) to determine the TCE onniy
equivalent prices. With monthly spot rates available, we estimated the contract values of
FTC (using (4-32)) corresponding to various start dates (period 1-6) and contract lengths
(1-6) as shown in Table 4-I1V. For example, the value of an FTC starting in period 4 of
length 3 (1220.7 thousand dollars per month, is estimated by summing the monthly spot
rates for periods 4-6 and dividing by three to find TCEponny value i.e.
(1151.2+1224.4+1286.6)/3= 1220.7). Similarly, using (4-33) and (4-34) we estimated the
(Asian) option prices of the underlying FTCs starting in periods 1-6 and permitted

contract lengths (i.e. 1-6), as presented in Table 4-V.

v [ 2 | 3 | a s | 9 [ 10 [ n
963.89 | 10653 | 115 6 14537 | 1480,
‘CEnn, Spot Charter Expected Vahies (m hosnds of Dollars)

Table 4-111:
Contract Length

1 2 3 4 - | 6

1| 84431 | 904.1 | 957.82 | 10062 | 1049.8 | 1089.3

:§ 2/963.89 | 1014.6 | 1060.1 | 1101.2 | 11383 | 1171.7

< 3] 10653 | 11083 | 1147 [ 11819 [ 12133 [ 12417

E 411512 | 1187.8 | 1220.7 | 1250.3 | 1277 1301

& 5] 12244 | 12555 | 1283.3 | 13084 | 1331 | 13515

6 | 1286.6 | 1312.8 | 1336.4 | 1357.7 | 1376.9 | 1394.2

Table 4-1V: TCE i, FTC Values (in Thousands of Dollars)
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Contract Length
1 2 3 4 5 6
61475 | 36173 | 20722 | 11689 | 6553.2 | 3685.6
77119 | 54395 | 38351 | 27135 | 19326 | 13909
86641 | 66829 | 51853 | 40547 | 32016 | 25554
92852 | 75723 | 62223 | 51602 | 43213 | 36543 |
97091 | 82329 | 70437 | 60796 | 52944 | 46484
99891 | 87309 | 76930 | 68340 | 61167 | 55162

Table 4-V: Options Prices (in Dollars)

Maturing Period

oo [= =[S ]

4.8 Computational Experiments

In section 4.7, we established a solution process leading to the stage of optimizing an
(FM) model. We now present a computational study, which is used to numerically
analyze the behavior of the proposed (FM) model. In the following sub-sections, we first
present the experimental setup used (section 4.8.1), which is followed by defining some
base-case problem instances in order to have a comparative analysis (section 4.8.2).
Finally, we present detailed insights from the numerical analysis using the rest of the

problem instances, which are presented in section 4.8.3.

48.1 Experimental Setup
To perform this analysis, we identified four key clements that may affect the performance
of the model. These are: 1) the starting spot price, 2) the starting periodic oil demand, 3)
the CVaR risk parameters Zand y; and finally, 4) the decision weights scheme (i.c. the
@, coefficient in the objective function). The starting spot price affects the charter

contracts/options valuation as well as its scenarios generation, while the starting oil
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demand shapes the expected tanker i and its scenarios ion. For both

the cases we selected two opposite (outer) levels i.e. high and low starting values relative

to their respective long-term means. Combinations of these values are used to cover the

full range of price and demand ibilities. Note that any pri ination is
possible in the presence of a very weak correlation between the two elements. This weak
relationship is attributed to the varying economic cycles present in the different regions of
the world [32,65]. These values are reported in Table 4-V1, where one set is the latest
available values (last data points from Figure 4-5 and Figure 4-6), while the other
represents approximately the mirrored values across the long term mean spot price/oil

demand.

Similar to the case of starting spot price and oil demand, we selected two levels of 0.95

and 0.99 each for the risk parameters fand y, which are the commonly used values in

practice. A third case of no prise risk (by ignoring ints (4-30)) is also
assumed to investigate the effect of its absence. For the decision weights, two schemes
are used i.e. a linearly decreasing weights scheme and an exponentially decreasing
weights scheme (as shown in Figure 4-14). Note that each period in a planning horizon
has decision revisions available that are equal to their respective period indices (i.e. 0 —
11). For example, we have zero decision revisions available for period 0, one decision
revision for period 1, and so on. Therefore, in this increasing decision revisions scenario

we used decreasing weights schemes.
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With this experimental setting, i.e. a 2x2x6x2 combination of all the four elements, we
tested 48 problems instances altogether. As the (FM) model is market risk-averse in

nature — minimizing the periodic market risks, we also analyzed all the 48 instances for
the case where a supplier relies only on spot chartering. Spot chartering depicts the risk
neutral case where a supplier relies totally on the market expectation. This comparison

allows the measurement of the level of risk aversion achieved by the (FM).

Factors/Parameters Levels
Starting Spot Rates Latest value (Figure 4-6) $24386
(Mean: $58281) Mirrored value (across mean) $92000
Starting Oil Demand Latest value (Figure 4-5) 249116 K. Tonnes
(Mean: 3919.2 K. Tonnes) Mirrored value 5300 K. Tonnes
.95
p 9
95
¥ 99
(No Enterprise Risk)
Decisions Weights Negatve Linear 1=(=D710
(where £ is the period index) [ Negative Exponential PR

Table 4-VI: Factors/Parameters used in the Numerical Analysis

1

—e— Linear

- - = Neg. Exponential

Figure 4-14: Periodic (X-Axis) Decision weights (Y-Axis), Analyzed to Solve (FM)
4.82 Base-Cases
In this section, we define the base-cases that will be used as a reference for comparing the

remaining problem instances (presented in section 4.8.3). Before defining these base-case
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instances, we first describe a notational scheme to identify a specific problem instance,
which is mainly for expositional reason. Note that for both the starting levels of spot rate
and oil demand, we have two levels each i.e. higher than long term mean value
represented with a short form ‘H’, while ‘L’ will stand for the lower value in the similar

manner. For the weight schemes, we used ‘Linear” and ‘Exp’ for negative-linear and

gati ial schemes respectively. Thus using these short forms, we identify an
instance by a notation — starting spot rate/starting oil demand/weight scheme/(f3 1y) —
e.g. H/L/Exp/(0.95;-) is an instance with high starting spot rate, low starting oil demand,

exponentially decreasing weights, f value of 0.95 and no enterprise risk.

4.8.2.1 Selected Base-Case Instances

The selected base-case instances are: 1. H/L/Exp/(0.95;-), 2. H/H/Exp/(0.95;-), 3.
L/L/Exp/(0.95:-) and 4. L/H/Exp/(0.95:-) i.e. all the four combinations of starting spot
rate and starting oil demand with #=0.95 and no enterprise risk. Analyses for these

instances are presented as follows:

4.8.2.2 Results and Solutions of Base-Cases

H/L/Exp/(0.95;-): The results and solution for the case of H/L/Exp/(0.95;-) are shown in
Figure 4-15 (a-b) and Figure 4-15 (c) respectively. The results (Figure 4-15 (a)) show a
comparison of the periodic market risks CVaR values (in millions) for the risk neutral
(spot chartering only) and the risk averse (full portfolio-mix) cases. For example, in
period 4 (highlighted with a black outline), the market risk CVaR is just over $30 million
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with spot chartering only, while with risk aversion, it reduces to around $16 million — a
reduction of 48% (Figure 4-15 (b)). Note that both the charts (a-b) show results for
periods 1-11 only; this is because period 0 is assumed to be deterministic and hence has

no market uncertainty.

a) Periodic (Market Risk) CVaRs b) % Reduction in Periodic CVaRs
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Figure 4-15: Result and Solution for H/L/Exp/0.95/-

In terms of percentage reduction in the market risk CVaRs across periods, we see a higher
reduction in initial to middle periods (i.e. 1-7, ranging 57%-45%) which diminishes away
towards the end (i.c. 8-11, ranging 28%-2%). This can be explained through periodic
coverage provided by the full portfolio-mix in the risk-averse case. Figure 4-15 (c) shows
the coverage of the additional expected tanker demand through T/C contracts, T/C

options and spot charters. For example period 7, which has an expected additional
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demand of 13 tankers, is covered through 2 spot charters, 5 T/C contracts and 6 T/C
options that are spanning period 7. Thus the decreasing percentage reduction in market
risk CVaRs for the periods (7-11), in part, is understandable given a smaller number of
term contracts/options covering those periods. This diminishing coverage in the end
periods is obvious given our assumption (section 4.5.1) that the farthest a contract/option

is obtained for (starting/maturing) is period 6.

H/H/Exp/(0.95;-): This instance, unlike the one above, has oil demand starting well
above its long-term mean value (the rest of the parameters being constant). The results
and solution for this instance are shown in Figure 4-16 (a-b) and Figure 4-16 (c)
respectively. Since the oil demand started well above its long term mean, periodic
requirements for the tankers can be seen in Figure 4-16 (c) starting higher (18 vessels:
period 0) and then decreasing towards its long term mean (14 vessels: period 11); a case
opposite to the first instance which started low and increased towards its long term mean.
Correspondingly, market risk CVaRs seem to follow a similar pattern (decreasing with
tanker demand). This decrease is casily explainable given risk magnitude always being

proportional to the scale of the operations.

The distribution of the portfolio in Figure 4-16 (c) shows a prominent use of spot charters
in the initial as well as the end periods. Use of spot charters in the end periods (7-11) is
due to a similar reason as explained with the first instance. For the initial periods (1-6),
this use is due to a limited availability of time charter contracts and options compared to

an exceedingly high demand situation. For instance in period 0, the vessel requirement is
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18 with only 8 options (given to the problem) maturing at that time, while new time
charter contracts are only available to start from periods 1 and onwards, which are also
limited in number. This also explains the increasing percentage reduction pattern in
market risk CVaRs (Figure 4-16 (b)) for periods 1-6, where due to decreasing tanker
requirements the effect of the limited number of T/C contracts and options become more

prominent.

2) Periodic (Market Risk) CVaRs b) % Reduction in Periodic CVaRs
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Figure 4-16: Result and Solution for H/H/Exp/0.95/-
L/L/Exp/(0.95:-): The results and solution for this instance are shown in Figure 4-17 (a-

b) and Figure 4-17 (c) respectively. Compared to the first two instances, actual market
risk CVaRs appear much lower in this instance. For example, for the risk neutral case,

CVaR for the first period is $12 million while it is $27/$46 million respectively for H/L &
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H/H instances. These values with full portfolio use are $8.8 million and $11.65/$29.1
million respectively. This is expected as the potential effect of hedging is minimal with
both the spot prices and the oil demand starting low. That is, this instance has a smaller
scale of operation (lower tanker requirements), while with the cost of a spot charter
already being low, the risk of a large positive loss is also low. It is also important to see
that if the spot price and oil demand start at opposing levels i.e. H/L or L/H, the pattern in

percentage CVaR reduction s dictated by the dominant element of the two.

a) Periodic (Market Risk) CVaRs b) % Reduction in Periodic CVaRs
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Figure 4-17: Result and Solution for L/L/Exp/0.95/-
Comparing periods 1-6 of the H/L and L/L cases i.e. where the starting oil demand is

fixed at ‘L’ while varying only the starting spot price, we noticed that the percentage

reduction in market risk CVaRs follows the expected spot price change. That is, when
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starting at ‘L as the spot price (expectedly) increases, the percentage reduction in market
risk CVaR also increases due to an increasing risk of positive loss and vice versa. To
explain this difference in the behavior, we make use of a simple example as shown in
Figure 4-18. The figure depicts the two scenarios (H/L & L/L), where in both instances
there are two periods each with an expected demand of one tanker each. This demand can
be met through spot chartered ships or alternatively through a single 2-period T/C
contract. In Spot chartering only the supplier exposes itself to the spot rate volatilities, for
which the corresponding periodic market risk CVaR values are shown as small-dashed
lines. The other alternative is a 2-period T/C contract where the cost is certain (thick solid
line — based on an average of the spot price expectation in the two periods). In both cases
the arrows show the difference between the CVaR value (the expected cost in the tail of
the distribution) and the TCE on, cost with T/C contracts. The level of risk reduction
(the size of the arrows) in each scenario and each period is evident, where the pattern
follows the spot rates change i.¢. when spot price starts low the reduction in risk amplifies

and when spot price starts high it drops off correspondingly.

Period | Period2  Period | Period 2
Requirement: (I tanker) (1 tanker) (1 tanker) (I tanker) Risk Neutral
,,,,, CVaR
[ rrrrrr
[ e
contract

=" N e

So. Rate Scenario: L
Figure 4-18: CVaR Reductions with Different Spot Rates Staring Level
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For the end periods (7-11) in all three cases, as the spot rates and tanker demand
approaches the mean value together with a limited use of the T/C contracts and options,

the pattern in percentage reduction in market risk CVaR appears quite similar.

L/H/Exp/(0.95;-): The results and solution for this instance are shown in Figure 4-19 (a-
b) and Figure 4-19 (c) respectively. The market risk CVaR values in the initial periods
appear lower as compared to H/H and H/L cases (cases with starting spot price fixed at
“H), the reason being again the lower spot prices where the risk of large positive loss is
low. The same CVaR values appear higher than in L/L case, which is also easily
explainable through higher oil (or tanker) requirements in the L/H case. The pattern in
percentage reduction in market risk CVaRs is also similar to the L/L case; which is
already explained using Figure 4-18 above. The periodic vessel coverage (Figure 4-19)
follows a similar pattern as in H/H/(0.95;-), with the obvious reason that oil demand is at

“H’ level and decreases (expectedly) in the future periods.

Although all of the above base-case instances do not assume enterprise risk constraints,
we would like to comment on the relationship between the market and the enterprise
risks, which is required in forming an argument needed to compare other instances where
the enterprise risk constraints are enforced. Market and enterprise risks work in opposite
directions i.e. market risks decrease with adding longer-term contracts and their options

(by d ing the freight rate inty), which on the other hand increase the

enterprise risks (due to increasing the risk of under utilization of vessels). The enterprise

risks are offset by increasing reliance on spot charters options. Thus, in those cases where
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enterprise risk is considered, the model essentially balances the two risks with appropriate
portfolio mix of longer-term contracts, options and spot charter options. Also note that
options on T/C contracts pose far smaller financial (enterprise) risks where a vessel can
be let go when demand drops (by not exercising the option) at only the cost of a relatively

small purchase price of the option.

i a) Periodic (Market Risk) CVaRs b) % Reduction in Periodic CVaRs
$30 ———— 1234567891011
s20 A1 | o (L

| Tl REaL It
$10 SRS 1 | 0% 1
$ I EE R 1 i | 30%
‘ 123456789101 [40%
| 0%
= Spot Chartering Only = Full Portfolio || gog, B

©) Periodic Vessel Coverage

=Spot =T/C =Options

Figure 4-19: Result and Solution for L/H/Exp/0.95/-
4.8.3  Analysis of the Remaining Problem Instances
In this section, we analyze the remaining set of problem instances, relative to the base
cases. For this analysis, we grouped the remaining problems in sets of four i.e. based on

the four combinations of starting spot rate and starting oil demand values (H/L, H/H, L/L,
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L/H). For these problem sets, we first analyze the sets with ‘Exp’ weight scheme and the
combinations of # and y values, and then we comment on the changes when the weight

scheme changes to ‘Linear’.

4.8.3.1 Analyzing the Exp/0.95/0.95 Set

This problem set differs from the base cases mainly in that it considers the enterprise risk
constraints in all four instances. The solutions are shown in Figure 4-20 to Figure 4-21
respectively (Note: The CVaR and the percentage reduction in CVaRs for these and the
remaining instances are shown in Appendix-D). We analyzed it by separating the cases

where oil demand starts low (H/L & L/L) and where oil demand starts high (H/H & L/H).

For the instances with low oil demand (L/L & H/L) with enterprise risk constraints (at

¥ =0.95), the main difference is in the market risk CVaR values which increase for the
full portfolio use cases, while correspondingly, the percentage reduction in market risk
CVaR values decrease (especially in periods 1-6). This is due to a reduced reliance on the
longer T/C contracts and options for the periodic vessel requirements. As discussed
earlier in section 4.8.2.2, the behaviors of the enterprise and market risks are opposite i.e.
if one increases the other decreases and vice versa. Thus to reduce enterprise risks, spot
charter options increase which consequently increase the market risks as well. Hence,
with both the market and enterprise risks in play, the portfolio balances through
appropriately mixing the spot charter options and market risk hedge instruments (i.e. the

T/C contracts and options).
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Figure 4-20: Solution for H/L (Left); L/L (Right)
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Figure 4-21: Solution for H/H (Left); L/H (Right)
Unlike I/L & H/L, in the high demand start cases i.e. L/H & H/H, we observe no change

in the results. The reason is that the enterprise risk shows an asymmetric behavior with
respect to the starting oil demand and its expected future movement towards the long term
mean. To explain further, consider the case where oil demand starts well below the mean
level; given our assumption of a mean reverting process (section 4.8.3.1), we strongly
expect the oil demand to increase over time towards its long-term mean. Conversely, at
some point if the oil demand takes a significant drop (counter to our expectation), a loss
may occur due to an over commitment of charter contracts resulting in an under

utilization of vessels. By contrast, when the oil demand starts well above the mean level,
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we strongly expect it to decline towards the long term mean, while if counter to our

the demand rises signi , a loss will not occur as there will be no

unused vessels and the increase in tanker demand is met through additional spot

chartering of vessels.

483

.2 Analyzing the Exp/0.95/0.99 Set
The results and solutions for this set are shown in Figure 4-22 - Figure 4-23. The overall
behavior is quite similar when y = 0.99 is used instead of 0.95 (the set presented above in
section 4.8.3.1), except that the effect of enterprise risks is more pronounced for the
instances where oil demand starts low (H/L & L/L). For example, percentage market risk
CVaR reduction decreases from 38% to 34% for the 4™ period with y = 0.99 in H/L case
— adrop of 4%, which is due to adding four spot charter options as opposed to none with
v=10.95. We observe a similar decrease in other periods, ranging 0% to 5.8% with an
average of 0.87% across both problem instances. There was no change observed with the
base cases where oil demand starts high (H/H & L/H). The reason is as discussed in the
previous set i.e. the asymmetric nature of the enterprise risks causing no effect when oil

demand starts at *H’ level.
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Figure 4-22: Solution for /L (Left); L/L (Right)
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Figure 4-23: Solution for F/H (Left); L/H (Right)

4.8.3.3 Analyzing the Exp/0.99/- Set

The results and solutions for this set are shown in Figure 4-24 - Figure 4-25. Compared to
the bases cases, the 4 value increases from 0.95 to 0.99, thus with full portfolio use we
see an increase in T/C contracts and options use in all the four instances — reducing the
market risk CVaRs as a result (or increasing the percentage reductions in market risk
CVaRs). For example, we see an increase of 19.06% in the total reduction in market risk
CVaRs from the L/L/Exp/(0.95;-) case to the L/L/Exp/(0.99:-) case i.¢. the total reduction
in market CVaR across all periods increases from $80,049,883 to $95,707,659. This is

achieved by reducing the spot charter options by 4 (i.e. reducing the total spot charter
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options from 45 to 41) while increasing an overall coverage by T/C contracts and options
(increased coverage from 74-78, which is an increase from 69% to 71.7%). For each of
the four instances, the increase in the fofal reduction in market risk CVaRs with full
portfolio use, relative to Exp/0.95/-, is noted to be: L/L (19.06%), L/H (17.31%), H/L

(12.6%) and H/H (11.8%).

Periodic Vessel Coverage Periodic Vessel Coverage
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Figure 4-24: Solution for H/L (Left); L/L (Right)
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Figure 4-25: Solution for H/H (Left):, L/H (Right)
4.8.3.4  Analyzing the Exp/0.99/0.95 St

‘The solutions for this set are shown in Figure 4-26 - Figure 4-27. The overall change in
the behavior (relative to the base-cases set) is consistent with the changes as noted with

the Exp/0.95/0.95 set, except that the market risk CVaRs further decreased with the full
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portfolio use. This is due to an additional emphasis on the market risks as reflected in the
B increase from 0.95 to 0.99. Overall, for each of the four instances, the increase in the
total reduction in market risk CVaRs with full portfolio use (relative to Exp/0.95/0.95) is
recorded as: L/L (16.01%), L/H (17.31%), H/L (9.25%) and H/H (11.77%).

Periodic Vessel Coverage Periodic Vessel Coverage
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Figure 4-26: Solution for H/L (Left); L/L (Right)
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Figure 4-27: Solution for H/H (Left); L/H (Right)

4835 Analyzing Set with Exp/0.99/0.99
‘The results and solutions for this set are shown in Figure 4-28 - Figure 4-29. The overall
change in the behavior (relative to the base-cases set) is consistent with the changes as

noted with the Exp/0.99/0.95 sets, except that the market risk CVaRs increase relative to

168



the Exp/0.99/0.95 set with full portfolio use. As discussed earlier, this is due to an

increased emphasis on the enterprise risks i.e. by changing y from 0.95 to 0.99.

4.8.3.6
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Figure 4-28: Solution for H/L (Left); L/L (Right)
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Figure 4-29: Solution for H/H (Left); L/H (Right)

The Effect of Weight Schemes

To analyze the effect of weight schemes, we compared the change in the portfolio-mix

when weight scheme changes in a problem instance. The results are shown in Table

4-VII, which are for all the four combinations of starting spot rate and oil demand i.c.

(L/L, L/H, H/L, H/H) and the corresponding B and y values.
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Coverage with

Sp. Rate/ Coverage with ‘Exp’ proniy Increase in T/C &
bemang T TCE S TC& s OO

Options __Charter __Options __ Charter

099,099  572%  428%  59.3%  40.7% 2.1%

58.6%  414%  634%  366% 4.8%

L T1.7% 28.3% 73.1% 26.9% 1.4%

095099 572%  428%  59.3%  40.7% 21%

0.95;0.95 57.9% 42.1% 63.4% 36.6% 5.5%

0.95;- 69.0%  31.0%  731%  269% 41%

0.99;0.99 64.8% 352% 66.5% 33.5% 1.7%

099,095  648% | 352%  665%  335% 17%

0.99;- 64.8% 35.2% 66.5% 33.5% 1.7%

V095099 e a5 v 66 a3 17%

095095  648%  352%  665%  33.5% 1.7%

0.95;- 648%  352%  665%  335% 17%

0.99;0.99 46.9% 53.1% 53.1% 46.9% 6.2%

55.9% T aai% | sso% | 44n% 0.0%

TI%  269%  152%  248% 21%

L 469% | 531%  531%  469% 62%

53.8% 46.2% 55.9% 44.1% 2.1%

T3A% | 269%  152%  248% 2%

67.0% 33.0% 67.6% 32.4% 0.6%

67.0%  33.0%  676%  324% 0.6%

i . 67.0%  33.0%  67.6%  324% 0.6%

095099  67.0%  33.0%  67.6%  324% 0.6%

095095  67.0%  33.0%  67.6%  32.4% 0.6%

0.95;- 67.0%  33.0%  676%  324% | 06%

Table 4-VII: Percentage Increase in T/C Contract/Options with ‘Exp’ weight Scheme
The change in T/C and option coverage, when ‘Linear’ weights scheme instead of ‘Exp’

is used, is relatively small with an average increase of 3.3%, 1.7%, 3.1% & 0.6% in all
the four sets respectively. The increase is expected as ‘Linear” weights tend to retain
emphasis on market risk longer as compared to ‘Exp’ weights with the periods. This
change appears to be larger for few instances when oil demand starts at a lower than

long-term mean value e.g. H/L with risk parameters at (0.99; 0.99). In this case, the total
7



number of spot charter options with ‘Exp’ weights scheme is nine more than with

‘Lincar’ weights case, whereas the total requirements in the instance are 145 tankers.

4.9 Conclusion

In this paper, we proposed a simulation-optimization framework for an oil supplier doing

fleet management. The aim is to optimize the total chartering costs and the financial risks.

We showed that minimizing risk and minimizing risk and cost together are equivalent
problems under the expectation hypothesis of term structure (EHTS) [19]. To deal with
the associated risks we argued for a strategic policy of financial (downside) risk aversion.
We identified two risk sources i.e. freight rate volatilities (resulting in market risks) and
oil demand uncertainties (resulting in enterprise risks). We further identified CVaR
(conditional value at risk) as an appropriate risk measure to enforce the risk aversion
policy. An appropriate valuation scheme for chartering contracts and options is also
proposed. To support the risk characterization and valuation schemes numerically, we
also presented modeling of the risk sources as stochastic processes i.e. we showed that
spot freight rates can be modeled as mean reverting (Orenstein-Uhlenbeck) with jumps

process, while oil demand can be modeled as simply the Orenstein-Uhlenbeck process.

The resulting optimization model is a i integer ing model. To solve
this model, we proposed an approximate linearization scheme that makes use of a
scenario generation method to discretize continuous risk functions and convert it into an
integer programming model.
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A detailed numerical study is performed that shows asymmetric behavior of the enterprise
risks with respect to the starting oil demand level. The results show that the enterprise risk
constraints do not impact in the cases of high oil demand (compared to the long term
mean) start. Also, for the market risks, the effect of risk reduction (with full portfolio use)
across periods changes with respect to the starting freight rates; that is the impact of
hedging increases across future periods when the freight rates start below its long term

mean values and vice versa.

This work has at least three-fold major contribution: first, it is the first work, to our
knowledge, that deals with the fleet management problem at the tactical level; second, we
have characterized freight rates through a process that considers jumps for the first time;
and third, a unique scenario generation method is proposed where there is no actual
knowledge of the risk distribution functions. The work can be extended in many different
ways, for instances, the model mainly assumes crude oil supply — thus a homogeneous
fleet assumption, while in reality a supplier may be transporting petroleum products such
as petrol and diesel as well as the crude oil. This essentially requires several classes of

vessels where ity is not a valid it products

also involve local transportation which may involve multiple trips with multiple pick-ups
and drop offs over shorter distances in any single planning period, essentially resulting in

a more complex and challenging problem.
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4.10 Appendix-A: Monte Carlo Simulation

The following is a summary of the Monte Carlo Simulation procedure:

©  We draw a sample of u simulations, In each sample we simulate:

11N prices (V intervals each over an eleven months period) and store it in a matrix of
the form (S(T}),...S(T}. e, » Where c represents rows carrying each of the u

samples

Using 11 crude oil demand realizations (D). D)., ). determine the tanker
requirements using TD1 specification of a 300,000 DWT tanker, and store it in a matrix

of the form (N,,... V) <.,

4.11 Appendix-B: Scenario Generations

4.11.1 Spot Freight Rate
As discussed in section 4.7.3, we aim to generate a set of scenarios and its corresponding

babilities to have an i discrete distribution for the ints (4-29). It is

intuitive to see that as we increase the number of scenarios, the approximation quality
increases, however the solution tractability of (FM) decreases as well. Thus the basic idea
is to find the minimum number of scenarios that would result in a good approximation to
the original loss distribution. We use the criterion by Miller and Rice [62] to determine
the quality of the approximation i.e. that the first four moments of the approximate
discrete distribution be reasonably close to the corresponding moments of the original

distribution. In our case, as we only have a large sample set representing the original
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distribution, we conjecture that, fitting a discrete distribution by increasing the size of the
scenarios set (starting from a single scenario), would lead to the convergence of the four
moments of the approximating distribution and that it would approximately be the same
as that of the original distribution. On this basis, we developed a simple scenarios
reduction algorithm that recursively increases the scenario set size till the four moments
converge. The termination occurs when the change in the moments, while increasing the
number of scenarios, becomes less than some arbitrarily small value. To avoid any false
alarms (a falsely occurring small change between two consecutive competing
distributions), we modified the termination criterion and considered this change to remain
stable over a few cycles — i.e. we draw lines between moments of the possible contender
distributions and examine its normalized slope, when this slope approaches zero the

termination occurs (Figure 4-30).
x 10°  1stmoment

| Slope of consecutive
2 lines declining to zero

|
4 " |
0 10 20 30 40
Number of Scenarios

Figure 4-30: Convergence of Moment-1 with Increasing Number of Scenarios

(Termination Criterion: Slope < 0.0001)
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The algorithm is presented as follows:

2)SC; « the 2" discrete scenario belonging to period 1.

b) K < 6; Minimum number of scenarios considered by the algorithm (this is needed to
plot a line for the termination criterion. Note that longer lines will give more stable
results; we experimented and used a value of 6)

¢) k< 1; the index representing the number of scenarios in a competing distribution,
k)

(my my, m,,m,)} < The set of four moments of discrete distribution with k, number of

currently being evaluated (where

scenarios, in period 1.
48 (MafSC]_ ~MifSC,)

equidistant scenarios. (Here the Max and Min are functions to determine maximum and

)/ ki the step size (for each k) to create
minimum realizations (amongst u samples) of spot rate values in the period 7)
¢) The values of each scenario (in a competing distribution with &, scenarios, of period

1)is calculated as: SC; = Min(SC,), +6/2+ (=18 Vz=1...k,
) The probabilities corresponding to ach of the above scenarios are:

{sc,,[ﬁ -jqua ). 5[%:‘ ‘;]}

u
spot rates relating to a representative scenario (determined as scenario value + &, /2).

. Where || represents the number of

g) Calculate (m,, m,, m,, m,)}"

h) IF k < K Repeat steps d— g for 1<k, < K ELSE: k < k +1; IF k, > K+1: Compute
the slope of the line between the latest competing distribution moments

(my my,my,m,)P and the distribution with K less scenarios. IF slope < A (=0.0001)
terminate the process. Set |Ff,| = k (current value).Use current set of scenarios and its

corresponding probabilities in constraints (4-29).
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4112 Tanker Demand
Estimating the different possible scenarios of the number of tankers required and its
corresponding probabilities v/ (N,.., N,,) is fairly simple. The scenarios are already

available from the si ions, while the p ilities are estimated by

dividing the number of a specific realization (in the sample set, for period 7) by the total

sample size u.

4.12 Appendix-C: Price/Rate Estimation

The Algorithm for Price/Rate Estimation is as follows:

« Caleulate FTC values by using a Monte Carlo estimates 7C;” (S(Ty,),....S(Ty,.,)) using
equation (4-32)
Calculate Option prices by using Monte Carlo estimates OB (S(Ty),--S(Ty,..,) using

equation (4-33), with a strike price as defined in (4-34)
o Calculate values of a single period spot charter contracts by using Monte Carlo
estimates SC, (S(7},),-.»S(Tyy.1)) using equation (4-35)
o The overall simulation accuracy of the estimates can be expressed by the standard
SD(SC,)
Ju

errors as: &y = , where SD stands for the standard deviation.
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Results for Exp/0.95/0.95 Set:
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Figure 4-32: Result for L/L.

4.13 Appendix-D: Additional CVaR and % Reduction Charts
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Figure 4-33: Result for H/H

177



Periodic (Market Risk) CVaRs

$30 ey
| s20 I I 4
= |
1234567891011
mSpot Chartering Only = Full Portfolio

Figure 4-34:

Results for Exp/0.95/0.99 Set:
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Figure 4-35: Result for H/L
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Figure 4-37: Result for H/H
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Figure 4-38: Result for L/H

Results for Exp/0.99/- Set:

Periodic (Market Risk) CVaRs

$40 — —

$30 ——

$20

$10 i

. LELEENREN
1234567809101

mSpot Chartering Only = Full Portfolio

40%
60%

| 80%

% Reduction in Periodic CVaRs

1234567891011

Figure 4-39: Result for H/L
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Figure 4-42: Result for L/H
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Results for Exp/0.99/0.95 Set:
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Figure 4-43:
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Figure 4-44: Result for L/L
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Figure 4-45: Result for H/H
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Results for Exp/0.99/0.99 Set:
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Figure 4-49: Result for H/H
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5. A Risk-Cost Routing and Scheduling Framework for Maritime

Transportation of Crude Oil

Abstract:

Maritime transportation, the primary mode of global oil supply, is conducted via a fleet of large
crude oil tankers. Oil transportation by these tankers has resulted in a large number of ol spill
incidents resulting in billions of dollars worth of losses. In this chapter, we present an integrated
approach to the risk-cost based routing and scheduling of crude oil deliveries. We make use of the
approaches developed in Chapters 2 and 3 for developing this integrated approach. A bi-objective
mixed integer programming model is proposed to solve the problem. The results show that risk is
a major factor, which if ignored in the delivery scheduling, may bear significant consequences. In
fact, the risk factor appears to dominate the operational cost factor due to large risk estimates for

individual tanker voyages.
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5.1. Introduction

Maritime transportation, the primary mode of global oil trade, moves over 1.8 billion
tonnes of oil every year [1]. Transportation at such a scale is accompanied with large
number of oil spill incidents, some of which have resulted in billions of dollars worth in
losses. These losses are a result of associated cleanup activities, property and business
losses, as well as environmental damages. Recent figures released by the International
Tanker Owner Pollution Federation lists around 10,000 spills in the period of 1974-2008
with at least 460 incidents having spills of size > 700 tonnes [2]. This persistent problem
has consequently led to stringent global and local regulations. The most prominent of

these ions is the i Maritime Organization’s (IMO) MARPOL

convention that covers pollution of the marine environment from operational or
accidental causes [3]. The European Union’s proposed Erika legislative packages for
maritime safety [4] and the 1990 Oil Pollution Act (OPA) of the United States [5] are the

other two prominent examples covering similar issues at a local level.

For an oil supplier, these poses serious long term to short term planning challenges,

starting from ing its fleet in with the new ions to bringing in the

risk and regulatory i ions in tactical and ional decision making. From the
cost perspective, at the tactical and operational levels, the oil spill related risks'® are not

merely a tangential concern. Rather, it is reflected significantly in the overall cost of

" In the rest of the chaper, the term risk refers to the risk of a tanker accident leading to an ol spill
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operations in the form of hefty insurance premiums. These iums are to be

with the insurers — the globally operating not-for-profit P&I (prevention and i ity)

clubs, and are based on what claims a supplier is likely to bring.

Thus, risk considerations become a vital factor in the transportation planning efforts of an
oil supplier. In the current literature, order delivery planning (or scheduling) at the global
level is generally treated without risk consideration. In chapter 3, we presented a detailed
literature review'® dealing with this problem i.e. the problem of global crude oil delivery
scheduling. The works in the literature that consider risk together with the economic costs
are quite limited, and to our knowledge, restricted only to geographically local problems.
In fact, the only two works that consider the risk element besides the cost are Li et al. [6] ,
and Takovou [7]. Both of these works focused on developing models for the Gulf of

Mexico area (i.e., a local setting) and were a result of 1990 OPA of the United States.

To incorporate risk, Li et al. [6], presented a routing decision model for a multimodal and
multi-product case, where weighted sum of risks and costs are minimized. The risk (i.e.
the risk incurred from tanker voyages) is estimated using a risk assessment model
reported by Douligeris et al. [8], and is developed under the U.S. National Marine Oil
Transportation System Model (NMOTSM). For a similar case i.e. multi-commodities and
multi-modal case, Takovou [7] presented a strategic interactive multi-objective network
flow model for the Gulf of Mexico region that allows for risk analysis and routing. The
aim of their paper was to provide regulators with a model that help them evaluate and set

¢ For brevity and avoiding repetition, we refer to the literature reviewed in chapter 3.
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regulations to derive desirable routing schemes. The interactive solution methodology is
provided through a web interface, where non-dominated solutions are generated based on
decision makers’ feedback. The risk assessment models used in both these works are
essentially local in nature i.e. developed specifically for the Gulf of Mexico region [9].
Other similar risk assessment works, to our knowledge, are all local and no work exists

that deals with the intercontinental transportation of crude oil'”.

In this work, we address the problem of global crude oil delivery planning with risk
considerations. More specifically, we propose a bi-objective routing and scheduling
framework that considers both the risk and the cost factors faced by an oil supplier in
making its delivery plans. The underlying approach in delivery scheduling is similar to
the one presented in Chapter 3 (the PRS approach). However, it differs from it in at least
five different ways. That is: First, we consider minimizing the environmental risks
together with the operational costs. Second, we consider additional port restrictions
imposed due to regulatory and operational factors. For example, we consider restrictions
on the tanker capacity utilization due to a port’s maximum cargo handling capacity and
the types of vessels allowed in the port. Third, we consider a vessel’s cargo carrying
capacity being a function of the supplies needed (mainly bunker fuel) over a route.
Fourth, we consider the full maritime network with all existing route choices available for
individual tankers. This is something ignored earlier in the PRS approach, where we

"7 For brevity and avoiding repetition, we refer to the literature reviewed in Chapter 2. This literature review
covers risk assessment, accident rates & cost-of-spill estimation models, and risk based decision modeling

works,

195



considered the most economical routes only for simplicity. The full network utilization
with alternative route choices becomes crucial when considering both the risk and the
cost factors due to varying risk and cost structures. Fifih, a key modification as compared
to the PRS approach is the aggregation of all supply points into a single port. This
modification is based on our two key observations during the study of the PRS model i.c.
1) supply points are mostly located in close vicinity compared to customer locations, and
2) the model was increasingly difficult to solve for large size problems and such a

simplification facilitates solving these problem when the full network is considered.

While the delivery scheduling approach is mainly built around the PRS approach
presented in Chapter 3, we also make use of our work presented in Chapter 2 i.c. the cost-
of-spill approach for selecting tanker routes. The model presented in Chapter 2 is adapted
to estimate risks incurred by individual tanker haulages i.c. the method will be employed

to estimate risk parameters used in the problem.

The rest of the chapter is organized as follows: In section 5.2, we present a detailed
problem description, while the proposed bi-objective risk-cost mixed integer
programming model is presented in section 5.3. Parameter estimation is presented in
section 5.4, which mainly includes available capacity and risk estimation methods for
individual tanker voyages. A computational study is presented in section 5.5. Finally, we

present conclusions of the study in section 5.6.
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5.2. Problem Description

In this section, we present the problem of interest, and then outline the basic modeling
assumptions. We consider a case where an oil supplier, through an available fleet of large
oil tankers, needs to prepare a routing and scheduling plan. That is, the supplier needs to
schedule crude oil deliveries using multiple routes with different cost and risk structures.
Note that we are assuming a single supply port situation only. However, the assumption
may not be as restrictive given that most large suppliers cither have a single supply port
or a group of ports located in close vicinity (and thus assumed aggregated into a single
port). The nature of crude oil demand is the same as presented in Chapter 3 i.e. following
the Periodic Requirements Model (PRS). Recall that PRS assumes a set of crude oil
orders, arbitrarily split amongst a number of tanker deliveries, which is to be completed
during specific delivery time-windows.

Related to the multiple route choices assumption above, an important observation is that
these choices are a function of the individual vessels available. That is, the physical size
and carrying load of a vessel may eliminate some available route choices due to the
present geographical limitations. For example, a route passing through Suez Canal may
not allow VLCC/ULCC class tankers fully laden, while allowing the same in their ballast

(i.e. when empty).

An instance of the above described problem is depicted in Figure 5-1. Here 0, denotes the
crude oil order at demand point d for period i. The planning horizon starts when the
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demand is realized and the first vessel is available for service at the supply point, while it
ends with the end of the last time-window. Note that the planning horizon does not
restrict a vessel to return to its supply point within the planning horizon. In this sense, it
only represents a time within which all deliveries must be made. Also note that the two
vessels become available for service at different times due to their prior commitments.

Planning Horizon

! Time-Windows|
! with Demand 9 9

Demand point timeline

Route-l ——  Route2 >

Figure 5-1: Vessel Movement between a Supply and a Demand Point

For this problem, we also assume several restrictions that would make the model more
realistic and practical to implement. Firstly, we consider two key port related restrictions
in the model i.¢. 1) a limit on the maximum usable capacity of a vessel and, 2) a
restriction on the vessel types allowed in a port. A limit on the maximum usable capacity
is mainly due to the operational issues at a port, such as the available cargo handling
capacity and the ship draft (portion in water) allowance etc. Vessel type restriction, on the
other hand, is primarily an environmental regulatory constraint. An example of this
restriction is a port not allowing single hulled tankers due to a higher potential of oil spill

accidents.
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Secondly, we assume the cargo carrying capacity of a tanker to be a function of a route
length i.e. as the bunker fuel and other operational supplies’ loading requirement
increases, the cargo carrying capacity decreases. Note that the reduction in capacity can
be in a range of 3000 — 5000 tonnes for large tankers traveling on the major inter-

continental routes [10].

For this problem, the supplier has two major considerations pertaining to planning
decisions — the operational cost and the risk (in dollars) of tanker accidents leading to oil
spillage. The supplier would like to minimize both these costs during its planning. The
total operational cost mainly drives itself from the transportation cost of the operations.
The risk is assumed to be represented as an expected maximum loss amount, incurred due

to i cleanup, envi and soci ic costs, when a tanker travels on

a specific route and carries a specific amount of cargo.

Before outlining the mathematical program in the next section, we list the six basic
assumptions pertinent to the problem outlined above: first, the demand requirements
(assuming crude oil only) are known before the start of a planning horizon; second, all
relevant costs are known, while all the risk parameters are estimated; third, every tanker
picks up its cargo from a single supply source and delivers the entire shipment to a single
demand location; fourth, no return cargoes are allowed; fifth, a heterogeneous fleet of
owned oil tankers (various classes) is assumed, which serves the ports capable of
receiving them; and sixth, tankers are allowed to become available anytime within a

planning horizon.
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5.3. Bi-Objective Risk-Cost Model

In this section, we present the basic notations, followed by the bi-objective optimization

model. However, we start with three key definitions:

Route: A complete path followed by a tanker, which starts from the supply point, passes
through a delivery point d and returns back to the supply point.

Voyage: Comprises of all elements of an oil tanker journey on a route i.e. waiting for
loading at the supply point, the loading of crude oil, traveling to a demand point,
unloading and then returning to the supply point.

Loaded Leg: Partial voyage of a tanker till it finishes unloading at a demand point.

Return Leg (Ballast): Partial voyage starting from the return of a tanker from a demand
point to its supply point.

Sets and Indices

D: Setof demand points, indexed by d

Vi Set of vessels, indexed by v, compatible/allowed to service at demand point d

'Yz Setof all routes available for vessel ve ¥, to deliver crude oil to demand point d

I: Number of requirement periods at a customer location, indexed by i

j: Trip number index

bl

0 otherwise
200

e {1 if vessel v using route r, during trip j delivers oil to demand point d in period i



Waiting /idling time of vessel v (at the supply point) before starting trip j

L Time until vessel v finishes loaded-leg on trip j

E] Time until vessel v finishes (or ends) its voyage on trip j

Parameters:

Q": Quantity of crude oil demanded at a customer location d during requirement
period i

K{.: Available cargo carrying capacity of vessel v, to a demand point d, when taking

route

A% Percentage all on periodic requi atd"

Cost:

4. Total trip cost to deliver crude oil by vessel v, to a demand point d, when using

route

IC,:  Idling cost per unit time of vessel v

Risk: (in equivalent dollar amount)

G!:  Risk associated with a crude oil delivery by vessel v, to a demand point , when
using route r

Time:

T(L)! : Time needed by vessel v, for the loaded leg, to demand point d using route »

% This allows contractual flexibility on actual periodic demand by a customer. See Sherali et al. [11] for

example of such a practice.

201



T(E): : Time needed by vessel v, for the return (or empty) leg, from demand point d using

route r

T,:  Time until vessel v is available for service at the supply point (starting service
time)

7L,:  Time needed to load vessel v

TU;: Time needed to unload vessel v, at demand point d

ET*: Earliest delivery time at d for period i

LT*: Latest delivery time at d for period i

& Maximum number of allowable trips in a planning horizon

Periodic Requirements based Routing and Scheduling Model — With Risk:

(PRRS-WR)

Minimize

Cost: Y. ¥ ZZZ(‘“X” +ZIF [ZB‘] (-

STy 15750 deD 1eT 7

Risk: >° )" ZZZQ;{,\;,

VT 1675 deD il rert

Subject to:
Demand Fulfillment:

> Y KIXM 20" (1-4,) VdeD,iel (52)

Ve rery 15750

Delivery Window:
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YET' XN -P(- Y XM)SL Y LTYXM +P1- 3 X/)
rert rert rert rert (5-3)
VveV, l<j<rdeD,iel

L=T,+B+Y ¥ > (T, +T(L), +TU) X Vvel, (5-4)
)
L{:E,"+E"+ZZZ(T[V+T(L),“,+TUl’)X",”' Vvel,2<j<r (5-5)
0D 16T rery
E=L+3 Y Y T(E, X} vvel, (5-6)
deD el rery
B =L+ Y T X vvel,2s)se 6

el et
Structural:

szﬁg Vvel,, 1<zt (5-8)

)

PHIWEP NI e Vvel,, 25j<r 59

deD il rery deD 'l rery

Variable Types:
X {01}, B 20, 20,/ >0 (5-10)

(PRRS-WR) is a mixed-integer programming formulation, having a bi-objective form.
Here, the cost objective in (5-1) represents the total cost of operations resulting from all
the voyages made by vessels and the idling/waiting cost of vessels at its supply point. The
risk objective in (5-1) represents the total risk resulting from the same vessel voyages (as
in the cost objective). Constraints to the problem i.e. constraints (5-2) — (5-10), for
expositional reasons, are divided into three categories: demand fulfillment, delivery

window, and structural, which are presented as follows:

Constraints (5-2) ensure that the total committed delivery capacity to location d in period

i equals or exceeds the requirement. Note that here that the capacities of tankers are a
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function of demand point being served and the route being used. Furthermore, the route
choices to d are dependent upon individual vessels together with the route characteristics.
A common practice in crude oil supply contracts is to allow a range within which actual
demand can be adjusted as compared to what is ordered [11]. The specified percentage
allowance (4,), in fact, facilitates better utilization of tanker capacities since the actual
delivery amount need not be exactly equal to the periodic requirement. It is important to
note that the proposed model will only deliver a set of vessels with sufficient total
capacities, which the transport manager would use to meet demand for a requirements

period by distributing the ordered quantity amongst the recommended vessels.

Constraints (5-3) — (5-7) concern delivery time windows and the associated variables.

Constraints (5-3) ensure that vessel v on trip j makes a delivery at demand location d in
period i feasibly, i.e. X** =Iwhen Z(the time until vessel v, during trip /, finishes its
loaded leg) falls within the relevant time window. The relationship between X =land

the ing £ is i through ints (5-4) — (5-7). Where constraints

(5-4) estimate the time until vessel v finishes its first loaded leg, constraints (5-5) indicate
vessel availability for all other used trips, and constraints (5-6) and (5-7) estimate E, and
E! (time until a voyage ends for vessel v, during trip j), which is required in constraints
(5-5). Please note that travel times are a function of route a tanker takes. Also note that

we have defined 7as the maximum allowable trips during a planning horizon, which
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bounds the actual number of used trips. Assuming j to be the last used trip by vessel v,
then for the remaining unused trips, (5-5) yield '" = L] Y1<o0<(z-J).

Constraints (5-8) — (5-9) ensure the structural integrity of the problem. Constraints (5-8)
ensure that vessel v on trip j makes a single delivery of the entire cargo, while (5-9)
ensures that trip j for a vessel is utilized if and only if / -1 has already been utilized i.c.
enforcing trip sequencing. Finally, constraints (5-10) ensure the integer and sign

restrictions of the variables used.
5.4. Parameters Estimation

For (PRRS-WR) model there are two key sets of parameters o estimate i.e. capacity

K and the risk G Other cost and time parameters are assumed

to be known beforehand. In the rest of the section, we will discuss estimation of both of

these key sets of parameters.

5.4.1. Capacity Parameters K

As discussed in the problem description (section 5.2), the capacity of a tanker varies with
its destination (due to demand point restrictions) as well as the route it takes to that
destination. If H, represents ports handling capacity in terms of maximum weight a vessel
can carry, and l?,, represents the maximum carrying capacity of a vessel on route 7, then
K% can simply be estimated as: K =min{#,,K,,} .The total number of these parameters,

thus, is vxdx | (d).
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5.4.2. Risk Parameters G

Another key issue is the estimation of risk parameters i.e. G* . As a solution, we resorted
to the approach of (undesirable) expected consequence proposed in chapter 2, which
defines risk as the probability of accident times the resulting consequence. This approach
is used to model the risk G incurred by the individual oil tanker haulages, which is
presented as follows: Consider a route-link / of known length (Figure 5-2), for a vessel v
traveling on a route 7 to a demand point . This link is assumed to have homogencous
characteristics relevant to the risk being estimated i.e. the probabilities of accident and the
associated per unit cost structure do not change within the link. If for this link /, p" and
" are the probabilities of a tanker meeting with an accident resulting in major (S, ) or

minor spills (") respectively, then the risk of an accident leading to oil spill by a vessel

vie. g’ can be represented as:

&, =P} AC!" + pS] ACT (5-11)
Here in (5-11), AC] is the per unit oil-spill cost on link /. It should be clear that the risk
for a whole route, e.g. the one composed of two links / and /+1, is a probabilistic
experiment since the expected consequence for link /+1 depends on whether the tanker

meets with a major accident on the first link / or not. Hence, the expected consequence for
link /+1is: (1= p/" PS4 ACH + pf",Si AGH) . Thus to generalize for the whole route

having s links, we evaluate the total route risk G, in a similar manner i.e. using an event
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tree built-up along the links of a route. For the case we are dealing with in (PRRS-WR),
i.e. an oil tanker delivering oil to demand point d, a route is a complete path followed by a
tanker that starts from the supply point, passes through a delivery point d and returns back
to the supply point. It is important to point out that the loaded leg segment and return leg
segment of the path does not necessarily have to be the same. Thus we assume that the
loaded leg segment, carrying crude oil and bunker fuel supplies, is divided into s

segments (i.e. indexed 1,2,...,s) while for the return leg, carrying bunker fuel supplies

only, the links are indexed from s+1 to s' (Figure 5-3). Thus the expected consequence

o
over the whole route r i.e. G4 can be expressed as:

Figure 5-2: Possible Accident Related Events on a Route Link /

=g, +Z[x; H(lf/:¢1,>]+ > [g:: 1‘[<lfp¢">] (5-12)

Figure 5-3: Links on Route r used by Vessel v, Delivering Oil to Demand Point d
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Here the first term represents the risk of spillage in the first link; the second term
represents the risk of spillage on the remaining links of the loaded leg; while the third
term represents the corresponding risk on the return leg segment of the journey. An
important note here is that, although it is possible that a vessel could face more than one
accident resulting in minor spills on a particular link, empirical data puts the associated
probability to almost zero, and hence we assume the possibility of meeting with one such
accident only on a given link.

Equation (5-12), can thus be used to evaluate the G|, parameters. However, the
expression requires three more parameters i.e. the probabilities of accidents, the spill sizes
and adjusted cost per tonne of spillage. The approach for estimating these parameters are

elaborated in detail in chapter 2, however, we summarize it as follows due to relevance.

Probabilities of Accident

To estimate accident probabilities, we use a network wide coarse historical data in a
meaningful manner to deduct values for a specific link. To do so, oil-spill statistics from
1974-2010 was parsed, and the 1188 data points belonging to the major category (i.e.
exceeding 7 tonnes — as defined in chapter 2) were identified on the respective Marsden
Squares (Figure 5-4). Here, a Marsden Square is defined as a square identified by ten-
degrees of longitude and latitude divides. Such representation enables locating accident
hot spots in the world, whereas it also allows us to assign homogeneous attributes within

a given square — a criterion for dividing a route into links as needed in the equation
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(5-12). For example, over the given period a total of 135 oil spill accidents were
identified, and categorized as a major spill, in the square at the intersection of 60 degree
longitude and 30 degree latitude. Clearly any route using this Marsden Square is riskier
than a square with lower number of accidents, and in the absence of a much finer-data
within the given square, it is reasonable to assume that the probability of a maritime
accident of major type is constant within this square. Now, considering Marsden Square
passage of a tanker forming a link / of any route r, then (5-13) can be used to estimate the
probability of a major accident p|" i.c. an accident resulting in a major spill. Thus, the

indicated probability for link / is:

+_ number of tanker accidents resulting in major spill on link / om
4 total number of tanker voyages through link /

EE S ANEEEEERES

Spill Size
For S i.e. large spill size, we assume the full cargo loss scenario, thus ;" will be

estimated as ;" = K for the loaded leg, while for the return leg we will use the bunker
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fuel amount loaded for the return route segment. The full cargo loss scenario though
constitutes a conservative approach considering historical data — the worst case situation,
it is perhaps the most concerning scenario for a decision maker. For s, as argued for in
chapter 2 (i.c. due to a lack of spill size information and being on the conservative side),
we chose 7 tonnes as the size of minor spills, which is the upper limit defined for a minor

spill category.

Spill Cost
For estimating per unit cost of oil spill, we make use of models available in the literature.
A detailed discussion on these models is already presented in chapter 2, where Table 5-1
summarizes the four models referred to earlier. These models can be broadly divided into
linear and non-linear types. The only linear model is by Etkin [12], which estimates
cleanup cost by incorporating factors such as oil-type, spill size, spill location, spill
strategy, and distance from shoreline. It has limited use in that it fails to capture the non-
linear relationship between spill-size and per unit spill cost, and does not estimate the
total cost; the estimates by this model tends to be highly inflated for larger oil spills. On
the other hand, the works of Psarros et al. [13], Yamada [14] and Kontovas et al. [15]
belong to the non-linear category, wherein a nonlinear-regression model is used to
estimate the total cost based only on spill sizes. Clearly all the three approaches consider
the non-linear relationship between spill size and per unit spill cost, unfortunately none of
the three are versatile enough to capture attributes such as location, oil-type, and cleanup

strategy employed.
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Etkin[12,16] [7,M (S,MAC,“)+[J;"(SlMACIM)

where: AC] =2.5C; x (SLOxOT x CLS x SS,)

) 8 =2 XS + " X (ST} x61150
Yamada[14] gl ={p!" x(S")" + pI' x (S])"“"'}x 38735
Kontovas et al.[15] g4 ={p x(S))°™™ + p' x(S7)° ¥} x 51432

Table 5-I: Modified Spill-Cost Expressions
Note that for Etkin’s [12] model we introduced some additional terms in chapter 2. These

are: SLO (shoreline oiling); OT (oil type); CT cleanup strategy; and, SS (spill size). These
modifiers can result in different models depending on the problem instance. For example,
if one is interested in the most expensive cleanup strategy with shoreline oiling, and
moderate spill size, the cleanup cost expression is: AC] =(a0.31+(1-a)0.25)C; x OT where
a=1 if location is near shoreline, otherwise a=0. Expressions for other scenarios can be

generated similarly.

Based on our insights from Chapter 2, where we suggested using two models i.c. a linear
and a non-linear model for comparison, we decided to use the only linear model i.e. by
Etkin’s [12] and the Psarros et al. [13] model, which is the latest non-linear model

available in the literature for estimating the risk parameters in this work.
5.5. Computational Experiments

In this section, we first present a realistic problem instance in section 5.5.1. This instance
will be referred to as the base-case instance. The solution and analysis for this base-case
problem are presented in section 5.5.2. In this section, we also explain the use of

weighted sums approach to convert the original bi-objective form of the PRRS-WR
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model into a single objective function i.e. a weighted sum of risk and cost functions. For
the base-case we assume equal weights for both the risk and the cost functions. A Pareto
analysis using this base-case is presented in section 5.5.3, where a set of non-dominated
solutions is generated and analyzed by varying risk-cost weights. Finally we also

performed an analysis on the effect of vessel type composition in section 5.5.5.

5.5.1. Problem Description

We focus on the tanker fleet operation of Vela International Marine Limited

(www.vela.ae), the wholly owned subsidiary of Saudi Aramco — the largest producer and
exporter of crude oil. Vela is primarily responsible for deliveries to North America and
Europe, which is handled from its four ports in the Persian Gulf and the Red Sea. Saudi
Aramco (via Vela) runs most of its operations from the eastern ports, and aims to limit
crude oil supply to less than 25% from the western ports due to its upstream supply
network restrictions. We aggregate all these points into a single point (the eastern point)
as shown in Figure 5-5. The distance from its supply point to the U.S. Gulf of Mexico
demand point when the south route (around Africa) is used is 12084 nautical miles, while
it is 6792 nautical miles when the north route (passing through the Suez Canal) is used.
Similarly for Europe, the lengths of the south and the north routes are 6393 and 3803
nautical miles respectively. Vela make use of a heterogeneous fleet of tankers that
includes the VLCC class tankers (>200,000 DWT), besides tankers of other classes

including Suezmax (120,000-199,999 DWT) and Aframax (80,000-119,999 DWT)
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tankers. The capacities and average speeds of all available vessels are presented in Table

S-I1.

Tnble S5-1I: Vela Fle:l
The periodic crude oil requirements for the U.S. (through the Gulf of Mexico region) is

based on the June, 2011 oil import data from Saudi Arabia (www.eia.gov), while the

European numbers are approximated to be 25% of the U.S. oil demand (Table 5-111).
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US Europe
Week| 1174.6 293.7
Week2 466 100.8
Week3 1000.8 216.4
Weekd " | 711402 2466
Table 5-111: Weekly Crude Oil Imports in K. Tonnes (Source: www.eia.gov)

5.5.2. Base-Case Solution

Since the PRRS-WR is a bi-objective model and both the objectives represent dollar
amounts related to operational cost and risk of tanker accidents leading to oil spills
respectively, we employ a weighted sums approach to solve the problem. Thus the

objective function (5-1), is re-written as:

Min n[z > ¥y ZC“X“' + Z Ic, [Za')]m a)[z > >y Z Gax ) (5-14)
veTy Ve deD i 1 Vet 1572 deD el et
Where « is the weight associated with the operational cost function and (1-a) the weight
associated with the risk function. For the base-case analysis we set a=0.5 and (1-00)=0.5
i.e. equal weight for both the cost and the risk objectives. The risk parameters G, are
generated with both the Etkin’s [12] and the Psarros et al. [13] models separately using
the method described in section 5.4.2, while the capacity parameters K are also pre-
processed as described in section 5.4.1. The problem instances were solved using CPLEX
12.1 [17], with the input files generated using MATLAB [18].
The solution for both the problems i.e. where risk parameters are generated by Etkin’s
[12] and the Psarros et al. [13] models are presented in Table 5-IV. The total optimal risk
when risk parameters are based on Etkin’s [12] model is around $693 million, while it is

around $119 million when the Psarros et al. [13] model is used. The large discrepancy in
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the two total-risk values is expected as Etkin’s [12] is shown (in Chapter 2) to estimate
values that are far inflated as compared to the Psarros et al. [13] model when spill sizes
are large i.e. roughly over the average major spill size of 3181 tonnes. The total
operational costs with the two models are shown to be around $9.4 million and $9.6
million respectively. Note that the total risk values appear much larger than the total
operational cost values; this is because the risk estimates are based on full loss scenarios

resulting in highly conservative (large) values for the risk parameters.

Total  Tofal Suezmax + Through
o yiee ST T Tood STme G
(million) _(million) Trips P Routes g
Etkin’s 938 69295 7 7 247 2400010000 028
Psarros___ 9.60 11934 10 1 21 21 2432 0.00

Table 5-IV: Solution of the Base-Case
In terms of vessel preference, the solution with Etkin’s [12] model clearly show a higher

preference for smaller ships i.e. it relies on only seven VLCC class vessels which is ten
when the Psarros et al. [13] model is used. The total number of vessel trips in the first
case is 24 while it is 21 (due to heavier reliance on larger ships) in the second case. It is
also notable that all the trips are scheduled through longer routes to both the U.S. and the
European destinations i.e. using the south route passing around the Cape of Good Hope
(South Africa). This is reasonable as given the larger values of the risk estimates (G, ),
compared to the corresponding cost values (C?); the vessels avoided the riskier although

cheaper routes i.e. the riskier north routes passing through the Suez Canal.
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5.5.3. Risk-Cost Tradeoff Analysis

The base-case presented in section 5.5.2, assumes equal weights to both the risk and cost
functions. We also performed an analysis where the weight « is varied from 1-0 i.e.
covering the full range of risk-cost preferences between the two extreme cases of pure
cost minimization («=1) and pure risk minimization (¢=0) problems. The results are

shown in Table 5-V and Table 5-V1 respectively for the two cost-of-spill models used.

For the cost minimization only cases i.e. (Cases A where & =1, in Table 5-V and Table
5-VI) the solution (same for both the cases) show a heavy reliance on the smaller
Suezmax and Aframax vessels, which is at a total cost of $8.03 million. The
corresponding total risk values are $974.33 million and $180.42 million respectively
using Etkin’s [12] and Psarros et al. [13] estimates respectively. Note that these two
classes of vessels i.e. Aframax and Suezmax are the only two types that that can pass
through the smaller and cheaper north routes fully laden both to U.S. and European
destinations, while the largest VLCC class vessels cannot due to vessel size limitation at
the Suez Canal. Clearly, the only times a vessel uses a longer but more expensive route is
when a larger VLCC vessel is employed that cannot pass through the north route fully

loaded i.e. all the six VLCC trips through the longer south routes.
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Weights  Total  Total VLCC  Suezmax Total Through  Sol.  Gap
g CostRisk  Cost Risk  Trips +Aframax Trips  Long  Time (%)
(million) ~ (million) Trips Routes  (see

75/0.025
0.95/0.05
E_ 09/0.1

£ s
.42 692.91
Table 5-V: Results and Solutions with Etkin’s [12]

For the risk minimization only cases (i.c. Cases N where & =0, in Table 5-V and Table
5-VI), with Etkin’s [12] model the total risk turns out to be $692.91 million, while with
Psarros et al. [13] this value is $119.34 million. In the first case, the number of the largest
VLCC class vessels is six, while in the latter it is ten vessels. Similarly, the number of
smaller Suezmax and Aframax vessels are 19 and 11 respectively. In both cases, all trips.
are scheduled through longer but safer south routes. The explanation for the preference of
smaller vessels when the Etkin’s [12] model is used is that the larger spills results in
considerably larger risk estimates, thus with Etkin’s [12] smaller vessels are dominantly
used. While with Psarros et al. [13], as the risk estimates are considerably smaller, the
model is able to use larger VLCC vessels that are able to exploit the economies of scale

better.
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~  Weights  Total  Total  VLCC _ Suezmax  Total Through  Sol.  Gap
5 CostRisk  Cost  Risk  Trips +Aframax Trips  Long  Time (%)
3 (million)  (million) Trips Routes  (secs.)

A MnCost 805 18042 6 20 % 6 1000 L0
B 099001 818 15697 6 19 25 6 1000 063
C 09750025 844 I3 T 17 247 391287 0100
D 095005 878 12781 8 14 29 13858 000
B0 2 R R R e O O
F 0802 9.54 10 1 21 144 0
G003 960 AU BN ) 6047

H o 0604 9.60 10 n 21 1847

I BaseCase '9.60 10 i 21 %32

J 0406 9.60 10 1 21 1577

K 0307 9.60 10 i1 IR I I2s,

L 0208 9.60 10 1 21 21 18.67

M 0109 9:60 10 11 PIEG 18,67

N Min Risk 10.13 10 11 21 21 8.63 0.00

Table 5-VI: Results and Solutions with Psarros et al. [13]

The actual total risk and total cost values for problems having weights ranging between 1-
0, i.c. between the two extreme cases of cost minimization and risk minimization, are
plotted to form a Pareto frontier of non-dominated solutions (Figure 5-6 and Figure 5-7
respectively). In these problems, especially where Etkin’s [12] model is used, the results

show a much greater i of risk minimization as pared to cost except for a

values very close to 1. Note that, any adjustment in risk/cost can be achieved through
adjusting the two factors i.e. the number (or the size) of the vessels utilized and the longer
and safer vs. shorter and riskier routes used. The employment of these factors in the
solutions with the Psarros et al. [13] estimates is relatively straightforward, i.c. as the
weight on the risk function increases, the trend is to firstly to use fewer (& consequently

bigger) vessels, then to increasingly schedule these vessels over lengthier but safer routes.
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The first approach i.e. fewer vessels reduces the risk by reducing the number of trips
while the second approach reduces risk by routing vessels through the safer but more

expensive routes.

In the cases where Etkin’s [12] estimates are used, risk reduction is primarily achieved
through using the lengthier routes. The results also showed a tendency towards using
smaller sized vessels. This is explainable, as with the Etkin’s [12] model, larger vessels

results in very high-risk estimates.

Etkin's
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Figure 5-6: Risk-Cost Curve
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Figure 5-7: Risk-Cost Curve
In terms of the computational performance, all the problems were either solved to

optimality or terminated by 1000 seconds; all the terminated problems fell within a gap of

1.2% with the best available bounds.

5.5.4. Analysis with Scaled Risk Parameters

Risk-cost trade off analysis (section 5.5.3) showed a clear dominance of the risk over the
operational cost, which is far more prominent when Etkin’s [12] model is used. This
behavior is clearly demonstrated e.g. in Figure 5-6, where the effect of the o increase
takes a more prominent effect on the cost reduction only for values >0.9 (i.e. used in the
problems E-A). For these problems (E-A), the optimal cost of operations reduced by
$1.11 million (i.e. = $ 9.14 million — $8.03 million), but is only $0.28 million between the
N-E cases. For the same E-A problem set, the corresponding increase in the risk value is
$280.94 million, while it is $0.48 million for the N-E cases. This dominance is easily
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attributable to the exceedingly high values of risk parameters (G*) as compared to the

cost parameters (C\%) values used.

To deal with this disproportionality, we also performed a scaled analysis, which is useful
for a decision maker who would prefer to have a balance between the two factors. For the
scaling, we used the ratio of the average cost to average risk parameter values. The results
with scaled risk parameters are shown in Table 5-VII and Table 5-VIII (with Etkin’s [12]
and Psarros et al. [13] models respectively). The Pareto frontiers for the same are shown
in Figure 5-8 and Figure 5-9. The overall pattern in terms of the vessel usage and the
choice of lengthier but safer routes is more or less the same, except that with a reduced
emphasis on the risk, the solution changes more evenly as the weights (a & 1-@) change.
For example, in the base case without the risk scaling the number of VLCCs were 7 and
10 respectively for the two cost-of-spill models, but is 6 and 9 with the risk scaling. The
corresponding numbers for the Aframax and Suezmax vessels are 17 and 11 without
scaling and with risk scaling 20 and 13 respectively. Hence the solutions, with risk
scaling, tend to show a higher preference for smaller vessels that can avail smaller and

cheaper routes.
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Weights Total Total  VLCC  Suezmax Total  Through S. Gap

2 costRisk Risk  Trips +Aframax Trips  Long  Time (%)

H (mill. ) Trips Routes  (secs)

A" Min Cost 943 6 20 26T T 000 eI T
B 075025 73220 6 20 %6 6 1000 073
C' Base:Case 69949 6 20 2 6 1000 0156
D 025075 6872 7 18 25 1000 043
E' MinRisk 69291 6 19 25 10000 0007

Results and Solutions with Scaled Risk

A ‘Weights Total Total vLee Suezmax Total Through S. Gap
g Cost/Risk Cost Risk Trips  + Aframax  Trips Long Time (%)
8 (mill. $)  (mill. $) Trips Routes  (secs)

A" MnCost 803 18042 6 20 %6 3 1000 110
B 075025 844 1308 7 17 2 7 1000 0.13
C' Base-Case 920 12183 9 3 2 15021927 000
D 0.25/0.75 9.49 119.77 ] 10 11 21 19 11.76 0.00
B MinRisk 100130 119347001070 11 ) S TR S T 00,

Table 5-VIII: Results and Solutions with Scaled Risk (Psarros et al. [13])
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Figure 5-8: Risk-Cost Curve
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Figure 5-9: Risk-Cost Curve
5.5.5. Vessel Composition
At the base-case weight values of 0.5/0.5 for the cost and risk functions, we also
performed a vessel composition analysis to capture any effect of the vessel types. For this
analysis, we employed fleets having certain fixed ratios between the total VLCC vessel
capacities available to that of the Suezmax and Aframax vessels together. That is, we
tested the cases where this capacity ratio was 25-75, 50-50, and 75-25. For example, in
the 50-50 capacity ratio case, the total available capacity for the VLCC' fleet segment is
8x300,000 = 2,400,000 DWT, while it is also 8x150,000+12x100,000 = 2,400,000 DWT

for the other two classes™’. Recall that the main distinction (other than the size) between

' All the VLCCs in the analysis are assumed to be of size 300,000 DWT.
* All the Suezmax and the Aframax vessels in the analysis are assumed to be 150,000 DWT and 100,000
DWT respectively.
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the Suezmax and Aframax compared to the VLCC type vessels is the ability to pass or not

to pass through the Suez Canal fully laden.

The results are provided in Table 5-IX and Table 5-X (for the Etkin’s [12] and the Psarros
etal. [13] models) respectively. The results show the preference to be slightly tilted
towards the larger vessels. For example, for the 25-75 case (with both models), the
utilization ratio is 27-73. That is, given the available numbers of VLCCs and Suezmax &
Aframax vessels to be 4 and 10+21=31, the numbers of the utilized vessels are 4 and 28
respectively. For the 50-50 case this ratio is 53-47. The only exception is when Psarros et
al. [13] is used for estimating risk parameters and the available capacity ratio is 75-25. In
this case, the ratio is tilted towards smaller vessels i.e. utilization ratio is 73-27. The
reason is as explained carlier i.c. as Psarros et al. [13] based risk estimates are
considerably lesser, smaller vessels can be utilized to make use of the available smaller
and cheaper routes. Note that for the 25-75 and the 50-50 cases, the number of VLCCs

are already small and hence showed no difference compared to the Etkin’s [12] model.

Available Used
Ratio VLCC/Other | VLCC _ Suez.+ | Tofal  Tofal | VLCC Suez.+ | Used
(Total Capacity 480 K. Afra. | Cost  Risk  Afra. | Capacity
Tonnes) | Ratio
25-75 4 10421 9.73 711.34 4 10+18 27-73
50-50 8 8412|970 TIL04 |78 849 5347
75-25 12 4+6 9.67 710.96 11 4+6 80-20

Table 5-1X: Vessel Composition Analysis (Etkin’s [12])
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Available Used
Ratio VLCC/Other: VLCC  Suez + V;ﬂc{?ﬁ; Suez. +
(Total Capacity 480 K. 1 Afra, SRR vty
Tonnes) Lt
25-75 4 10421
5050 8 8412 | 971 124008
75.25 12 46 | 969 11822 | 12
Table 5-X: Vessel Composition Analysis (Psarros et al. [13])

5.6. Conclusion

In this chapter, we presented an integrated approach towards the risk-cost based routing
and scheduling of crude oil deliveries. We made use of the approaches developed in
Chapters 2 and 3 for developing this integrated approach. The results show that risk is a
major factor, which if ignored in the delivery scheduling planning, may bear significant
risk-related cost consequences. In fact, the risk factor appears to dominate the operational
cost factor due to large risk estimates for individual tanker voyages. This is even more
prominent when these risk estimates are based on the linear Etkin’s [12] model. An
important point here is that we have varied the weight & values (between 0-1) to capture
the full range of preferences of a decision maker i.e. between cost and risk. However,
determination of its suitable value, in a real world situation, is an important question that

needs to be addressed and is not analyzed in our work.

In terms of solution, the model seems to balance the total risk and total cost values by
cither controlling the type (or size) of vessels or through exploiting the routing options.
Use of these two options is more prominent when the risk estimates are based on the
Psarros et al. [13] model. In contrast, with the Etkin’s [12] model resulting in highly
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inflated risk estimates, the model seems to rely more on the smaller vessels with the

routing options balancing the risk and cost factors.

This work can be extended in many different ways. For example, we assumed crude oil to
be delivered only, which is moved from its supply to demand points i.e. the cargo moving
in one direction only. With smaller class vessels i.e. Suezmax and Aframax capable of
carrying petroleum products, the problem can be extended for the case of multi-product
deliveries, which can assume ports acting as both supply points and demand points and

the products being transported in both directions.
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6 Conclusions

In this dissertation, we presented an integrated approach towards the tactical planning of
crude oil transportation. More precisely, we proposed a set of four compatible
frameworks that can be used together to perform key dependent tactical planning tasks in
an integrative fashion. The integrated approach is enabled through a systematic treatment
of the overall planning process. Forming such an approach is only possible when the

between all the i ing decision tasks is clear. Hence, for the oil

transportation problem as given here, we first outlined (in Chapter 1) four key decision
tasks i.e. the delivery scheduling, the tanker routing, the environmental risk assessment
and the fleet adjustment tasks. The relationship between these tasks is then established
(Section 1.1, Chapter 1), which is presented as a complete planning decision process
shown in Figure 6-1. Figure 6-1 is a high-level process flow diagram showing all the key
decision processes besides all the major information and the decisions flows between

these planning tasks.

The planning process starts with the fleet size and mix adjustment task i.c. a decision
process tagged as *A”. For this task, the planner typically considers tanker requirements
for a number of sequential oil delivery scheduling plans. The primary inputs to this
planning process are the fleet at hand, the tanker requirements and the spot charter rates

for the planning horizon considered. As these inputs i.e. the tanker requirements and the
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spot charter rates are stochastic in nature, the planner also faces a considerable amount of

financial risks.
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Figure 6-1: Tactical Crude Oil Transportation Planning Process

For this fleet adjustment task, we proposed a methodology that combines Monte Carlo

together with an optimization model. This simulati imizati 3
presented in Chapter 4, aims to optimize the total chartering costs and the financial risks
under a strategic policy of financial (downside) risk aversion. The proposed model can be
used to appropriately adjust the present fleet size and mix using vessels on various types

of charter contracts and options. Key features of this framework are the modeling of the

y sources, the ization of the resulting risks involved, a suitable charter

contract and options valuation scheme, and a fleet size and mix optimization model.
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The output of this fleet size and mix adjustment task is the available fleet, which is used
as an input to the delivery scheduling and tanker routing tasks (the process tagged as ‘B*
in Figure 6-1). The other key input to this process is the oil supply orders. This task may
include delivery scheduling and/or tanker routing decisions depending upon the
objectives of a decision maker. If the cost of operations is the only consideration, then
only the delivery scheduling task is performed. On the other hand, if both the cost of

and the envi risks are i the process involves both the

tanker routing and the scheduling decisions. For the first case, our contribution presented
in Chapter 3 suffices — i.e. the PRS based scheduling model. The primary feature of the
PRS approach is the direct employment of the crude oil demand structure, which replaces
the traditionally used fully specified cargo set. This approach enables a more efficient
exploitation of the available resources that can be matched up directly with the prevalent

oil demand structure.

For the latter case, where both the cost of the operations and the environmental risk are
considered, we proposed a bi-objective risk-cost based routing and scheduling model,
which is presented in Chapter 5. This model also caters for several real world
generalizations such as port restrictions and routing options, thus far more applicable as

compared to the PRS model. This risk-cost based modeling process also makes use of a

risk for estimating the risks of oil spills incurred by individual
tanker voyages. The contribution related to this task is presented in Chapter 2, which is
tagged as process ‘C’ in Figure 6-1. The primary feature of this contribution is a risk
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assessment methodology applicable at a global level i.e. useful for estimating risks
incurred by the intercontinental tanker voyages. It is worthwhile to recall that all the
present models are locally applicable and thus none are able to support the risk
assessment task at a global level. The input to this planning task is the available fleet and
the route information relevant to each of the demand points considered. The output of

process ‘C” are the risk estimates corresponding to all the potential tanker voyages.

Making use of all the processes i.e. A, B & C, the eventual output of the whole planning
process is a complete oil delivery plan that includes the delivery schedule and a routing
plan for the available fleet. As the actual transportation problem is pervasive in nature, the
whole process is periodically repeated in the manner described above i.e. performing task

A followed by task B and C (if needed).

6.1 Future Research

Specific extensions related to each of the four contributions are elaborated in the
respective chapters i.e. Chapters 2-5. In this section, we present potential future research

directions for the problem at the overall planning process level.

Atan overall level, the problem considered is that of crude oil transportation planning
using a global maritime network. The physical scope of this problem is defined by the
first segment of the global il supply chain i.c. the segment befween the production and
the refining stages (as explained in Chapter 1). The actual elements constituting this

segment are far more complex in reality than considered in the thesis. An example of such
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a complexity, which was ignored for simplicity, arises when the largest VLCC/ULCC
tankers pass through the Suez Canal. That is, these fully laden tankers when passing
through the Suez Canal need to offload some of the cargo near the eastern end due to its
limited depth allowance. The offloaded cargo is then transported through the so called
SUMED pipeline to the western side for a pickup again [1]. This essentially forms a

Iti-modal (tankers & pipeli i problem with several managerial issues

including inventory routing and management, pickup and repackaging of the cargo etc.
The problem is further convoluted when polices such as cargo exchanges amongst ships
are exercised [1]. Most of these issues, to our knowledge, are completely ignored or

hardly touched upon in the literature and thus pose interesting problems to solve.

Another example of such a complexity arises near the tail-end of this maritime supply
segment. Here the problem arises as most large tankers, due to their size, are unable to
enter the serving demand ports. To overcome this problem, these tankers typically offload
oil into smaller vessels at the lightering zones (offloading areas in open sea). The smaller
vessels then carry the oil to the respective demand ports. This lightering operation results
in several challenging managerial issues such as the crude oil pickup and delivery
scheduling, utilization policy of these vessels e.g. single vs. multiple pick-up and drop
offs, managing the risk of oil spillages at transfer points, selection of lightering zones etc.
Lightering operation has received limited attention which is mainly in the scheduling area

e.g. we refer to the works of Lin et al. [2], Huang and Karimi [3,4] who all proposed
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scheduling models under various assumptions. Thus, several major research problems
exist that are worth investigating for the problems related to this lightering operation.
Another future research direction, which is more strategic in nature, is the investigation of

problems having a scope extended beyond the considered maritime segment (for example

issues related to the whole supply chain). Complex managerial and modeling challenges

exit for these cases such as network design issues, and integration of processes between

different supply chain stages and links that may be owned by different players.
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