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Abstract

In this project, a physically-based basal hydrology model was created using Darcian
flow to represent the flow of water in a distributed drainage system and a down gra-
dient solver for water flow is used to simulate channelized flow of water when the
conditions for channel flow is met. The Darcian flow is simulated with a robust com-
bination of the Heun and leapfrog-trapezoidal predictor-corrector schemes. These
numerical schemes are applied to a set of flux-conserving equations cast over a stag:
gered grid with water thickness at the centres and fluxes defined at the interface.
There are several parameters in the basal hydrology model that make it adaptable to
various ice sheets such as the till thickness and hydraulic conductivity which will differ
for various compositions of bedrock underneath different ice sheets. Since the model
is meant to be ran at continental scales and for full glacial cycles, the basal water pre:
sures are limited to ice overburden pressures, and a dynamic time-steeping is used to
ensure that the maximum basal water velocity is lower than the CFL condition to
help prevent any numerical instabilities.

The model is validated by creating a synthetic ice sheet and placing it over dif-
ferent bed topographies to test basic water flow properties and mass conservation.
Model validation with the synthetic ice sheet shows that the water behaves as ex-
pected with water flowing down gradient, forming lakes in a potential well or reaching
the terminus and exiting the ice sheet. Channel formation occur periodically ove
different sections of the ice sheet and, when sizable enough to distinguish, display an
arborescent pathway that is expected of Rithlisberger Channels.
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Chapter 1

Introduction

1.1 Climate Change and Sea Level Rise

Climate change is one of the major issues society faces today. While scientists cannot
be completely certain of how climate change will affect our lives, many are confident
it is happening and it can potentially have some negative consequences if socicty
does not prepare adequately. The growing concern for climate change has become
more apparent with government officials from around the world meeting annually to
respond to the potentially harmful impacts of climate change. World governments
are now working together with scientists to help curtail climate change by trying to
come to a consensus on how to socially, economically, and realistically deal with it as
1ot to hinder the growth of developing and non-developed countries that never got to
have an industrial revolution like the richer, developed countries.

One of the major risks from climate change is due to sea level rise. Tt is expected
that the sea level will rise between 0.18 0.6 m over the next century, depending on
how our society and technology evolves (IPCC, 2007). The Greenland and Antarctic

ice sheets hold around 96% of the world’s fresh water (Paterson, 1981), as they and



other glacicrs around the world melt, they will add fresh water into the oceans. As the
climate warms, the increased melting of the Greenland Ice Sheet (GIS) is expected
to overpower the gains from increased precipitation. This will lead a near complete
melting of the GIS, contributing approximately 7 m to sea level rise (IPCC, 2007). The
impact of raising the sea level will cause the flooding of coastal areas and displacing

millions of people inward to higher ground.

1.2 Glaciers as Agents of Climate Change

It has long been known that glaciers and ice sheets are good indicators of climate
change, as increasing global temperatures are causing a general decrease in the extent
and thickness of the overwhelming majority of glaciers worldwide, even affecting the
oblateness of the Earth’s surface (Nerem and Wahr, 2011).

It has come to our attention that glaciers are also agents of climate change, an
effect that still needs to be determined how much it influences the climate. Glaciers
are highly reflective to incoming solar radiation (i.c., ice has high albedo), meaning
that as glacial areal extent is reduced, more solar radiation reaches the Earth and will
contribute to more ice melting and subsequent sca level rise.

For example, there were various times in the last glacial period that the air over
Greenland rapidly (over decades) warmed up by 5-10°C and then slowly cooled down,
these are known as the Dansgaard-Oeschger (D-O) events (Dansgaard et al., 1993),

and are believed to be caused by a increases flux of fresh water into the ocean. Preced-

ing the D-O events were the Heinrich events (Heinrich, 1988) which are identified as

layers of glaciomarine s

diment covering the ocean floor. Heinrich events are believe
to be caused by calving of sediment-carrying icebergs from the Laurentide le Sheet

(LIS) into the Hudson and Cabot Straits, leading to sediment deposits on the occan



floor (Alley, 1991; Marshall, 1996; Murray and Porter, 2001).
In one theory, Heinrich events are thought to be related to the major D-O events

as the calving of the ice would have provided a source of fresh water as the ice melted

in the ocean (Stewart, 2005). This influx of fresh water could have stopped the ocean

circulation of the North Atlantic Deep Water by temporarily levelling the buoyancy

gradient from the equator the North Atlantic. This would have caused the ocean to
become unstable (once the effects of the fresh water wore off) and the ocean currents
rebounded with a shock that created a strong current that brought a lot of warm

water to the North Atlantic, causing the air to warm up (Evatt et al., 2009).

1.3 Hydrology

Hydrology has been a study of mankind for thousands of years and has helped many

civilizations grow and prosper in profound ways, such as the damming of the Nile

by the Egyptians in 4000 B.C to help agriculture to flourish on once barren lands.

Over time, much like many human endeavours, hydrology has grown into many sub-

diy

isions. They include: chemical hydrology, ) ¥
matics, hydrometeorology, isotope hydrology, and surface hydrology. Each of these
branches of hydrology deals with different important aspects of water. For example,
Chemical hydrology deals with water quality and classifies water in such groups as
drinking water, irrigation water, and industrial use water and tests such parameters of
the water such as its acidity and electrical conductivity. Some of the more important

branches for studying glaciology are surface hydrology and hydrogeology (often called

hydrology by
Surface hydrology deals with the flow of water in rivers, canals, lakes, and such.

It is important in studying the hydrological cycle and its implications for the water



balance of an area. It deals with predicting floods and the effects of dams and culverts.

It can be us

d to determine an adequate reservoir supply for a town in case of a

iers, it deals with the flow of water along the surface

drought. More specific to gla
where it can form lakes and rivers on the surface, reach the terminus of the glacier
and leave as glacial run-off, or it can find it way to cracks in the ice, such as crevasses

From the crevass the interior of the

and moulins, the water can ent

and moulins.

r, where it can refreeze and increase ice fracturing, or it can once more reach

gl
the terminus of the glacier and leave as glacial run-off. Also, the water can continue
to find its way to the base of the glacier and alter the hydrological landscape at the

base of the glacier.

G hydrology is used ively in planning that involves groundwater
and aquifers. The principles of physical hydrology allow planners to determine if the
waste from a manufacturing site will enter into the groundwater and reach the town’s
water supply. In the context of glaciers, groundwater hydrology is used, in part, to

s beneath the ice as water can flow

determine the dynamics of hydrological proc

in the pore space of the underlying till and aquifer. The inclusion of aquifers allows

ibly r

ater trapped at the base of the ice to drain away from the icc o po emerge
at a different location beneath the ice sheet (Flowers, 2000; Lemieux et al., 2008)
Groundwater hydrology, aside from modelling subglacial aquifers, can be used to

ystem. Basal hydrology can

simplify the modelling of an ice sheet’s basal hydrology
have major impacts on ice sheet dynamics as it can affect basal sliding (explained

below). Basal sliding can lead to ice streaming which can cause calving of the ice at

the terminus as the ice behind it pushes against it. Tt can also affect the advance and

retreat of the grounding line between the ice sheet and ice shelf. Since the grounding
line is where the ice begins to float in water, then its location is a function of ice

thickness. This makes the problem of locating the grounding line nonlinear because



the its location is needed to know the ice thickness (Weertman, 1974). The ice thickness

at the grounding line will depend on the accumulation /ablation and the influx of ice

from the ice sheet. Since the influx of ice depends basal sliding, then it depends on

basal hydrology as it either dircetly or indircetly affects basal sliding.

1.4 Glacial Flow

1.4.1 Slow Flow

The slow, or normal, flow of ice sheets is caused by the deformation of polycrystalline

ice, called ice creep. In creep, the deformation of ice comes from the ice crystals being

under constant stress from the weight of the ice above it. This

ation

onstant appli

of stress, even though under the yield strength of ice, still manages to canse the ice
crystals to fail and deform. Ice creep is a relatively well known process studied by

Glen (1955), in his paper Glen defines an equation for ice creep as
é= A (11)

which relates the shear stress 7 to the strain rate ¢ with constants n and temperature-
dependent constant A(T). The Constant A(T) is known as the Arrhenius factor, and
n = 3is known as the Glen’s Flow Law exponent. Assuming that the horizontal length
scales of the ice are much greater than the vertical length scales, then the shallow ice

approximation From Huybrechts (1992) gives the flux, @, of ice from creep as

29 A / Az - 2

Gu=—2pig)( (12)



where p; = 910 kg/m® is the density of icc, g = 9.81 m/s? is the acceleration duc to

gravity, and z, is the height of the glacier surface. Solving the integral gives

2pig)* A1)z}

G (v (1.3)
to which the velocity of ice creep is given by Qu/z,
i (1.4)

for glaciers undergoing slow flow by crecp the typical values for the creep velocity is

vg = 1-10 m/year (Johnson, 2002).

1.4.2 Fast Flow

Under certain conditions, some glaciers can flow with velocities well in excess of the
velocities obtained by creep. For example, Kuannersuit Glacier (69°46'N,53°15'W) in
Greenland underwent a glacial surge (extreme fast flow) in 1995 where its velocity in

the beginning of the surge 70 m/day From September 24% to October 12, In 1996

and 1997 its velocity was 18 m/day and 5 m/day respectively (Fowler and Larsen,

2010). In this case, the glacier underwent a glacial surge with ice velocities in excess
of 1000 m/year. Another example is Varicgated Glacier, Alaska, where the surging
velocity of the glacier (= 10m/d) was almost completely (97%) due to basal sliding
(Kamb et al., 1985, 1994). These two examples show the relative importance of basal
sliding in glaciers and ice streams that experience fast flowing. Typical velocities for

fast flowing ice tend to be 100-200 m/year (Johnson, 2002)

Fast flow is associated with instabilities in the current condition of the base of the

glacier. One such instability could be caused by the deformation of the underlying



till. Since the friction between the underlying till and the ice helps restrain the ice

from flowing, when the till breaks down and deforms, there is less friction to hold
the ice back and it can flow down the gradient at a much faster pace than normal.
The deformation of the till can be aided by the presence of basal water. If water is
present in the till, then the water pressure acting on the till can weaken the cohesion

of the till, which allows it to deform under less basal stresses than without the water

present. One well-known example of till ion sliding is Brei jokull in
the Vatnajokull Ice Cap, Iceland. 80-90% of Breidamerkurjokull’s basal sliding motion
is due to a deforming till layer approximately 0.5 m thick (Boulton and Jones, 1979;
Benn and Evans, 2010).

The second instability has to do with subglacial hydrological processes. As will
be explained in greater detail later in section 2, there are two basic types of water

storage beneath an ice sheet—distri and ch 1. Ina system, a

drainage basin of the ice sheet can be drained by a few main drainage centres, such as
a conduit, that the water flows into and is quickly drained from beneath the ice. Thus
channelized systems are associated with slow flowing ice. However, in the distributed
system, such as thin film of water between the ice and the underlying material, there
is no centre for drainage and the water does not drain efficiently from beneath the
ice. When the water builds up in the distributed system, it causes the bed to become

lubricated, reducing friction. As water builds up, it exerts greater pressure back up

s also reduces friction and increases the

onto the ice, reducing its apparent weight. Th
sliding velocity of the overlying ice. Basal sliding is captured in numerical modelling

via a “basal sliding law”, such as




where u is the basal sliding veloc A, is a constant in

sely proportional to the

7 is the basal shear str

bed roughn S, pesy i the effective pressure, p and g arc

parameters to be determined.

1.5 The Scope of this Study

The aim of the study is to develop a deterministic, physically-based subglacial hydro-

logical model to be used in determining the basal sliding and till deformation at the

base of the ice. The importance of these processes is that it allows the ice to move
with speeds well in excess of normal glacial flow, as mention in section 1.4. The hy-
drology model developed in this project is heavily derived from the works of Flowers

(2000), Johnson (2002), Arnold and Sharp (2002), and Schoof (2010).

Flowers (2000) developed a physically-based, multi-component model that in-
cluded englacial, subglacial, and groundwater (aquifer) hydrology. Flowers’s model

was developed to study Trapridge Glacier, Canada on a 40x40 m Cartesian grid as

d ssed in much greater detail in chapter 4. This model simulates water flow at the

Darcy

ice-bed interface via Darcy flow (see section 2.1.4). The underlying aquifer t
flow to move water and exchange with the ice-bed interface was governed by the differ-

ences in the water pressures of the aquifer and ice-bed interface. The model solves the

equations of water motion discretized in Crank-Nicolson notation (Patankar, 1980)
and cast over a staggered grid. The model time steps are advanced using an iterative,
Newton-Krylov technique until convergence is reached

The work of Johnson (2002) develops a basal hydrology model to study the Ross

Ice Streams. The model cmploys a s plicit variable (1
and Payne, 1996) cast over a finite-clement grid with a resolution of approximately

5 km on a Cartesian grid. The water is transported using the turbulent Manning



pipe flow law. This model docs not include a physically-based aquifer, but use

parameter that drains a percentage of the water into the aquifer.

Arnold and Sharp (2002) studies the Scandinavian Ice Sheet using a continental-

scale basal hydrology model. The model simulates a linked-cavity distributed drainage
system using the work of Fowler (1987). The cavity system is able to become unstable
and grow into a channelized system once certain conditions are meet (more details
in section 2.1.2). The approach of this model is to integrate the basal water fluxes
down the hydraulic potential. From the fluxes, the model determines the drainage
system present, which is a different method employed from those used in the previous
two models and the one developed in this project. However, this model is done on
continental-scale resolution of 40 km and provides a solid framework from which future
models can be built upon.

The basal hydrology model described here is an attempt to combine the features
of the previous models to create a hydrology model for continental-scale modelling.

em is al-

Following the work of Arnold and Sharp (2002), the basal drainage

lowed to have both distributed and channelized drainage systems with a condition

for de stem is present. While conceptually similar, the imple-

mining which basal s

mentation is rather different. In this model the drainage system is initially assumed

to be distributed, as in Flowers (2000), and the basal fluxes are determined from the

dis on for switching to a channelized drainage

ributed drainage system. The cond

system is developed in Schoof (2010). From the cells that meet the switching con-

dition, Channelized systems are created by following the path of stecpest hydraulic

gradient until no more paths can be created (Tarasov and Peltier, 2006). As a way

ies of the basal drainage systems, the aquifer physics of Flowe

to isolate the propes
(2000) are replaced with the drainage parameter from Johnson (2002).

One of the distinguishing features of this model is the numerical time stepping



scheme. The model uses a combination of Heun'’s method and the leapfrog-trapezoidal
schemes, which are iterative predictor-corrector schemes that will be explained in
much greater detail in section 4.2, Suffice to say, the combination of these two methods

to the final solution.

prove to be robust and stable with quick convergenc

stem Model

The hydrological model is incorporated into the MUN/UoT Glacial
(Tarasov and Peltier, 1999; Tarasov et al., 2012). Currently till deformation and basal
sliding, two of the leading causes of glacial fast flow, are parameterized. While the

hydrological model will not parameterization, as it will have some parameter-

10

ization of its own, the model will be able to better restrict the parameter set for basal
sliding and allow for more glacial variability such as the switching between fast and
slow flow regimes. Also, by incorporating a realistic hydrological model, changes in
the glacier basal hydrology dynamics and how it interacts with other components of
the model may oceur. Lastly, this project will do some sensitivity testing of several
hydrological parameters by using the North American Ice Complex (NAIC), which is

composed of the Laurentide and Cordillera ice sheets, as a testing ground.



Chapter 2

Subglacial Drainage Systems

‘The focus of this chapter is to discuss various subglacial drainage systems that store
and drain basal water. The cause of switching between fast and slow ice flow regimes
is due to changes in the basal water pressures. Basal water pressure depends on the
type of water storage beneath the ice. There are many different ways water can be
stored at the base of the ice (Alley, 1996; Bjornsson, 1998; Fountain and Walder,

listributed and channelized.

1998), but they can be categorized into two main type

2.1 Distributed Drainage System

A distributed drainage system is characterized by basal water being spread out over

a drainage basin of an ice sheet, as opposed to water being concentrated into a small,

localized

tem (on the order of metres). This type of drainage system tends to be
poor at draining the water, allowing water pressure to build up at the base of the
icc. As the water pressure builds up in a distributed drainage system, it decreases
friction between the bed and the ice, leading to faster glacial sliding. The build up
of water also hides the smaller, rougher clements of the bed from the ice, effectively

smoothing the bed. This increases the deviatoric stress of the upstream part of the

11



remaining bed elements, which allows the ice to flow faster due to enhanced ice creep
around these obstacles (Weertman and Birchfield, 1983a). For this reason, distributed
drainage systems are associated with fast flowing ice.

There are several ways that water can be distributed underneath the ice. Water
can be stored via a thin film (Weertman, 1972), linked-cavity system (Kamb et al.,
1985), braided canals (Clark and Walder, 1994), and flow through a porous medium

via Darcian flow (Flowers, 2000).

2.1.1 Thin Water Film

The sheet flow theory (Weertman, 1972; Lliboutry, 1987) is based on the flow of water
between two plates, where the dimensionless Reynolds number is used to determine

if the flow is laminar or turbulent. In this theory the ice and the bed are completely

separated by the water film (essentially the ice is floating on the water film). This flow
is modified due to small asperities (bumps) in the bed. Duc to the bumps in the bed,
the ice on the upstream side of the bump undergoes regelation and enhanced sliding,
which creates more water on the downstream side of the bump that may refreeze or
join the already existing water film.

However Walder (1982); Alley (1989); Clark and Walder (1994) did perturbation
anal

on the water film using a perturbed planar bed and a perturbed sliding

velocity and came to the conclusion that a water film of a few mm'’s (1-4 mm) would
lead to unsteady growth. In the analysis, Walder (1982) concludes that water films
are unlikely to initiate surges, but once a surge starts a water film may be able to
prolong the surge.

Creyts and Schoof (2009) modified the original theory of Weertman to include
bumps in the bed that the ice can partially rest on, instead of floating on the water

film. In the analysis of Creyts and Schoof (2009), the bed is covered with protrusions

12



(bumps) of different

7es and different spatial separations, which cach class of bumps
indexed by the letter j. Creyts and Schoof (2009) show that when there are low

hydraulic gradients, the downward flow of ice toward the bed is given by

Aloes|" " Tegles +

where v is the downward flow of ice past a bump (the closure velocity), A and n

are the factors in Glen’s flow law (Paterson, 1981), o, is the effective pressure the

bump feels, [, is the spatial separation of the bumps of that class,  is rate of change

of the pressure melting point with pressure, K7 is the thermal conductivity of ice,

piis the density of ice, L is the latent heat of fusion of ice, ; is the contact radius
of the bump to the ice, Si;/S,; is the inverse of the fraction of the icc in contact
with the bumps of class j. The first term of the right hand side is the closure duc to
ice creep from Glen's flow law (Glen, 1955). The second term is the closure duc to
regelation past the bumps. Eqn. 2.1 shows that the closure velocity of ice (preventing
unstable growth) is proportional to the effective pressure due to inereases of the ice
creep velocity, The closure velocity is also proportional to the water film thickness
since increasing the water film would drown out some of the smaller classes of bumps
This would lead to a decrease in contact area, increasing the regelation velocity. The
sum of the effective pressures over all the bumps must add to give the overall effective
pressure, as defined by

Sow=P-P (2:2)

where Py is the ice overburden pressure, and P is the basal water pressure. This will

result in the ice

creep velocity increasing with thicker water film due to the increased
pressure on the larger bumps remaining in contact with the ice, which are spaced

further apart than the smaller bumps.
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The melting of the ice due to heating from the water film is given by

(23)

where w is the water film thickness, 72 is the melt rate of ice, and p,, is the density of

water. The balance between the melting of the ice and the closure velo of the ice

will determine whether the thin film becomes unstable or not. Under the conditions
of the model of (Creyts and Schoof, 2009), this will result in the water film having
multiple steady states that do not form into channelized flow (sce fig. 9 from Creyts
and Schoof (2009)).

The 1-D analysis of Creyts and Schoof (2009) works under the condition

3|l V| <1
DLl + K2/ (cnl2)]

where @ is the basal water velocity, V@ is the hydraulic gradient, u, is the basal
sliding velocity, & is the turbulent diffusivity, and ¢, is the heat transfer coefficient.
They show that water films can be stable when the hydraulic gradient is low and
sliding velocities are high. They argue that under these conditions the turbulent
heat diffusion may be strong enough to stop the unstable growth of the film into a
channelized flow if there are protrusions located below a critical distance apart that
depends on the water thickness, turbulent diffusivity, and the heat transfer cocfficient

between the ice and the water. In their model, the water film was able to become up

to @ & 3 cm thick, but with high potential gradients the assumptions in this model

breakdown and the water film behaves like the film from Weertman (1972).
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(b)

Figure 2.1: a)
b) Wave cavities are formed as ice

itics are formed as ice undergoes regelation around a bump.
time to fill-in a depression of the bed.

2.1.2  Linked-Cavities

Linked-Cavities (Kamb et al., 1985; Walder, 1986; Fowler, 1987) are a distributed

system of gaps in the ice-bed interface. There are two ways that cavities are formed

at the ice-bed interface. In the first method, called the step cavity by Kamb, ice
flows past a perturbation in the bed rock undergoing regelation melting on the high
pressure side of the rock and refreezing on the low pressure, leeward side of the rock

(Nye, 1967). Since the ice is moving, when the water refreezes back onto the ice it

would have moved away from the rock, leaving a gap between the rock and the ice.

The second type of cavity formation, called a wave cavity, is formed from a bed that

has a wave-like (undulating) topography. In this method, the ice rests on top of the
crest of the wavy bedrock, and sags into the troughs of the bedrock. Since it takes
time for ice to sag down into a trough, if the ice is flowing then there will be a gap
on the leeward sides of the crests leading into the troughs

The cavities are connected by little tunnels, called orifices, that allow water to

quickly flow from one cavity to another until it reaches a dead end or flows out of the

subglacial environment. The cavity system is kept open by ice moving along the bed



siep omrice

mdF 1.0 w0 3

o

(b)

Figure 2.2: a) Aerial view of a linked-cavity The large open cavitics arc
linked together by small tunnek-like connections, called orifices. b) As an orifice
becomes unstable, as according to Kamb's orifice stability parameter, it can develop
into a channelized drainage system. Images taken from Kamb (1987). Reproduced
on of American Geophysical Union.
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(as mentioned previously), and by water pressure pushing on the sides of the cavity

s than the cavities), it

wall. Als

, when the water is moving (more so in the orifices

The

causes viscous heating of the walls and expands the size of the cavity/orif
cavities and orifices close when the water present is no longer able to resist closure
due to ice creep and refreezing. This can be represented as
s
at pul

1QIV® + [43| Zn — KupessS (2.5)

where S'is the cross-sectional area of the cavity, Zj is the cavity step height (bumps

at the bed), K, = 2An"" is a constant related to ice viscosity, pyy = Py — P is the

basal effective pressure with Py representing the ice overburden pressure and P is the
basal water pressure.

In Kamb’s model (Kamb et al., 1985; Fowler, 1987), the cavitics are treated as
relatively stable features and the variations in orifice geometry are the main consid-
cration. The geometry of the orifice changes due to opening from viscous heating
caused by water flow and closure due ice deformation. Kamb et al. (1985) define a
“orifice melting-stability factor”, =, that relates the importance of viscous melting of
the orifice roof in comparison to roof closure from the overburden ice pressure. When

Z > 1, the orifice can become unstable and grow without bound. Kamb reasons that

age system

the unbounded growth can be physically explained as the dominant dr

stem to a cen-

underneath the ice sheet switching from a distributed linked-cavif

tralized tunnel s . This switch from linked-cavity to channelized flow causes a

surging ice stream to quickly drain its stored water and to stop surging.
The study of cavities in the field uses dye tracers to identify the system underneath

the ice. To study the properties of cavities requires drilling boreholes down into the

cavity. On deglaciated beds, cavities are often identified as areas of the bed that show




little erosion as the ice would not have much contact with the bed where water-filled

cavities existed (Walder and Hallet, 1979).

2.1.3 Braided Canals

Clark and Walder (1994) introduces the concept of the braided canal as a pathway for

high pressure water to flow that is cut into the sediment. Clark and Walder (1994)

ussed in

compares R-channels (tunncls incised upward into ice, di ection 2.2.2) to

cussed in

canals incised into the substrate (not to be confused with Nye channels di:

section 2.2.1). A canal is formed when high pressure water along with a shallow slope

causes the underlying sediment to break under the shear stresses. The till will break

when the shear stress exceeds the substrate’s shear strength given by

+ WPess (2.6)

with ¢ as the cohesive strength, i as the coefficient of internal friction (also described
in Paterson (1981)).
In the theory by Walder and Fowler (1994), the cffective pressure of the canal

is invers means, like the cavities

ly proportional to the flux (pess o [@~'/"). Thi

and unlike the R-channels, there is no tendency for canals to capture water from cach
other since increasing the flux will increase the water pressure. This will prevent water

and

from gathering into a single canal (since water will flow away from high pressures)

they can form a distributed drainage system. The formation of canals also depends

on the type of till present. Canals will unlikely form in hard bedrock or sandy tills

duc to such substrates having better cohesion and more pore space to help keep the

water pressure low. Canals are more likely to form in tills that are more finc-grained,

clay-like due to weaker cohesion and less pore space to store wat

18



2.1.4 Porous Media via Darcian Flow

The idea of using Darcian flow is borrowed from the older science of groundwater
flow through aquifers. In this type of model the water flux is given by the Darey flow
equation

Kug
Pud

Q

(27)

where K is the hydraulic conductivity, w is the water thickness ® = P + p,gz, is the
hydraulic pressure, and 2 is the bedrock topography. With the exception of braided
canals, all the previous morphologies were developed for hard bed rock and not for
bed rock with till. It is unlikely that the ice will be underlain by all hard bedrock since
it will erode the bedrock as it moves. Also, the ice can entrain rocks and sediments
to further erode the bed and move the till around

In thi: ing till and the ice

system the water flows in the gaps between the underly
(not to be confused with any groundwater flow in an underlying aquifer). Water can
flow more casily through rockier substrate than clay-like substrate due to the larger
pore space between the rocks. As the water becomes more pressurized (from the ice
above and stockpiling of water in one location), it pushes the substrate further apart,
increasing its porosity and hydraulic conductivity (Flowers, 2000; Flowers and Clarke,
2002). As the water flows faster, it can melt the ice due to frictional heating and an

unstable growth of water velo

ity from increased water pressure and a continuous
supply can lead to tunnel formation, much like the unstable growth of the linked-

cavity system in section 2.1.2 (Flowers et al., 2004)

2.2 Channelized Drainage Systems

The channelized drainage system is, to a certain degree, the opposite of the distributed

drainage system. This system has a lot of water concentrated in a small arca of the
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glacial bed, and acts to transport the water quickly from one place to another. Since
channclized systems are cfficient drainers of water, they tend to cause the water
pressurc to decrease and increase basal friction between the ice and the bed. Thus,

channelized systems are associated slow flowing ice regimes. Bartholomew et al. (2011)

points out that the sliding velocities near the margins of the Greenland Ice Sheet are
lower in the late summer than earlier in the summer, possibly as an indication of a
switch from a distributed to a channelized drainage system. There are two types of

channclized drainage systems: Nye Channels that are incised down into the substrate,

and R-channels that are tunnels incised up into the ice.

2.2.1 Nye Channels

Nye channels (N-Channels) are like the braided canals discussed in section 2.1.3,

however they are cut into the bed rock and not sediment. This can make them a
much more permanent feature than canals as sediments can become deformed and
destroy the canals. N-channels can play a major role in the drainage of water since
they can allow a relatively open path for the water to drain, and unlike R-channels,

N-

there is no tendency for water to flow away from N-channels (Weertman, 1972
channels are also more stable than R-channels, but would still likely require a source
of surface melt water to remain open for a long period of time (Alley, 1989).

The study of deglaciated beds show that N-channels are long and narrow depres-

sions in the bed. They do not form an arbourescent network like R-channels, but they

do tend to flow (close to) parallel the flow of ice (Walder and Hallet, 1979).

2.2.2 Rothlisberger Channels

Also known as R-channels, these are tunnels incised upward into the ice. They are

formed when the rate of opening of ice from frictional melting exceeds the rate of clo-
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sure due to ice deformation crushing the tunnel. This happens when there is an unsta-

ble growth of frictional melting and water formation in the distributed systems men-

tioned in section 2.1. A set of conservation and empirical equations (Rothlisberger,

1972; Nye, 1976; Fowler, 1987) :

b
L Ksp 2
o~ RSty (2.8)
b _99, u (29)
P O
= 1 N
—pugVa+ ’\fo (2.10)
L bL
—pugVap + — (211)
1Ql

can be used to derive the relationships between basal water pressure, P; the water

flux, @; and the cross-sectional area of the tunnel, S. Here b is the mass of ice melted

per unit length along the tunnel, M is the amount of surface melt water that reaches

the tunnel, ¥z, is the slope of the bed, and L is the latent heat of fusion of ice. N
a constant as long as the shape of the tunnel does not change over time (c.g., always
semi-circular), given by

-y 919
N (Rﬁ> Pugn (2.12)

where Ry, is the hydraulic radius of the tunnel, and ' is Manning’s roughness coeffi-
cient.

Eqn. 2.8 des

ribes the opening and closing of the tunnel as a balance between
opening due to melting of the walls (first term on right hand side) and closure due
to ice deformation trying to close the tunnel (sccond term on the right hand side).

Eqn. 2

is the mass balance equation for water flowing in the tunnel. Equations 2.8
and 2.9 arc related due to ice melting due to heating of the ice. As the basal ice melts

there will be more water in the tunnel to push on the walls of the tunnel, forcing the
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size of the tunnel to increase. Likewise water discharge will increase while tunnels are

from ice

shrinking (e. creep). Equations 2.8 and 2.9 are written with the rate of

tunnel area vth/shrinkage to ize the i ip between the amount of

water in a tunnel (eqn. 2.9) and its ability to remain open (eqn. 2.8)
Eqn. 2.10 is based on the empirical Gauckler-Manning formula described in Williams
(1970), relating how the water pressure in the tunnel is related to the water flux

Last]

, eqn. 2.11 is the change of the internal energy of the tunnel. This expression
relates how the melting of the ice, b, is related to the water flux and the hydraulic

potential (9P./dx + pug¥z). When combined, they give

(2.13)

which shows how the melting of the ice wall is strongly dependent on the amount of

water flux and the size of the tunnel

is Fowler (1987), with typical glacier thickness d = 100m,

Using dimensional analy

typical tunnel length = 10 km, and bed slope ¥z, = 0.1, uses these approximations

to simplify the above equations. Since P < Py then Fowler determines that

This analysis shows, from cqn. 2.14, that the water pressurc is negatively correlated

to the water flux; as flux increases, the water pressure in the R-Channel decre
This means that when two R-channels meet, the larger of the two tunnels will sap
water from the smaller tunnel, and form an arbourescent drainage system much like

source of water (¢.g., surface melt),

regular iver systems. When the tunnel loses i
the water pressure in the tunnel will decrease and the water flux in the tunnel will

decrease due to lack of water. This causes the melting of the walls to decrease due to
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the lack of frictional melting from water flow. These factors lead to the closure term
from eqn. 2.8 to become greater than the melting term and the tunnel collapses due

to ice creep deformation.

Equations 2.8 2.14 are derived for the steady case scenario. Considering that

reasonable that

tunnels will not always have a continuous influx of water, it becom

the tunnel will not always be full. This means that instead of being semi-circular,

the

R-channels could be more flattened at the top where there is no water to resi

downward ice creep, and would be wider at the base and sides where the water flows.

In this case, it is more likely that R-channels are broad, shallow canals incised upward

into the ice instead of a semi

ular incision (Fountain and Walder, 1998; Carter
et al., 2009).
Being efficient movers of large amounts of water underneath the ice, R-channels

are associated with large excavations of water from the ice and flooding the nearby

lands. These rapid releases of water, called Jokulhlaups, pose scrious risks to those

living nearby as the floods can cause serious damage to roads, buildings, and to people

and livestock. An extreme case of flooding was the Pleistocene Missoula floods which
swept across Washington state, creating what is known as the Scablands (Fountain
and Walder, 1998).

Weertman (1972) and Weertman and Birchfield (1983b) show that, even though

they are good drainage sites, they are poor water collectors and therefore most of

the drainage must occur in broad thin films of water beneath the ice (or some other

tem). To prove this he considers the work done by pressurized water flow. To a

first order approximation the pressure gradient, VP, is

pgVz, and the basal stress, 7,

is pgH V2, with V2, and H being the ice surface slope and ice thickness, respectively.

Then, making the general assumption that R-channels are formed when sheet flow

becomes unstable, if the basal stress is large compared to the pressure gradient, as

23



would become the case in R-channels, the water drains and there is an increase of

friction (basal stress, 7) between the ice and underlying rock. His analysis gives that
2R = d(VP/7)"/2 (2.15)

where R is the maximum distance from the tunnel centre that water will flow to the
tunnel. This equation shows that increasing the basal stress will reduce R and thus
tunnels will become poor gatherers of water. Walder and Fowler (1994) argues that
this may not be the case as the analysis used straight, parallel R-channels, whereas in
reality R-channels can intersect each other, and an underlying aquifer could provide
an alternative route to allow water to reach the R-channels.

Studying eskers offers a paleo record of past R-channel locations from deglaciated

ice sheets, like the Laurentide ice sheet (Brennand, 2000). Eskers are thought to
be the sediment-filled remains of old R-channels that stayed open year-round as the
ice sheets began to retreat. The R-channels would transport the sediment toward the
mouth of the tunnel, depositing sediments and other materials to form eskers, possibly

with the help of surface melt water (Hooke and Fastook, 2007). Since eskers typically

form on hard bedrock (e.g., The Canadian Shield) and not on softer

entary

rock, it is believed that on softer substrate, the basal water may prefer to cut into the

bed as a distributed system, possibly a canal system (Boulton et al., 2007; Clark and
Walder, 1994). This provides a possible explanation why there are many esker sites
on the Canadian Shield, which is underlain by hard rock, and the (ncarly) esker-free

Canadian Prairies, which are underlain by soft sediment



Chapter 3

The Ice Sheet Model

3.1 Introduction

The ice sheet model used in this study is based the MUN/UoT Glacial Systems Model

(Tarasov and Peltier, 1999, 2002, 2004;

asov et al., 2012), hereafter simply referred
to as GSM.

The original GSM (Tarasov and Peltier, 1997) used a 2-D, vertically integrated
ice dynamics component that describes the deformation and movement of the ice due
to the stresses on the ice. The GSM also employed bedrock dynamics which dealt
with the isostatic sinking and rebounding of the bedrock due to the weight of the ice
applying pressure to the Earth’s mantle.

The model was improved in Tarasov and Peltier (1999) to include a coupled 3-D
thermomechanical ice sheet component into the model. This component of the model
eliminates the need to assume the ice sheet is isothermal. Varying the temperature
effects the rate at which ice deforms via the Glen’s Flow law. It also has the effect
of increasing the temperature at the base of the glacier, producing water that can, in

turn, affects the sliding of the ice due to reduced friction (basal lubrication/uplifting)



or by sediment deformation by water weakening the till. In arcas of the ice sheet
that are cold-based, the GSM prevents any basal sliding and till deformation from

occurring as the ice becomes frozen to the bed.

3.2 Mass Balance

To calculate the ablation of the surface ice, the model uses the positive degree day
(PDD) method (Tarasov and Peltier, 1999), that assumes a normal distribution of
temperatures, T, centred around a monthly mean temperature, Ty, with a standard
deviation 7ppp. The PDD coefficients can be caleulated from

[7 Tw)*
exp |5l
20%0p

1 lyr  pTm+2.50pp0
PDD = ——— / y } dT dt (3.1
vl S S )

The amount of ablation is proportional to the lependent PDD cocffi-

cients (Tarasov and Peltier, 2002), and any snow that remains at the end of the year

is immediately converted into ice, skipping the firn stage of snow to ice transition.
The amount of accumulation depends on how much of the precipitation falls as

snow, which will eventually add to the amount of ice, compared to rain which may or

may not freeze somewhere down glacier from where it fell.

accumulation pi 1 RS (T -T..)
e C: e dt 3.
recipitation W,ml /m P - v (32)

where RS is the surface temperature of the ice, and ogs = oppp—1°C is the standard

deviation



3.3 Ice Dynamics

In this model, ice deforms under stress via Glen's flow law formula Glen (1955)

(3.3)

Which relates the strain rate, ¢, to the shear stress, 7. Eqn. 3.3 uses Glen’s flow
law exponent, n = 3, and the temperature-dependent Arrhenius factor (Payne et al.,

2000) is taken as

A(T) = aexp (%‘;") (3.4)

where a is a constant of proportionality, E, is the activation energy for ice creep, R is

the universal gas law coefficient, and 7" is the temperature. Following the work done

in Huybrechts (1992), the ice velocity is given by

7= 20" (Fu(s) - Fa()} ) [ A

with [ as an enhancement factor required for Glen’s flow law to account for inaccura-

al

cies due to it’s formulation from a small data set or failed assumptions about gla

ice such that it is isotropic and similar grain sizes, which may not be the case.

The ice thickness, H, in a given cell is governed by the shallow ice approximation

(SIA) equation
oH

= -v‘,‘-/: idz + M,(T) (3.6)

at

in which the ice flux due to creep and basal sliding is vertically integrated over the

sheet, and M, represents the net mass balance of the ice at the surface

depth of the

and basal boundaries (c.g,, melting and freczing).



3.4 Ice Thermodynamics

The thermodynamics of the ice sheet are governed by the time-dependent heat

conduction-advection equation

p,r,(T)(’” a { ar

w I\',‘(T)E} — pci(T)id- VT + Ey 3.7

with ¢; representing the specific heat of ice, and Ey is the heat created from the

deformation of ice (i.c., ice friction).

Basal boundary conditions will be set by frictional heating due to sliding, from
geothermal heat sources, and lastly whether or not there is basal water present. The
presence of basal water can remove or add heat to the system depending if water melts
the ice (takes heat from ice) or refreezes to the ice (gives heat to ice). If the thermal
boundary condition gives a temperature below the pressure melting point (PMP),
and there is water present, then the water freezes to the ice and the temperature
is increased until it reaches PMP or all the water is frozen (Johnson and Fastook,
2002). The temperature in eqn. 3.7 is not allowed to go above the PMP, any excess
heat energy is converted to latent heat which melts the ice. Once the corrected basal
temperature is found, the temperature profile is recaleulated with the corrected basal

temperature as the new basal boundary condition.



Chapter 4

Formulation of the Basal

Hydrology Model

4.1 Discretization of the Mass Balance Equation

4.1.1 The Governing Equation

The model uses the mass continuity equation for subglacial water. Written in con:

vative form, the equation is

o s s
Z4V-G = b+ by +dea (a.1)
a

with w being the water thickness, @ being the water flux, and the rest being source

terms derived from surface and englacial meltwater entering the base, melting at the

base from the basal energy balance, and exchange with the aquifer respectively.



4.1.2 Expanding the Terms

Expanding the divergence of the flux terms

w 1 [9(Qy)  d(Qocost)] o
B resd| 06 T a0 +bs + bap + dea (4.2)

with 6 representing the latitudinal direction, and ¢ representing the longitudinal di-
rection.

Next eqn. 4.2 is integrated over the finite-control volume

I Giav =

I{ 1 [0(Q¢)+<‘7(Qo(w”)

bay + dya t AV 43
reosd | o 90 ]+b.+)_1,+.,,‘}1 (4.3)

using dV =

08 0ddf, eqn. 4.3 becomes

- [l [ {[ 2570

+ff {&‘ + bap + dy } v (4.4

Y 98 d = F(B) — F(a) gives

Using the fundamental theorem of caleulus [ 5

I 2eeay, - / {Qu—Qu}rdo + / {Queost, — Queostyyrdd  (15)
+f {i;u + by +d, } vy
where the subscripts n,e,s,w stand for north, cast, south, and west interfaces respec-

tively, and P represents the central grid point.

Using the approximation Vp =

2 cos 0pAGAY, section B.1 in the appendix ap-
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proximates eqn. 4.5 as

dwp 1 1 ) . ;
5 -HPR(Q"‘ —Qe}+ m((}um& = Qucosy} + by + by + dya

(4.6)
4.2 Advancing the Mass Balance Equation in Time

The model presented in this paper uses two predictor-correct

or schemes, namely
Heun’s method and the leapfrog-trapezoidal scheme, to advance the model through

time, and us

the explicit values for the source terms throughout the discretization.
The two schemes are considered predictor-corrector schemes, because each scheme
will first predict the solution for the next time step and then will use that result in
combination with the old values to give a better prediction of the solution at the next
time step (the corrected solution)

The first scheme is Heun’s method. The first step in Heun’s method is to take

some initial conditions (w), and to do an Euler Forward scheme for the first time

step,
At At
RP—" 0 _ oo 0 cos . — QY cos Y
wf = wh ot (@~ Q)+ Qs — Qheosfi) (47)
+ (B0 + b, + d2,) At

where w} is the tentative (predicted) values for the first time step. With the predicted

values for the first time step (w};), the model can be iterated with a trapezoidal scheme



between wf, and w} to convergence to give the final (corrected) value,

A [QL-Q)  QPcosh, — Qhcosh
b = o e d B Ko | 9 08T — Kq COBTn '
i 2r<-m0,,{ 5 T 0 (1.8)
A fQE-QF  QMeost—Qlcostu\ o o o A
* 2,-”*0,,{ - S e (R W+ )T

The advantage Heun's method has over a regular Euler forward method is that the

trapezoidal scheme increases it’s accuracy quadratically with decreased time steps,

whereas the Euler method increases aceuracy linearly. Alone, the Euler method would

ecither overest e or i the fluxes, on the concavity of the
solution as it advances in time. Heun’s method calculates the fluxes at both the

present (as Euler does) and from the future (the predicted guess), then caleulates the

average of the two, readjusts the predicted values using the new slope, and repeats
until convergence (Mathews and Fink, 2004).
Now that there are values for the first two time steps, the model will then proceed

cheme is

to use the leapfrog-trapezoidal scheme in favour of Heun’s method. This
considered to be stable and robust, even reducing the troubles the leapfrog scheme can
have with diffusion equations and decoupling (Shehepetkin and McWilliams, 2005).
In this scheme, the leapfrog time-stepping scheme is used to caleulate predicted values

for the next full time step, w™ V",

. » 20t (Qu-Qr 0,
(m+1) m-1 ft £ 1.9
wy ik By { = (4.9)

2060+ 09, + )AL

=

where m = 2,3,4.... From the predicted values, the trapezoidal scheme is applicd



Variables

Name
Ay | Arcal fraction of saturated sediment
b, | Englacial water source entering the base
Basal water production from basal melting
dy, | Basal water drainage into underlying aquifer
At | Time step
dV | Volume element of grid cell
K | Hydraulic conductivity of
L | Latent heat of fusion for ice
0 Latitudinal coordinate
¢ | Longitudinal coordinate
P Basal water pressure
Pr | Iec overburden pressure
Q | Horizontal basal water flux
r | Radius of the Earth
u, | Basal sliding veloci
w | Basal water thickness
2 | Bed rock topography
Zy, | Bedrock bump height

iment

Table 4.1: List of the variables used in the model description.

once again to give the corrected values, w1, as

At - Q| QI cos, — Qu cosby
Al _ m v — Q@ i 4
it =+ o { 5 o (1.10)
. A Qi _ eme N QY cos, — QU coso,
2rcoslp Ap A0

+ (02 + 02, + ) At

For the subsequent time steps the model will repeat the leapfrog-trapezoidal until the

final time step has been reached.



4.3 Darcian Water Flux, @

The model uses a Darcian flux equation to represent the flow of water in a distributed

drainage system. The model assumes, for testing purposes, that there is an underlying
layer of till sediments that allows the water to flow along the base of the ice (see

section 4.6 for discussion on this simplification). This layer of sediments is different

from an underlying aquifer, that would be separated from the till by an aquitard layer
(Flowers, 2000).
The flux term, @, is given by
Kw

g= 7/7"06{1’“;,,4:”) (4.11)

where K is the hydraulic conductivity of the underlying till, z, is the topographical
bed clevation, and P is the water pressure bencath the ice

Looking at the flux on the westward edge of a grid cell, Qu, we get

Kw Py — Pp + pug(zn, —

2
Pug rcos(0p)Ag (4.12)

where the W subscript indicates the value of the grid point to the west of the central
point, and the P subscript represents the centre grid cell.

Since the flux is defined at the interface between two grid cells, the value for w
in eqn. 4.12 will be determined using the upwind scheme (Patankar, 1980), which
assigns w the value from the grid cell with the greatest hydraulic pressure. Following

Patankar (1980), K is set to the harmonic mean of the hydraulic conductivity at the
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two grid points, which gives (sce appendix B.2)

Qu - (Huwkr 1
w = \Kw + k) \pugrcos (0r) A

max{ww (P = Pp + pug(zy — 2,)},0}

—max{—wp[Pw — Pp + pug(zs, — :,,,)].o)]

Q. is positively defined if water flows castward into the centre grid cell. Similar

equations for fluxes through the other three grid cell faces are given in appendix B.2.

4.4 Hydraulic Conductivity

Being a dilatant material, the hydraulic conductivity of till varies according to the

water pressure in the pore space. As water fills the pores, the increased water pressure
expands the pore space, which causes the hydraulic conductivity of the till to increase.

S (2000). In her

The hydraulic conductivity for this model is taken from Flower

analysis she tries to parameterize the subgrid propertics of the till that affect hydraulic

conductivity, such as the interconnectivity of the pores. The two topographical factors
on hydraulic conductivity are the amplitude of the bumps in the bed and their wave-
length. Flowers relates these to properties to power and correlation in the spectral
domain. A decrease in power (amplitude of the bumps) or an increase in correlation
will lead to an increase in the hydraulic conductivity, and vice versa.

From her spectral analysis, and using the “upstream donor cell” method (Zeven-
bergen and Thorne, 1987) to act as a proxy, Flowers attempts to determine how

connected the pores in a grid cell are. The analysis shows that the pore space, and

hydraulic conductivity, depends on the type of material in the till (c.g., sand or clay),

and the water pressure that acts to open up pores as the pressure builds. The analysis
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also shows that the hydraulic conductivity will exhibit a transitory nature where at
low water pressures the conductivity will be low and then at some critical value the

conductivity will start to dramatically increase to the maximum conductivity the ma-

terial will allow. Flowers izes the hydraulic conductivity, Kp, as a function

of water layer thickness (as a proxy for pressure) as

log(Kp) = %(mg[h',....,] — log{Knia]) tan™! [A-u (’I’—‘ = k,,)} (1.14)

+ 0081 Kipa] + gl

where the hydraulic conductivity can vary between a maximum value, Kyuqr, and a
minimum value, Ky, that vary depending on the study site and its till composition

. The tan™" func-

(¢.g, higher values for sandicr till and lower values of clayier ti

tion acts to mimic the transitory nature of the hydraulic conductivity from Flowers’s

analysis. The effects of k, and k, are illustrated in fig. 4.1. The parameter k, changes

the sharpness of the transition, as k, is increased the transition from low conductiv-
ity to high conductivity becomes more sharply defined. The parameter &y is used to
adjust when the transition from low to high conductivity occurs, in terms of the ratio

of wp/he.

4.5 Water Pressure

Flowers (2000) uses data from 552 boreholes drilled on Trapridge Glacier over a 12

year span from 1985-1997 to derive a 1 water pressure fc
The statistical analysis of the bore hole data is much too complex to go into detail

(2000). Pre

ented here is

here; further reading can be found in chapter 4 of Flowers

a quick summary of the main ideas from the analys



Conductivity Variation due 0k, (k =.65) Conducivity Variation due 10 k, (k =15)
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®)

Figure 4.1: Variations of subglacial hydraulic conductivity K with respect to changes
in hydraulic parameters k, and k;, for values of K ranging between 1.0 x 1077-1.0 x
107°.

From the data, the spatial trend of the bed topography, 2, is removed via best-
fit lines in the northward and eastward directions, leaving the anomalies, 5z, The
anomalies arc considered to be independent of position (i.c., the same in all grid
clements), and are completely filled in with sediment, as shown in figure 4.2

Flowers (2000) assumes, for simplicity, that cavities that would form underncath
the ice are filled in with sediments. As she states, sediment patches and cavities are
likely to coexist, but there would be a tendency for cavities to be filled by sediments.
This assumption allows the areal fraction of saturated sediment to be directly taken
from the cumulative distribution function and scaled by the grid average porosity. The
maximum amount of water that can be in a cell depends on the anomaly (sediment)

thickness and porosity, which gives the arcal saturation

From her analysis, Flowers derives an expression for the areal fraction of saturated

sediment, Ay, as a function of basal water thickness, based on a modified Maxwell

distribution of the bed anomalics (Flowers (2000) cqn. 4.6). Flowers proposes that

37



Mean Bed Topography with Anomaly Structure of Subglacial Bed
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Figure 4.2: a) shows the bed topography separated into a trend and anomaly. b) The
gaps in the anomalies are filled in with sediment where the hard bedrock and soft
sediment make up the underlying substrate.
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Figure 4.3: Proposed relationships for a) P with respect to Ay, b) P with respect to
w, and ¢) analytic approximation (cqn. 4.15) to curve of ¢ = 10. Image modificd from
Flowers (2000) with permission



the relation between the water pressure and arcal fraction of saturated sediment be

of the form Pp = Py, A%, where Py is the ice overburden pressure; the

shown in fig. 4.3a for different values of g. An expression of P(w) is also derived

3b.

(modified from Flowers (2000) eqn. 4.5) and the function is shown in fig.
It is likely that if there is a small amount of water present in the sediment then

the water pressure will be low, but it should quickly rise as the sediment pore space

becomes filled. This is becanse as the pore space fills up, there will be greater pressure

build up as water compresses to allow more water to cnter the porcs. Assuming that

water is incompressible, then the water pressure, P, will increase rapidly as the pore

space fills up. For this reason it is likely that the value of q should be high (g > 5);

Flower’s chooses the value of ¢ = 10, since fig. 4.3b shows this behaviour at high

values of g. Flowers then approximates the g = 10 curve by the equation

w\7?

Po=Py, (— (4.15)

he
where h, equals till thickness times porosity, and is effectively the water thickness that
the till can hold before becoming over-saturated. For example, a till layer 5 meters
thick with a porosity of 0.4 could hold a layer of water 2 meters thick (h. = 2m).
From fig. 4.3c, this equation has the properties of having low pressures for small water

thickness and blows up rapidly as the sediment water capacity beings to fill up.

4.6 The saturated sediment parameter, h

During the testing of the model in this project, the sediment thickness is set to a

constant value over the entire bed of the NAIC. While this should be acceptable

for model testing purposes, it is not a realistic assumption about sediment cover

underneath an ice sheet. This could cause problems if the

diment parameter is recast
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as a variable that is allowed to have zero thickness in places (no till present). One

simple iption is to set it to a i value (to avoid numerical infinitics)

and simply allow the water to be at icc overburden and channelized systems to always

form over hard rock, such as the Canadian Shield. This is certainly a viable option,
but the concept behind this model is that the Darcian flow represents all forms of

nked-cavities that can exist on hard rock (Kamb et al.,

distributed system, such as

Johnson, 2002). Since

1985; Fowler, 1987; Fountain and Walder, 1998; Flowers, 200(

linked-cavities are formed on the leeward side of bumps in the bedrock (Z3), then an

one potential solution is to set the minimum value of k. to the bump height. This
will allow the cavities to retain their water in the absence of till, allowing basal water

pressures to calculated, and water movement in a distributed drainage system.

4.7 Tunnel Flow

The formation of tunnels underneath the ice depends on the water flux between the
cavities. As the flux increases, the friction of the water on the ice causes it to melt

and if this melting continues then a tunnel can form.

4.7.1 Theory

The model developed by Schoof (2010) considers a drainage system consisting of

linked-cavities and R-channels, in the same way that Kamb (1987) and Walder (1986)

studied the drainage system. The equations Schoof uses are similar to Kamb's, except

a

for Schoof uses a non-linear rheology (n = 3 in Glen’s flow law) and Kamb v

Newtonian rheology (n = 1). For cavity formation it is assumed that heat di

is negligible and that cavity opening and closing only depends on water pressure

opening the cavity and ice deformation trying to close it. In the steady state this can
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be written as

S= ;"”M (4.16)
vPeyy

where w, is the basal sliding velocity, Zj, is the size of the bumps in the bedrock.

This

s eqn. 2.5 solved with dS/dt = 0 and ignoring the melting of the wall (first
term on the right hand side). Which has the cavity-like property of increasing S with
decreasing peyy.

To test the stability of the model, eqn. 2.5 is written as

(S, ®) = |ﬁ,|z,.+£ o a2 (4.17)
pul

u(S,®) = KpiyS (4.18)

95 (S4) — (S, ) (1.19)

o

with v, refers to the opening velocity of the cavity/tunnel, v, refers to the closure
velocity of the cavity/tunnel, L as the latent heat of fusion for ice, and a = 5/4. ¢
from cqn. 2.5 was replaced with the Darcy-Weisbach equation for turbulent flow in
a circular pipe (a different version of Darcy’s law than was used in Flowers (2000)).
The constant C = 24/ +2)/(x'/1p,.f) is related to the shape of the tunnel and
the Darey friction factor, f.

shows that the

By perturbing the cross-sectional area in equ. 4.19, the analy
cavity is unstable if

P _ N (4.20)

It is then reasoned that this instability is the same as

L3700 (4.21)




that is the effective pressure increases (water pressure decreases) as the mean flux,

ec. 2.2.2 this is how R-channels behave, which causes

is (see Schoof (2010)

Q, increases. As mentioned in s

them to form arbourescent, channelized systems. Further analys

pplementary material) shows the effective pressure can be defined as

_ (puL)QV® + wh
K,CQVaV -/ 2

Peys

and by taking the derivative with respect to Q the condition for tunnel flow

as

s Zn

P T )

(4.23)

1G]

table. Otherwise, when |Q| exceeds this condition,

which says that if the flux through the cavit

ess than the equation on the

right hand side then the cavity i

the cavity is unstable and a tunnel will form.

4.7.2 Implementation

To simulate the change between different drainage systems, at regular user-defined
intervals, the hydrology model checks the water fluxes to see if they are greater than
the critical flux from eqn. 4.23, at which point it will mark the source cell as a
tunnel cell. From here the model employs a down hydraulic gradient solver (Tarasov
and Peltier, 2006) that looks at the neighbours of a tunnel cell and allows water to
flow down the path of steepest potential gradient until there is no cell with a lower
hydraulic potential or the water exits the ice sheet.

Any cell that cannot drain its water because its neighbours are all at a higher

potential becomes a lake and will build up water until its potential exceeds one of
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Figure 4.4: Hydrology model flow ¢

art highlighting the processes involved in simu-
lating basal water flow.

its neighbours and then one of the neighbours will become a tunnel cell. The solver

will ultimately map out a sy

em of tunnels beneath the ice where the tunnels will
cither lead into a subglacial lake or exit the terminus of the ice sheet. The tunnel
solver treats the water with hydrostatic pressure where a 1 metre water level drop
corresponds to a 1 metre drop in hydraulic head. The solver moves the water in the
tunnel system, adjusting the hydraulic head, until all the water leaves the ice sheet

or is trapped in a lake (Tarasov and Pelticr, 2006).



4.8 The Source Terms

From eqn. 4.1, the first source term, by, is the influx of water from any water that

reaches the base from the englacial flow of water (¢ water entering the base via

crevasses or moulins). Due to this being the first implementation of phy

bglacial hydrology into the GSM (along with

s of the grid cells for current con-
tinental scale contexts), there is currently no surface input of water into subglacial
hydrology model. In the current GSM, the surface melt water flows along the surface
until it forms supraglacial lakes or runs off the edge of the ice sheet.

The second source term, by, is the basal water source due to melting at the base
of the ice sheet. Th

s of energy at the base of the ice sheet come from ice

sourc

thermodynamics, basal sliding creating fric

nal heat, deformational heating of the

ice as it undergoes creep, and geothermal heat from the bed, as discussed in chapter
3.

The last term, dyq, refers to the drainage of water from the ice-bed interface
down into an underlying aquifer. In this project, the drainage is defined using a

drainage parameter, D,, that removes a percentage of the water in a cell (Johnson,

2002). At the beginning of cach call to the hydrology model, the value for dy, in

each cell is defined as a percentage of the current water (before any new calculations

are donc), and is kept constant throughout the entire hydrology simulation and is

updated upon the next call to the model. Note, that distributed (Darcy) flow

em

g sediment layer which is distinct from the

partly represents flow through an underly
aquifer component.

This assumption assumes all water in the aquifer is drained and that water cannot
re-emerge from the aquifer back into the ice-bed interface. The work of Lemicux et al.

(2008) suggests that the average rate of water infiltration into the aquifer is around 2.5

mm/yr, ranging from 0-6 mm/yr. In the GSM simulations in chapter 6, the majori

1



of water thickness is near 0.33 m. With the bascline value of 2.00% drainage would

m values from

suggest a drainage of 6.60 mm/yr, which is slightly above the maxin
Lemicux et al. (2008). However, for arcas with thicker water levels (c.g., The Hudson
Bay Ice Stream), the aquifer drainage would be well in excess of the maximum valucs.

A second problem with the simplificd aquifer is that it assumes sin

ar drainage

everywhere. The infiltration rates of the aquifer vary, in part, due to the type of
substrate the ice is lying on. The aquifer drainage on the Canadian Shield will be
much less than drainage in the prairies. This is due to the poorer infiltration rates of
the Shield rock compared to the prairie sediment layer (Lemicux et al., 2008). Lastly,

this s

nple parameterization of the aquifer does not allow the aquifer to return water

to the basal s

em (known as recharging or exfiltration). Lemicux ct al. (2008)
calculated that the exfiltration rates to be 12 mm/yr. This water would cnter into
arcas of the base that would pressurize that area and affect ice dynamics, or into a
channelized system where it could drain out of the ice sheet. One small justification
for the drainage parameter is due to the large scales involved. Over a resolution of
40 km grid cells, it is not expected that the water will be evenly distributed over the

grid. The subgrid distribution of water would be stored in packet

s of water (e.g., in

cavities or lakes) which would be under higher pressures, promoting aquifer drainage.

Despite the problems with the simplified aquifer, this simple assumption removes

several complexities from the model, simplifying the study of the basal drainage

tem (e.g., understanding the role of linked-cavity and tunnel in water movement).

4.9 Flux limiting

Due to the numerics of the solution, there is a possibil

v that in a given time step

there may be more water draining from a cell than there is in the cell. While negative



water levels may be an acceptable numeric answer to the discretized equations above,

they are not physically acceptable answers. To alleviate this problem the fluxes of

ted so that the water level in the cell remains at zero or

water leaving the cell are lin
slightly above (from rounding).

To do this the model determines how thick the negative water level in the cell

is. Then, looking only at the fluxes that remove water, determines how much each

lowers the water level. From this information, each flux is multiplied by a fraction

between 0 and 1 to limit its flux. For example, consider a 1-D case with no aquifer

drainag

. Let a cell have a 3 m thick layer of water in the beginning. The flux to the
left removes 2 m and the flux to the right removes 3 m, leaving the cell with -2 m.

The total outgoing flux is 5 m, so the multiplier to the fluxes become

—2|/5=04.
So the flux on the left removes 0.4(2m) = 0.8m and the flux on the right removes

0.4(3m) = 1.2m, leaving the cell with no water.



Chapter 5

Model Validation

5.1 Introduction

When developing a new model, it is essential that the model be tested and evaluated

best to run and

to confirm that the model works properly.

, against deal collected from

compare the model to either a real-world example (c.g
the field) or to an equation that has an analytic solution. Like any scientific theor)

ay that the model is correct, but it does give a

these validations do not allow one to s

basis from which the model can be used with confidence as a tool to aide in the study
of glaciology, and climatic changes in general.

s that there is sparse data

The problem with validation of the proposed model
on subglacial hydrology duc to the difficultics of obtaining the data, such as not
being able to directly observe water flow under ice; cold and harsh environments

sheets); and ice sheets no longer existing (.

a and Greenland ice

(e.g., Antarct
Laurentide and Scandinavian ice sheets). Also, the equations of water flow, even for

near partial differential equations that cannot

the most simple cases, are highly non

be solved analytically.
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Figure 5.1: Final dimension of the ice dome used in model testing (for a flat topog-
raphy)

However, as a proxy to true validation, the model can be evaluated using simple
ice sheet profiles and bed topographies to judge if the model behaves as expected
under those conditions.

The continental-scale ice sheet model used in most of these tests has a parabolic

profile from the centre of the ice sheet to the terminus and is symmetric around the

centre (i.e., bowl-shaped ice sheet), according to the cquation

H(d) = (~4Hmia +2Hmaz + 2Hpmin) (#)t (5.1)
)

a3t~ o) (£) + Hipr (07
:

where Hygr is the ice thickness at the ice divide (the centre), Hyg, is the thickness
at the terminus, Hyq is the thickness at half-way down the glacier (used to define
how sharply the glacier decreases from Hygs t0 Hin), d is the distance from the ice

starts

divide, and r is the distance to the terminus. In the model runs, the ice sheets
from the ground (at £y, = 0) and grows until 50% of the model runtime (thay). The

ice thickness grows according to eqn. 5.1 multiplied by the ratio tuow /thats. When tig,




is greater than fay, the ice sheet is at it’s maximum size (as shown in fig. 5.1).

To facilitate the growth of the subglacial hydraulic system, a constant melting at
the base of the ice is applied in a ‘ring’ of uniform thickness near the terminus, with
0.6 m/yr of melting at the terminus and decreasing linearly to 0.4 m/yr at the inside

of the 'ring’. However, if there is no ic

where the ring of melt water is defined, then
the value of melt, My, is set to zero until there is ice, in which case it would take the

value defined from the equation

Ma(d) = M, — (M, — M;) (”‘—”i) (- <d<m) (5.2)

where M, is the melt rate at the terminus, M; is the melt rate on the inside of the

melt ring, and ¢, is the thickness of the ring from the terminus into the inner most
melting point

To evaluate the model, the ice sheet will be placed on different bed topographies
to study the effects of how it affects water flow and storage. The bed topographies to
be tested are a flat bed, an inclined plane, an inclined plane in a v-shaped valley, and
a dilating bed. These test are designed to test for the symmetry of water flow (when
it should exist), that water does not flow into the core of the ice sheet, flows down

the potential gradient, and can form lakes.

5.2 Mass Conversation and Symmetry of Darcian
Flow
For the first set of tests, the tunnel formation code is turned off to test the Darcy

flow for conservation and symmetry as the tunnel code is known to potentially cause

slight asymmetry (Tarasov and Peltier, 2006)
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Figure 5.2: Water Gain/Loss represented as a) maximum volume loss in cell and b)
maximum water thickness discrepancy in a cell.

5.2.1 Study 1: Ice Sheet on a Flat Bed

The first model test is for mass conservation. The set-up for this test has the ice sheet
on a flat bed topography, the same as fig. 5.1, and the water imbalance of each cell
is recorded. The test results for mass conservation are shown in fig. 5.2. Fig. 5.2a
shows that the numerical water loss in a cell reaches values of the order of 107 m?

Putting this in terms of water thickness discrepancy

fig. 5.2b shows that the maximum
difference between the mass balanced answer and the modelled answer differ only by
107'2 m. This confirms mass conservation of the Darcy component.

The next requirement is that the model conserves symmetries. Due to the flat
topography and perfectly round, parabolic ice sheet, the model should have complete

radial symmetry about the centre of the

eet. From fig.5.3a, the water distribution
beneath the ice sheet shows signs of symmetry around the ice sheet. What may look
like a slight asymmetry between north and south is due to the model being run in

spherical coordinates, causing the figure to flatten as it approaches the pole.

g
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Figure 5.3: a) Basal water distribution after 20kyr run with an ice sheet resting on a
flat bed, and b) the basal water pressure with arrows indicating the direction of water
movement. Water moves radially away from the centre of the ice sheet perpendicular
to arcas of constant basal pressure according to eqn. 4.15

Fig 5.3b shows the basal water pressurc is higher in the interior of the ice sheet

where the ice is thicker. T

s higher pressure causes the water to flow radially outward

from the interior, as indicated by the flowlines. These results are expected

ice the

thicker ice drives the water to flow toward the terminus of the ice sheet, leading to

thicker levels of water near the edges. The model results also show that the water
levels are rather thick, indicating a lot of water storage. This can be attributed to the

exclusion of tunnel formation leaving only the inefficient, distributed drainage system

to remove the water.

5.2.2 Study 2: Ice Sheet on an Inclined Plane

Now that mass conservation holds and radial symmetry exists for the flat topography,
the next test is designed to sce how water behaves in a potential gradient. In this

test, the ice sheet is placed on a inclined plane with a degree of inclination  0.05°

H1



Ice sheet on an Inclined Plane
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Figure 5.4: Final set-up to test the downward flow of water.

as shown in fig. 5.4. As was the case in the mass balance test, the ice melts at the
base in a 'ring’ near the terminus.

Due to the inclusion of an incline, the basal water distribution in fig. 5.5a does
not have the same radial symmetry as the flat bed case. In this scenario, the incline
prevents symmetry between the northern and southern halves of the ice sheet. This
occurs because the water on the northern side has to run uphill to escape from the ice
sheet, whereas the water on the southern side has an easier path downhill to exit the

ice sheet. This results in the water to the north being a little bit thicker than the water

on the southern side. The distribution of water thickness stills shows the symmetry
between the cast and west halves. This is expected since the hill runs perfectly north
to south which should not have an effect on the east/west flow of water.

This study examined how water movement is affected by changing the bed slope.
Water exits the ice sheet due to the potential field created by the ice sheet. On the
north side of the ice sheet, the slope of the bed created a potential field to counter the

outward flow of water. However, the hydraulic potential pressure of the basal water
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Figure 5.5: ) Basal water distribution after 20kyr run with an ice sheet resting on an

inclined plane, and b) the basal water pressure and flow lines showing faster flowing
water on the south side of the ice sheet

in fig. 5.5b is able to overcome the retardant back pressure of the bed and still flow
out. On the other hand, the potential field on the south side of the ice sheet acted to

increa

e the basal water velocity, resulting in there being less water in the south,

5.2.3 Study 3: Ice Sheet in a Valley

To further investigate water’s ability to flow, the ice sheet is kept on an incline plane,
as before, but this time there are valley walls that cuts through the ice sheet along
the east and west sides. This test is designed to expand on the last test to see what
happens when the water on the north side of the glacier cannot get to flow to the
south side and escape (due to water having to flow into the interior of the ice sheot
to flow south). The model is ran with the same conditions from the last study with
the inclusion of a barrier blocking water flow out the sides of the ice sheet, o sec how

the water distribution changes. The steady state results of this study are shown in




Ice sheet in an Inclined Valley

8

Surface Elevation (m)

Figure 5.6: Final set-up to test the flow of water down a potential gradient
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Figure 5.7: a) Water distribution of an ice sheet in a valley that restricts the flow of
water from flowing out the sides of the ice sheet. b) The corresponding basal water
pressure
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Figure 5.8: The final setup to test the formation of lakes in potential wells underneath
the ice sheet

fig. 5.7, and the results show that there is little difference between this study and the
previous study without the valley walls

The basal water distribution in this setup is similar to the previous setup. In
fig. 5.7a the water that would have left on the sides of the ice sheet now has to flow
southward to exit the ice sheet. This results in a thicker water distribution along the
walls of the valley and south-east and south-west sides of the ice sheet that were not
present when there was no valley.

Despite the changes in water thickness, the basal water pressure remains un-

changed due to it being at ice overburden pressurc. In fig. 5.7b, the water flow

from the east and west sides of the ice sheet down to the south are rather slow. The
water has to flow close to the interior of the ice sheet, where the basal pressures are

higher, which provides more resistance to water flowing.

&



5.2.4 Study 4: Ice Sheet Over a Dilating Bed

The previous two tests showed that the model properly allows water to flow down
gradient and does not enter the cold-based section of ice. With the flow of water
taken care of, this test was designed to stop the flow of water and test the model's
ability to form lakes. According to Paterson (1981), the hydraulic pressure gradient,
Vb, is given by

Vo = pigVz, + (pu — )9V 2 (53)

This equation basically states that the change in the surface elevation is roughly ten

times more prominent in changing the hydraulic pressure gradient than changes in

the bedrock elevations. To test lake formation, the model was set up with an ice sheet

over a dilating bed to facilitate the growth of lakes in the dips of the underlying bed.
Since the pressure field depends so much on the shape of the ice sheet, the ice sheet

was flattened near the terminus to reduce its effects on the field so that the lakes

could form near the depressions in the topography under the ice sheet

The dilating bed is a function of location and is created using the equation
2(d, 0) = min((24) cos(300) cos(306), 0) (5.4)

where z is the amplitude (i.c., depth of the dip), d is the distance from the ice divide
as before, and the angles 6 and ¢ are needed since the dilating bed is not radially
symmetric. This causes the setup not to be exactly symmetric as the northern dip

is slightly outside the ice sheet, whereas the southern dip is completely underneath

(east-west symmetry still exists). The sheet for this study, as seen in fig. 5.8, is
different from the others because it uses a decaying exponential curve to smooth out

the ice sheet toward the terminus. The ice sheet profile is given by the original sheet
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Figure 5.9: a) Water distribution showing lake formation on the south and east sides of
the glaciers. b) The pressure ficld that acts on the basal water showing the pressure
minimum located where the lakes formed and the flowlines leading water into the
lakes.

from eqn. 5.1, with the modification

_ (H, — Ha)’
H(d) = (—7111

(Humin + H, — 2H e
(HminH, — H3)

@ ee=m)+ T, 'zu,,)]

with H, is the ice thickness at the top of the curve, Hy is the ice thickness halfway
down the curve, . is the radial length of the curve (akin to melt 'ring’ thickness in

section 5.1), and the other variables are as defined in section 5.1, Fig. 5.9a shows

bout any a

the water distribution is still symmetri is drawn through the ice divide.
Darcy flow, with high values of hydraulic conductivity, is able to gather the water

into lakes near the edge of the ice sheet. This is because the ice surface slope has a

greater impact on the hydraulic potential than the bedrock slope. Lakes form near

the terminus because the shallow surface slope allows the bedrock slope to become

=



the dominant factor, allowing water to fill up the dips in its topography. Notably, the
lakes do not form at the centre of the dips, but closer to the terminus because of the
influence the surface slope still has at driving the water toward the terminus. This

can be compared to the bedrock dips that are closer to the interior that form lakes

at the edge of the dip or not at all, because of the steeper surface slopes that keep

the hydraulic potential high enough to allow the water to continuc flowing toward the
terminus.
Fig. 5.9b confirms that the water pressure is much higher in the interior of the

ice sheet and becomes much smoother near the terminus. The flowlines show that

that arc

th

the water flows p: nterior dips and converge to form lakes in the dips

closer to the edges.

5.3 Water flow beneath the ice sheet with the in-
clusion of tunnels

The case studies of the Darcy flow model showed that it was mass conserving and

displayed symmetry (as applicable). The next set of test use the same setups as before

to study the influences that a channelized drainage em can have on the subglacial

environment.

5.3.1 Study 5: Ice Sheet on an Flat Bed

Enabling the tunnel solver into the flat bed scenario from section 5.2.1 greatly reduces

the amount of basal water present. The most noticeable difference between this

run and the no tunnel case is that symmetry becomes broken. This run s mostly

symmetric, but there are a few places where the water gathered. This shows that the
‘mmetric, but this break in

tunnel code is slightly non mmetry would most likely
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much more of the water to drain from the

Figure 5.10: a) Tunnel formation allows
basal environment. b) The basal water pressure is greatly reduced duc to the removal
of water. The addition of the tunnel code leads to symmetry being broken from
section 5.2.1

not be noticeable in real scenarios where the ice sheet and topography would not have

as much symmetry as this simplified scenario.

5.3.2 Study 6: Ice Sheet on an Inclined Plane

hows that there is way les

Returning to the ice sheet on the inclined plane, fig. 5.11a s

water present due to tunnel formation. As before, there is a clear asymmetry between

the north and south of the ice sheet due to the bed slope. The water pressure in

fig. 5.11b is greatly reduced from beforc. The reduced pressure would have important
consequences on basal sliding, causing the ice to prevent shutoff of any ice surging
cvent

Both plots in fig. 5.11 show a checker board pattern appearing just west of the

north of the ice sheet. The source of this is as follows. Currently, the tunnel solver

simply drains all the water in the tunnel cells. This inhibits tunnel flow for a given
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Figure 5.11: a) Tunnel formation allows much more of the water to drain from the
basal environment. b) The basal water pressure is greatly reduced due to the removal
of water.

grid

cell in the succeeding time step as the outward water flux from the Darcy solver
will then be null (tunnel drainage condition is outward Darcy flux above a specific
threshold). As such, tunnel behaviour oscillates between alternating time steps. Given

the radial tunnel flow (tunnel solver permits drainage to diagonally adjacent grid

cells), this results in the checker board pattern for this artificially symmetric test
case

Admittedly, complete water drainage in the tunnel solver is not a physical approach
since the tunnels would close as the water pressure dropped (along with the water

thickness). Also, due to the large grid size, the tunnels would not have access to all

the water in the cell, meaning less water drainage. The adjustment of relevant tunnel

parameters and associated sensitivity analysis will be left for future work
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Figure 5.12: a) Tunnel formation allows the water flow much easier from the sides of
the glacier to the terminus in the south. b) Basal water pressures are higher on the
sides where water becomes trapped, but much lower in other parts of the ice sheet

5.3.3 Study 7: Ice Sheet on an Inclined Plane in a Valley

As expected, fig. 5.12a shows that the tunnels greatly reduce the water lev

s beneath
the ice. There is still some build up of water at the sides of the ice sheet as the water
has to flow through higher pressures to flow southward. The formation of tunnels

greatly cascs this process as water build up at the sides will create low-pressure tunnels

to provide excess to the terminus in the south.

The basal water pressure in fig. 5.12b is generally pretty low except at the sides
and at the north part of the ice sheet. These are arcas where tunnels have trouble
forming due to the water becoming trapped in a hydraulic potential dip (the north
is trapped due to the uphill slope and the sides are trapped by the valley forcing the

vater into the interior). In these cases the water has to build up in these arcas until
its pressure increases enough to allow the water to flow and form tunnels. This is

true for the entire northern section as it battles to flow uphill (with respect to basal
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Figure 5.13: a) Basal water distribution shows the formation of larger and more
numerous lakes due to the inclusion of tunnels in the Darcy model. b) The formation
of tunnels converge to the lakes and all the way to the terminus at the northern dip.

topography), but it is most noticeable near true north where the slope is the steepest

along a radially outward path

5.3.4 Study 8: Ice Sheet Over a Dilating Bed

Although it cannot be determined from fig. 5.13, the lakes are much thicker than
before (they are approximately 120m depth, as opposed to 60 m with only Darcy)

This inc

ase in thickness can be attributed to the increase of water flux into the lakes

due to the tunnels flowing into them. The most notable feature is that the northern
lake, that was in the Darcy-only test, is no longer present. With the inclusion of
tunnels, the water that reached the dip was able to continue onward and out the
terminus. The tunnels generally travelled toward the terminus, following the potential
gradient. When two or more tunnels meet, the will converge into one tunnel and form

an arbourescent network.
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What this study shows is that the model can create lakes under the right conditions
of relatively flat ice and inverse bed slope to water flow. Another way to create a lake
in the model is to surround it by cold-based ice, creating an ice-dammed lake. These
results are somewhat expected as subglacial lakes are often found in areas of the ice

sheet that are flat (due to the presence of water reducing the resistance of ice flow)

Thus lake formation could be caused by a build up of water surrounded by cold ice

(ice-dammed lake) or possibly from a distributed (c.g., linked-cavity) system formed
in a topographical dip that causes ice to flow quickly over the dip and flattening the
ice in the process. This could cause a positive feedback where more and more wate

enter the dip (e.g., from water flow into a potential well and from friction melting at

the base) and form a lake.

5.3.5 Study 9: Doubling the Grid Resolution

One final test of the model is to sce how well the results of the previous studies
compare to the results with a finer grid. The previous studics use a grid spacing of
0.005 radians (approximately 0.30°). In this case study the ice sheet is placed over an
inclined plane, as in section 5.3.2, with a grid spacing of 0.025 radians. Unfortunately,

using the parameters from the previous studies lead to the model stability as the

model has a user-defined minimum time step set at approximately 3 days. Since the
previous studies used a parameter set with higher values for hydraulic conductivity

(to emphasize the effects of potential gradients and tunnel formation). For this test

the hydraulic conductivity ranges were lowered from 10101 to 10-7-107%. This

new parameter set did not become unstable and gave results clear enough o note the

similarities and differences between the fine and coarser resolutions.

The results in 5.14 show a striking similarity to each other. They both show that

water in the north is thicker than in the south, and they have the same distinguishing
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Figure 5.14: a)Model result with resolution at 0.30°. b)Model result with resolution
st 0.15°

strips of thicker water in the north. The simulation with the higher resolution shows
a universal trend of thinner water with a drop of about 20% in water levels near the
terminus (this drop decreases toward the interior). What this shows is the importance
of grid resolution, but for continental-scale modelling this will probably only have a
minor affect on the timing of certain events (e.g., tunnel formation), and little change

to the general patterns of ice sheet and basal hydrology evolution.

5.4 A quick overview of the validation results

The previous validation tests were designed to explore the properties of the basal hy-

drology model. Using simplified ice sheets allows the emerging patterns of water flow
and distributions to be compared to the expected results in these idealized scenarios
The model was tested for mass conservation. The results in section 5.2.1 show

that the model is mass conserving on the order of 107 m of water thickness within
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a grid cell.

The results also show that water flows down potential gradients with the ice surface
slope showing dominance over the bed slope. In arcas where the ice is relatively flat
and there is a dip in the bed, the hydrology model docs allow for the build up of water
into subglacial lakes,

The inclusion of the tunnel solver allows the water to move around more effectively

ilable.  Also, over the dilating

beneath the ice, which results in less basal water ¢
bed, the lakes gathered more water from a larger area rapidly, resulting in decper
lakes with larger arcal extent.

The doubling of the model resolution shows an ice sheet with slightly less water.

5, the model shows similar behaviour, suggesting

Despite the changes in water thicknes

that doubling the resolution would not have much of an impact on the results.



Chapter 6

One-way Coupling of the
Hydrology Model to the GSM

Having validated the model and showing some of the water behaviour for simplified
ice sheets, the next step is to couple the model to the full GSM to sce how the
water behaves under more complex forcing conditions. The aim of this study is to
determine the most important parameters so that further cfforts in obtaining data

the most promine: and less effort on the

can be focused on
least prominent ones. This section highlights some of the main results of the GSM
runs, in depth details of the runs can be found in appendix A

The first step in understanding how ice sheets and basal hydrology interact is to

ithout the water

one-way couple the two and see how ice affects water behaviour

affecting the ice. This will allow the results from the GSM to be compared to the
simplified results from section 5. As before, a series of model runs with varying

parameters will be used to study the sensitivity of the model to changing parameters
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List of Model Parameters

Value Reference
Fory | Prevents breaking CFL 0.50 N
iz | Maximum allowable time step 1/i2yr | N/A o
D, | Percent of water drained to aquifer | 2.00% Johnson (2002)
iy | Time interval between tunnel checks | 1/4yr | N/A
h. | Saturated Sediment thickness 100 m | Person ot al. (2012
k.| Stecpness of conductivity transition | 15
F, | Affects when conductivity i 0.65
K, | Range of hydraulic conductivity 107107

Q.. | Tunnel formation condition multiplier | 1.00
T, | Basal freczing temperature below PMP | —2.00°C
7, | Bedrock bump height 0.10m | Kamb (1987)

Table

.1: Chosen values for the bascline model run.
6.1 The Baseline Model

To evaluate the importance of each parameter, the model is given a bascline set of
parameters. From this base set of parameters, each parameter is varied over a set of
values to test how much it changes the results from the baseline results.

The value of Fepe, was chosen as one-halve of the CFL velocity (Ve = rA0/At)
as a safety measure against instabilitics. The value was chosen as to ensure the
model is stable, as instabilities can occur below the CFL limits, but not too strict
as to excessively slow down the model. The model’s dynamic time stepping feature
along with limiting the maximum time step, were designed with preventing those
instabilities from happening. The values in the run cover values from 0.10 (strict) to
0.90 (just shy of CFL breaking).

The aquifer drainage parameter, D,., was implemented from Johnson (2002) as a
way to drain water into an aquifer. Johnson's value of D, was 5.00%, but admittedly
this value may have been too high. The value of 2.00% for D, was chosen as the
baseline value to highlight the importance of this parameter, while allowing enough

water to remain so that the other parameters could be evaluated. As discussed in
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section 4.8, the baseline value of 2.00% give values of aquifer drainage similar to those
in Lemieux et al. (2008) for most of the ice sheet. The values for aquifer drainage
testing range from no drainage to 7%, covering a 5.00% difference between baseline
and maximum drainage as Johnson (2002) did in his testing of the parameter.

The other form of drainage is from the subglacial tunnels. The dty,,, parameter
determines how often the system is checked to see if tunnel formation is allowed
via eqn. 4.23. Checking for tunnels at every time step may lead to better results,
but potentially at large computational expense. Testing of the dfy,, parameter will
determine a value for dty, that provides a good balance between consistent results

ney. This parameter testing ranges from once a month up

and computational cff
to once a year with the default at once a season.

As deseribed in Flowers (2000), h, is the saturated sediment layer. In simple
terms it represents the sediment layer thickness multiplied by the porosity and is the
saturation point of the sediment. When the basal water thickness reaches or exceeds
he, the basal water pressurc is equal to the ice overburden pressure and the ice is
considered to be floating. The value for h, can realistically change from place to place

and over time as sediment deformation and ways of compacting can change. In the

present model, A, is set to a constant value in space and time and the different model
runs are to test the importance of changing h, on water flux and pressure. The range
of values for this parameter is 0.10 m up to 2.00 m. The lower values were chosen in

line with Flowers (2000) and Flowers et al. (2005) from Trapridge Glacier in Canada

al. (19

6) measured the sediment layer

and Vatnajokul ice cap in Iceland. Rayne et

thickness in Wisconsin, USA and found it to be up to 8.00 m thick in some pla

This places value of h,=2.00 m well within the range of reasonable values for an upper
bound.

the other important factor in Darcian water

Along with the sediment thickne
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flux is the hydraulic conductivity of the sediment. Sediment is a dilatant material that
varies its conductivity based on the pressure of the water in the pore space. Hydraulic
conductivity has three associated parameters (kq, ky, and K,,) that need to be tested
ky controls the required water level (as a fraction of h,) needed to begin the transition
from low conductivity to higher conductivity. k, values are allowed to run from 0.25

0.95 with the default value at 0.65. Since k, values have to be between 0 and 1, the
model tests cover a extensive range of values to test the impact that &, has on the
model results. Once the transition begins, k, controls how quickly the conductivity
increases with increasing water. k, values ranges from 5-60 for a fourfold increase in

its default value. Values beyond k,=60 cause little difference to the conductivity vs.

ter plot from fig. 4.1, 50 the cffects of k, should be well captured in the model runs.
K, represents the range of hydraulic conductivity of the till, and is a combination
of the maximum and minimum conductivity (KninKpnae from section 4.4). The

minimum values of the conductivity ranges from 107°-10~7 m/s and the highest runs

range from 107°-107% m/s which is comparable to the values measured by Rayne
et al. (1996). The tests on conductivity will determine the importance of k, and k,

(as they cannot be directly measured), and to explore how changing the range of

the resul

hydraulic conductivity affec . This can be used to guide researchers on

the importance of accurately measuring the hydranlic conductivity of sediment.

Eqn. 4.23 determines if the water flux between cells is great enough to create a
channelized flow in that arca. To explore this equation further, the equation can be
scaled to increase or decrease the likelihood of tunnel formation by the scaling factor

aried

Q4. By default the value of Q. is one (no enhancement to the equation) and i
over four orders of magnitude in both dircetions (10~* 10).
As the base of the ice sheet becomes colder, the ice should begin to frecze to the

bed, preventing water from flowing there. Due to the 40 ki resolution of the grid,
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Figure 6.1: Basal water profiles for a) 22 kyr BP when the total water volume is
high (mean thickness: 1.0644 % 2.8317 m, max thickness: 86.40 m), and b) 18 kyr
BP after the total water volume has drained away from the base. (mean thickness:
0.6918 % 1.3160 m, max thickness: 24.91 m.)

it s not expected that the entire bed in a grid cell would be frozen completely. This
means that water could potentially flow through a frozen cell (in the unfrozen places),

but the water should have a harder time as it has less pathways to flow across. In the

hydrology model, this is represented by parameter T, which bas

ly acts to reduce

the conductivity

a function of temperature. When the basal temperature is close
to PMP there is little change to the conductivity, and in decreases to a really low

value as the temperature approaches the value of 7. In the model simulations, the

value of T, relative to PMP, is tested from —0.5°C' to —3.0°C.

In the linked cavity theory, the size of the cavity is partially controlled by the

bumps at the bed. The controlling bump size, Zy, is tested over a range of 0.01-0.50

m. This covers a range of values surrounding the standard value of 0.1 m (Kamb

et al., 1985). Changing the value of Zj, affects the amount of water that can be stored

and will affect the tunnel formation from eqn. 4.23,
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Figure 6.2: Sensitivity plot at a) 22 kyr BP and b) 18 kyr BP. Plots show that different
parameters are important at different times during the glacial cycle.



Discussion

Fig. 6.2 shows that the total basal water volume changes with varying the parame-

ters. As a quick note, it is easy to see that the parameter Fepy, has little effect on

the amount of water storage beneath the ice, whereas the aquifer drainage param-
cter significantly changes the water volume for the changes made over the range of
parameter values.

For most of the other parameters, there are times when they are important and

times when they are not. For example, sediment thickness, from fig.6.2, sho

a
larger impact at 22 kyr BP than at 18 kyr BP. This shows that the importance of a
parameter depends on other factors, such as the amount of water stored in the system

Fig. 6.2a shows the model sensitivity at 22 kyr BP when the total water volume is
higher in the baseline model. The most important parameter is the aquifer drainage
parameter, because it simply drains a percentage of the water. This simple parame-
terization of the aquifer can quickly drain a lot of water as it does not have to flow
to the terminus to escape and the aquifer does not return it to the ice-bed interface.
In fig. 6.2b, at 18 kyr BP, the aquifer drainage is still the most important parameter,
but it’s impact is less noticeable since there is less water to drain away from the bed.

The sediment thickness parameter (h,) shows a 28% drop in water volume over

the range of values at 22 kyr BP. At 18 kyr BP the impacts of h, are greatly reduced

and has no effect on water volume when raised above the baseline value. As explained
in appendix A, this is due to the nonlincar relation between water pressure and the

sediment thickness. In arcas where the water level is only a small fraction of the

sediment thickness, the basal water pressure will be practically zero. At 18 kyr BP,
when the water level is low, an increase in sediment will have little effect on the
results.

Varying the values of the basal freczing parameter, T3, does not alter the water
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storage significantly. This suggests that there is few places where the water becomes
trapped beneath the ice. The runs with freezing values closer to PMP have about a
129% difference suggesting there is some water trapped due to the freezing of the ice
to the bed.

The tunnel scaling factor Q,, show almost no impact in times of high water
storage, but shows up to 80% drop in water volume at 18 kyr BP. During this time,
the model is sensitive to Q. because the lower water levels are less likely to form
tunnels than the thicker values at 22 kyr BP. Lowering Q,. allows more tunnels to
form, which drains the water, keeping the water volume down.

The bedrock bump height, Zj, has a similar effect to Q. since it affects tunnel

formation as well. As explaine

in appendix A, the larger values of Z allow the cavity
system to retain more water before they fill up and become unstable. This allows the

runs with higher Z, to have more water as the cavities fill up.

The results of changing the range of hydraulic conductivity (K.,), show little dif-
ference in the results at higher water volumes for the different runs. However, at 18
kyr BP there is a big difference in the results. The results show that as hydraulic
conductivity increases, the total water volume decreases. This is expected since in-
creasing the conductivity increases the water flow and tunnel formation, allowing the
water to evacuate from the ice sheet. The two parameters, k, and k;, that affect how
quickly and when the switch between the low and high hydraulic conductivity regimes

show little influence on the model results. This is rather fortuitous

nce they are not

physical parameters that can be casily measured, whereas the range of conductivity
can be constrained based on the type of sediment from field studies.

The results from the runs show the lack of importance of how often the model
checks for tunnel formation (dtz,,). The reason for this lack of model sensitivity lies

in the time it

takes to refill the grid cell with water. If it takes a grid cell more than
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a year (the largest value of dfy,y,), then the model will not by ive to dlyu, as the
frequency of tunnels will not change drastically. The effect of lowering dty,, may have
a minor effect on when the tunnels form, but not how often (as shown in appendix
A), though this could change if larger values of dy,, were used.

One pleasant result of the model runs was the insignificance of the maximum
allowable time step (@) on the results. There is only a 10% water volume drop in
the range of values chosen. Also, as the time steps become smaller (the lowest value
was 1/3 of the baseline value), they begin to converge to an answer somewhere in the
vicinity of the baseline values. This suggests that the model shows both stability and

convergence for decreasing time steps.

6.2 Effects of Varying Parameters on Basal Water
Thickness

The water thickness in a grid cell underncath the ice can be sensitive to the parameter
set chosen. Changing parameters may cause the water to flow at different rates,

changing the type of drainage system present and affecting the basal water pressure.

For example, increasing the hydraulic conductivity should be more conducive to tunnel
formation, removing water from the cell, whereas increasing the sediment thickness

should hinder tunnel growth due to decreased water pressure. These changes in water

thickness can cause significant chang 's as the location of

to the ice sheet dynami

water will affect the time and place of fast flowing ice. The following discussion is a
quick summary of the results from the model runs, further results and discussion can
be found in appendix A

From the results in the previous section, Fopr, dbmar, dtin, and T.. do not have

much impact on the results. The results in 6.4 are for the maximum allowable time
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Figure 6.3: Results with maximum dt,,,, = 1 year. Basal water thickness has a mean
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Figure 6.4: Results with dt;q, ~ 10 days. Maximum basal water thickness was 86.40
m with a mean of 1.0690 + 2.7765 m.
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Figure 6.5: Results with D,=1.00%. The maximum basal water thickness exceeded
99.99 m and the mean thickness increased to 1.8897 + 4.3385 m

Step, dlmaz, but the other parameters listed show similar results (see appendix A)
Since these parameters (except T,.) are related to time steps, this suggests that the
model is convergent at small time steps. T, does not show much impact because there
are few places for the water to become trapped in the GSM runs of the NAIC

In contrast to the above parameters, the aquifer drainage parameter had the most
impact on the water storage. Fig. 6.5 shows that when the amount of drainage is
cut in half, the water level in each cell generally increases by 0-0.4 m. This value is
higher in areas with thicker water, causing the areas where ice streaming could occur
to occupy a larger area of the ice sheet. For example, the ice stream in Yukon, Canada
now stretches into the Mackenzie river and the Great Bear Lake that was not present
in the baseline results in fig. 6.1.

Fig. 6.6 shows how increasing the hydraulic conductivity universally decreases
the water level, especially near the terminus. This is expected since increasing the
hydraulic conductivity will increase the rate of Darcy flow, which will also increase
the likelihood of tunnel formation. The results for smaller bed bump height and
lower tunnel scaling factor (i.c., the lowest model runs for Z, and Q,), show similar

water distributions. Since Z;, and Q.. only affect the likelihood of forming tunncls in

76



Basal Water Disibution st 18 kye B s Wk Aoty 8180

Figure 6.6: Results with the range of hydraulic conductivity k,, = 107 10"%m/s
With the increased hydraulic conductivity, the mean basal water thickness dropped
to 0.4305 + 1.2594 m with a maximum of 27.39 m.

cqn. 4.23, then this suggests that the main contribution to the importance of hydraulic

conductivity is the increased likelihood of forming tunnels.

Changes in the saturation point of the sediment arc not as prominent as changes
in the hydraulic conductivity, but it does have a significant cffect on the water dis-
tribution. The lowering of h, will increase basal water pressures and fluxes, leading
to more tunnel formation. The effects of h, arc most noticeable in the Hudson Bay
Ice Stream, which would no longer be streaming at 22 kyr BP as it would have in the

baseline run

6.3 Identifying Areas of Fast Flow and Esker For-
mation

One of the aspects of the model is the ability to map out the location of arcas of
potentially fast flowing ice. To illustrate this point, consider the results from the

baseline model run. The plots in fig. 6.8 show the effective pressure at the base of

the NAIC near LGM and during its retreat. The arcas with low effective pressure

=1
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Figure 6.7: Results with h,=0.10 m. While not as effective as increasing hydraulic
conductivity, the lower A, decreases the mean basal water thickness to 0.8629 42.1697
m with a maximum value of 55.41 m

(notably the red coloured areas) are where the ice would most likely be streaming
due to low friction at the base. As the GSM already has parameterized ice streaming
(areas with fast flowing and gentle sloping ice), the data presented in fig. 6.8, show
that the areas of low effective pressure match-up with the simulated ice streams from
the GSM.

Still using the baseline model run, the plots in fig. 6.9 are snapshots of the NAIC
as it retreats from a nearly full ice sheet down to a much smaller LIS that is just
beyond the Hudson Bay area (with the Cordillera Ice Sheet gone by 10 kyr BP). The
lines in the plots show the location of subglacial tunnels at that particular moment in
time. The images show that the Cordillera Ice Sheet breaks down much quicker than
the LIS. All the melting of the Cordillera inputs a lot of water into the ice sheet and

there are many subglacial channels surrounding the ice sheet and cal

ng the water
away. During the retreat of the LIS, there are several tunnels formed at the edge
of the ice sheet over Northern and Central Canada (the Canadian Shield). Future
work will examine the extent to which tunnel prevalence in the model correlates with

observed esker density (c.g., Clark and Walder (1994)).



Basal Effecive Presure 1 2 kyr BP

Basal Effecive Presure at 1§ kye BP

Latitude

- H ) 2 i

W W ww W W W W oW
Longitade Longiude

) (b)

Basal Efetive Presre at 14 ky BP Basl Effecive Pressue a 104yt BP

" "
BN}
s
£
iz
N
&
| g
1

AN

5

W W { W W
Longiude Longide
(© (@

WV W

Figure 6.8: Arcas with low effective pressure indicate areas of fast flowing ice.



Tunnel Locaton a 14 kyr BP

“Tunne Locasion at 1S kyr B

" N
W W ww e W W ww W
Longitnde Longitade
@ [0
Tunne Locationa 13 kye BP Tumel Locaionat 12 kye P
8N
N
FoN
SN
ax
5 @

T

20W
Longiuude
(d)

“Tunnl Location at 10 kyr BP

ww W 120W
Longitude
(0]

awW

0w 120w
Longitude
(e
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of values. The cyan line is the mean run time and the green lines show 1 standard
deviation from the mean.
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6.4 Model Runtime

All the models simulations were compiled and optimized using the Fortran compiler
from the Portland Group (PGF90 compiler). A series of model runs were execnted on
a commodity computer cluster (cach run on a single processor core). On average, the
model required 6 hours and 20 minutes to, with a standard deviation of 1 hour and 11
minutes, to complete a full glacial cycle for variations in the parameter set. Fig, 6.10
shows that the majority of the runs are within one standard deviation from the mean
run time, showing consistency in the computational speed of the model.The worst
run times were the ones that enforced a really small time step (df,q,) or had frequent
calls to check for tunnel formation (dt,,). Fortunately, the model showed that using
the stricter time steps and more tunnel calls did not affect the results significantly, so

using these parameter sets may be avoided.
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Chapter 7

Conclusion

7.1 Summary

The aim of this project is to develop a physically-based subglacial hydrology to incor-

porate into continental-scale glacial system model to simulate distributed and chan-

nelized systems (see chapter 2). To achicve this, the hydrology model simulates the
distributed drainage system with Darcian flow, as deseribed in Flowers (2000) and
chapter 4. The channelized flow uses a down gradient solver developed in Tarasov
and Peltier (2006), that flows water in the direction of lowest potential. The con-

dition for switching between the two drainage s based on a critical water

flux deseribed in Schoof (2010), which is qualitatively similar to the orifice stability
parameter from Kamb (1987). When the switch from Darcian flow to tunnel oceurs,

the down gradient solver instantancously moves the water where it should be to min-

imize the potential gradients in the channelized system. From there, the channelized

tem is shut down and Dar

ian flow resumes. The model time is advanced u

a combination Heun’s method and Leapfrog-Trapezoidal

hemes.  These schemes

are predictor-corrector schemes that provide the model with second-order accuracy



while maintaining stability and robustness (Mathews and Fink, 2004; Shchepetkin
and McWilliams, 2005).

Simplified ice sheet and bedrock geometries are created to validate the model by

comparing the results to what would be expected in those situations. The Darcy
model is tested for mass conservation as it is a requirement for physically accurate
results. For the first set of tests, the channelized flow is turned off and the model is

are simulated over a flat bed to see if: 1)

run with only Darcian flow. These test
Darcian flow has the same symmetry as the simplified ice sheet; 2) on an inclined bed
to test if water would flow quicker when flowing downhill and be hindered as it flowed
uphill (as the ice sheet would force this); and 3) over a dilating bed to sce if water
can from lakes in arcas of lower hydraulic potential. The second set of validation tests

ivated. These tests use the same set-

has both the Darcian and channelized flow act

on draining water and creating

ups to evaluate the impact that tunnel formation ha
subglacial lakes.
With the validation tests complete, the model is incorporated into the MUN/UoT

sov et al, 2012). The one-

GSM (Tarasov and Peltier, 1999, 2002, 2004; Ta y

ting of the hydrology model to changes

coupling to the GSM allowed for sensitivity t
in the parameters in terms water volume and thickness. The model sensitivity tests
determined which parameters are the most important parameters, guiding further
studies to find ways to better constrain them. The results of the GSM model runs
show that the GSM’s simulated ice streams and the hydrology model’s areas of low
cffective pressure align properly, as areas of ice streaming will have low basal effective

ures.

One of the key indicators of tunnel formation is the location of eskers on deglaciated
beds. Since the model can also record the locations of subglacial tunnels, this will

permit future detailed comparisons against observational data.
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7.1.1

Summary of Model Results

* Model validation confirms

~ The Darcian component of the model conserves mass.

~ Water flows down potential gradients and is hindered somewhat by inverse
bed slopes.
Inverse bed slopes and gentle ice slopes, can allow the water to form lakes.
The inclusion of channelized flow greatly reduces the amount of basal water

— Lakes are larger with the inclusion of channelized flow, as the lake were
able to obtain more water from a wider basin than with Darcian flow alone.
The relevance of this point may have more to do with the simplified aquifer
used in the model (and in hind-sight a likely to strong a drainage flux into

the aquifer), since the siz

e of a lake should be mostly dependent on the

hydraulic potential field.

o The results from coupling with the GSM show

The most sensitive model parameters are physically based.

— In times of high water input, the most influential parameters are sediment
pore space and aquifer drainage.

~ In times of lower water levels, the important parameters are related to

tunnel formation, such as the bedrock bump height, tunnel scaling factor,
and the hydraulic conductivity.

~ Prominent areas of low effective pressure (ideal for ice streaming) occur in
the Hudson Strait, the high Canadian Arctic, along the Mackenzie River

and along the coast of British Columbia, Canada.
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~ During deglaciation, fig. 6.9 shows tunnel formation over different areas of
the Canadian Shicld which may explain the vast mumber of eskers in the

region.

— Simulations of the NAIC over a continental-scale, full glacial cycle with a
grid resolution of 0.5° longitude by 1.0° latitude, took a mean time 6 hours

and 20 minutes with a standard deviation of 1 hour and 11 minutes.

7.2 Future Work

As a first attempt at developing a basal hydrology model, the model works very well,

Even in a one-way coupling to the GSM, the results indicate that arcas with low

effective pressures from the hydrology model were consistent with the arcas of ice
streaming in the GSM. The model has also shown itself to be rather robust and stable
for a wide range of parameter values. That said, there are still some improvements

that could be made to the model to further study the LIS.

7.2.1 Examine dynamics with full 2-way coupling of hydrol-
ogy model with the GSM

Full coupling the hydrology model to the GSM will allow the water distribution to

affect the ice sheet itself. T} 1 have a multitude of effects on the ice sheet as
certain parts undergo ice streaming as the water pressure reduces basal friction. The
hydrology model can be allowed to affect the GSM via a sliding law (Huybrechts,

1992)
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where u is the basal sliding velocity, A, is a constant inversely proportional to the

ve pressure, p and q

bed roughness, 7 is the basal shear stress, poys is the eff
are parameters to be determined. As the basal water pressure increased, the sliding
velocity, iy, would increase due to its inverse relationship to effective pressure.

Ice streaming can alter the shape of the ice sheet causing it to become flatter. This

smoothing of the surface slope would potentially allow lakes to form near depressions
as scen in the model validation in chapter 5. Faster flowing ice would expand the

areal extent of the ice sheet as ice could flow into areas where the amount of ablation

would not allow ice to from and would create more calving at the ice fronts as more
and more ice would be pushed into those areas. The inclusion of basal hydrology
would also allow the study into jokullaups and mass drainage events that could lead
to changes in the climate, such as the surge of fresh water that caused the Younger

Dryas

7.2.2 Examine Sensitivity to value of Exponent in the Basal
Water Pressure Equation

All the model simulations in this project followed the eqn. 4.15, which was derived

from Flowers (2000). As such, eqn. 4.15 can be recast as

w)’
PP (F) (7.2)

to allow testing of the sensitivity of eqn. 4.15 to changes in the exponent

Changing the exponent will affect how quickly the basal water pressure will in-

crease with increased water thickness. This change in water pressure will affect the
formation of channelized flow as the changes in pressure will affect the basal water

sure will also affect the ice by changing the effective pressure

flux. The changes to pre
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at the base of the ice. This, in turn, will affect, the sliding velocity of ice via the basal

sliding law discussed above

7.2.3 Recast the Saturated Sediment Parameter, ., into a
Spatially Dependent Variable

The sediment pore space in the previous test was set to constant in time and space.

This is not particularly physical as sediments can undergo deformation and can be
transported via plucking and entrainment into the ice. This can cause major changes
to the sediment distribution beneath the ice, which makes the assumption in this

model a rather crude one. One solution to this is to recast the sediment pore space

into a variable based on sediment thickness and porosity and couple the hydrology

model to a sediment deformation model. Currently, there is an in-house sediment
deformation model (Melanson, 2012) being developed that would allow this.

The coupling of the sediment deformation and basal hydrology solvers would create
a complex basal environment that could potentially enhance basal sliding. In areas of
od water

low sediment thickness there could be increased basal sliding due to increas

pressures as the reduced sediment pore space quickly fills up, and less sliding in arcas
of thicker sediment. There can also be increased basal sliding as the sediment may
undergo increased deformation as the water trapped in the pore space will weaken

the cohesive strength of the sediment, causing it break and provide the ice with a low

friction base (similar to the role ball bearings in various rotating dev

7.2.4 Develop a Physically-Based Aquifer

Due to time constraints the aquifer drainage developed in Flowers (2000) was dropped

in favour of the drainage parameter of Johnson (2002), as the main goal of the project
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and evolution. Adding

is focused on the hy ical drainage

the aquifer would have increased the level of complexity of the model results. The
physically-based aquifer would have made analyzing the hydrology parameters more

difficult, as water in the aquifer can also re-merge in other parts of the basal system.

This could give give mi results on the importance of the different

parameters as they were tested over a range of values.

Analysis without the aquifer will allow a greater understanding of the importance

on the

of the aquifer in future tests with the aquifer present, as its eff tem can
be distinguished from the other parameters. Creating a dedicated aquifer drainage
would allow for further testing of water drainage beneath the ice considering how
important the aquifer drainage parameter was in the model validation and GSM runs.

Developing aquifer physics would allow different amounts of drainage based on the

type of bed, such as allowing more drainage in the

diment layer of the prairies than
in the bedrock of the Canadian Shield due to their different infiltration rates (Lemieux
et al., 2008). This could have a major impact on the basal water availability. If the
amount of water drainage to the aquifer is reduced, then there is likely to be cither
more ice streaming for moderate increases in water availability and tunnel formation
if the increased water levels causes fluxes in excess of the critical flux for tunnel
formation. Conversely, if the aquifer drainage is increased, then there will be less ice

streaming due to less basal water.
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Appendix A

One-way Coupling of the
Hydrology Model to the GSM:

In-Depth Analysis

A.1 Parameter Impacts on Basal Water Storage

Discussion

sed Water Volumes

During Times of Incre:

Fig. A.1 shows the model sensitivity up to 30 kyr BP (before this time there is not
much water present, much like the last 10 kyr BP). Similar to the plots in fig. 6.2
fig A.1 shows the model sensitivity to the various parameters. Fig A.1 re-enforces
the idea presented in chapter 6, that the importance of a parameter depends on the
amount of water present. The following discussion is not as complete as chapter 6,
but rather provides some extra details about the parameters h, and Z,.

Changing h shows a 28% drop in water volume from the highest parameter value
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Figure A.1: Time series plot showing how model sensitivity to varying parameters
changes over time.




to the lowest at 22 kyr BP. The importance of sediment thickness lies in its nonlincar

effects on water pressure and hydraulic conductivity. In eqn. 4.15, the water pressure

is inversely proportional to h/%. So until the water thickness approaches h,., the water

pr

ssure will remain quite low and then rapidly increase as water thickness it

cases
and fills up the available sediment pore space. Also, eqn. 4.14 shows that hydraulic

conduct

vity has an inverse relation to the sediment thickness as well. As the water
thickness approaches A, the hydraulic conductivity will tend toward the higher values
due to the opening of the pores from the water forcing it open. The runs with lower

sediment thickness have less water storage capacity, which leads to faster flowing water

due to higher water pressures and increased c

nductivity. This increased flow gives

ise to more tunnels forming and draining the water, leading to less water beneath the
ice. In the runs with higher sediment thickness, the opposite effect occurs leading to
decreased water flow and tunnel formation. After the water has drained, the results

show that A, is not so important at lower water volumes. This lies in the fact that at

low water volumes, the basal water pressure is going to be very low for any moderate
value for sediment thickness due to the highly nonlincar pressure equation (as a rule
of thumb, if /. > 4w then there is relatively no change in basal water pressure).
The bedrock bump height (cavity step height) shows little influence during 22
kyr BP when the water volume is higher, but becomes significant afterwards when
the water volume is lower. In the theory of linked-cavitics, the size of the cavity
is proportional to the size of the bedrock bumps. At 22 kyr BP, there is probably
more water than the cavities can store which leads to the tunnel formation. The
effectiveness of the cavities are diminished as the tunnels start to take over leading
to the bedrock bumps becoming insignificant. After the water levels drop and they

start to build up again, the bump size becomes important as it affects how much

storage the cavities have before they fill up and become unstable (i.e., form tunnels
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Figure A.2: Results with Fp,=0.9. Mean water thickness: 1.06 £ 2.72 m, maximum
water thickness: 86.40 m.

Numerically the bump parameter, Z, is used in eqn. 4.23 to increase the critical water
flux needed for tunnel formation as the bump size increases.

A.2 Effects of Varying Parameters on Basal Water

Distribution

The following figures show the results of some of the runs along with anomaly plots

that show their deviation from the baseline model from fig. 6.1

Results

5) and the run

Fig. A.2b shows the difference between the baseline model (Fe

with Ferp=0.9. As suggested by fig. A.1, changing Fer, does not have much impact
on the final results. The few places where the results differ are near the edges of the
ice sheet where the water builds up (e.g., the Hudson Strait and up in the Canadian
Arctic) or in a few streams. Sceing as Fepy, causes a change in the time steps when

the water flow becomes too fast, there is expected to be a slight change in the results,
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So if the model is ran at even smaller time steps, the effects of Fipr, should decrease

since the model should converge and with smaller time steps it is less likely the

CFL condition would be n. This result suggests that the model time steps may be

sufficiently small and converging since the impact of Fepy, is small

The result of setting the maximum allowable time step to df = 1 year is shown
in fig. A.3. In comparison to the baseline run (dt & 1 month), there is a greater
difference than from changing Foy. Much like Fopy, most of the change oceurs in
the arcas of water build up in the Hudson and Canadian Arctic, but there are some

differenc

s in the interior that could affect ice dynamics.

Using a smaller value (df ~ 10 days) shows a much smaller difference in fig. A.d,

indicating the solution is beginning to converge. So while the model does not reach
complete convergence at weekly time steps, this can be expected since the original

model from Flow

s et al. (2005) was ran at a constant dt=600 s. Since this value
may not be viable for continental scale modelling (though the model would probably

only take a day), using a value of 10 days or 1 month do not change the results that

much and are shown in ion 6.4 to be viable time steps for modelling over these

spatial and temporal scales.

As already stated, the aquifer drainage parameter has the most significant impact

on water volume beneath the ice. In fig. A.5 shows that dropping Dy from 2.00%
to 1.00% shows a huge increase in water present at the base. The most noticeable
areas of water thickness from the bascline results are the Hudson Strait, the Western

Cordillera, above the Yukon Territories, Canada (The Mackenzie River). Also, the

two passages in the Arctic would also be at ice flotation, even though they have much

less water. In fig. A.5, The large increase in water will cause the sediment to become
completely saturated (water thickness greater than h—1 m for baseline results) and

raise the water pressure to ice overburden pressure. In this scenario the two passages

102



Basal Wter Distibution 12 ky BP

W W Ww e
Longinde

(a)

Figure A.3: Results with maximum dt ~ 1 year
m, maximum water thickness: 86.40 m

Bassl Waer Distribation 122 ky BP

W W ww @
Longinse

(a)

Figure

mum water thickness: 86.40 m.

103

A.4: Results with dt ~ 10 days. Mean water thickness

B W Aol 1 2y B

Mean water thickness:

1.06 £ 2.72

2 m, maxi-



Basal Water Disribution 1 18 ky B Bl WatrAnoty 4y P

e
(a) (b)
Figure A.5: Resul Mean water thickness: 1.18+2.18 m, maximum

lts with D,=1.00%.
water thickness: 27.2

m.

Basal Water Disibution st 18 ky B

N

>

N
sy T
05
I — TP, _ o
W W 0w W T
Longinde Laogte
(b)

Figure A.6: Results with D,=4.00%. Mean water thickness: 0.37 +0.69 m, maximum

water thickness: 14.67 m
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in the Arc

ic have a lot more water suggesting that the ice may surge longer than

the baseline result. The arcas that were

irging in the baseline result have expanded

which would have a

ipact on ice dynamics as more ice could flow to the marg

and start calving, leading to a more flat-shaped ice sheet.

Conversely, when D, is increased to

.00% the results from fig. A.

show a big drop

in water volume. In th cenario, the total area of saturated sediment (i.c., where

sure

the water pres at ice overburden pressure) is greatly reduced. The size of the
noticeable arcas from the bascline are shrunk closer the edges of the ice sheet. Also

the water along the Canada-USA border would no longer be at ice flotation pressure

This decrease in the water volume means that the ice

with the increased drainage.

less likely to be surging for long periods of time in the more noticeable arcas and

that certain other areas may not get to surge at all. The net effect of th hould be

less ice calvi

g at the terminus, resulting in a more dome-shaped ice sheet.
figures A.7 and A.8 show the effects of varying how often tunncls are checked for,

and how they differ from the baseline model. In cither case, for the GSM the results

ill show very little change. The mostly cause of these changes is the timing of the
tunnel formation. The anomaly plot for df,=1 month shows that it is somewhat

closer to the baseline result than the model run with dfy,,=1 year. As mentioned

above, the importance of dty,, depends on how quickly the water builds up in a grid

cell.

5. A.9 shows the water distribution and anomalies at 22 kyr, when there was
more water and h, had a greater effect, and at 18 kyr, when there was less water and
he was less influential. At 22 kyr BP, there are many spots that are slightly different

from the baseline result, but the major difference occurs in the streams of the Arctic.

The baseline run (h.=1.00 m) has much more water in the streams than the run with

h=0.10 m. The low water volume of 18 kyr BP shows that the two runs are much
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Figure A.9: Results with h,=0.10 m. Mean water thickness: 0.86+2.17 m, maximum
water thickness: 55.41 m.
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closer than at 22 kyr BP. These results show the importance of h, on water transport
and storage in the ice streams. With thicker sediment, the increased storage powers
the water pressure, hindering tunnel formation and trapping the water in the streams.
The lowered pressure water can affect the ice streams by slowing them down, but they
may be able to flow for longer periods of time if the water does not form a tunnel to
drain.

By 18 kyr BP, the tunnels have formed and drained a lot of water from beneath the

ice, and the drainage system is building up water. With the lower value of sediment

thickness, the capacity of the drainage system is smaller and can be filled up quicker.

In the anomaly plot in fig. A.10, there are arcas (e.g, the Arctic and Central Canada)

that suggest that tunnel formation has occurred in the low sediment thickness run
that have not occurred in the baseline run with thicker sediment. Overall, the lower

sediment thickness should create a basal system with higher water pressures, more

tunnel formation, and lead to faster flowing ice velocit

s that the value chosen for the trans

The results from fig. A.11 and A.12 sugg on

factor of the hydraulic conductivity is not overly important. The results do show that

kq can have an effect on timing of tunnel formation as indicated by the increased water

thickness in the Arctic in fig. A.12. The cffectiveness of k, will depend on the range

of hydraulic conductivity. For a range of two orders of magnitude in the conductivity
range the changes in k, are rather minimal, but this may be different with bigger
ranges on the conductivity.

Figures A.13 and A.14 show that, much like k,, the parameter k, has little impact
on the results. Much like k,, k, has a huge cffect on determining the hydraulic

tem. Since ky x h, e

conductivity of the drainage ntially determines the water

thickness at which the hydraulic conductivity starts to switch from low to high values,

then the low run of k, should switch at 0.25 m and the highest run at 0.95 m. From
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fig. A.13 and A.14 the distribution of water shows there are very fow places where the

water thickness is from 0.33-1.33 m. This shows that there are very few places where

the water would be in the transition zone, so the effectiveness of &y is diminished.

This could explain the ineffectiveness of k,, since the water needs to be transitioning
for k, to be effective as well.

onductivity of the sediment plays an important role in

As expected the hydraulic
the transport of basal water. The results in fig. A.1 show that model is more sensitive
to the hydraulic conductivity at 18 kyr BP than at 22 kyr BP. It also shows that the
conductivity is not too important at 22 kyr BP in terms of total water. Expanding on
those results, fig. A.16 does show that there is a much greater difference in the results
from the baseline at 18 kyr BP. At 18 kyr BP there is a much greater differences in
basal water along the edges of the ice sheet than in the interior. This can be expected
since there would be greater hydraulic potential gradients as the ice begins to slope
more toward the edges, leading to faster Darcian flow and more tunnel formation
in those arcas. An increase in hydraulic conductivity will have a big impact on ice
dynamics as it will lead to greater drainage at the base, resulting in slower ice and
less ice streaming as the drainage at the base becomes more cfficient.

In fig. A.17 the condition for tunnel formation was lowered by a factor of 100 (cas-
ier tunnel formation). The results in fig. A.17 are similar to the increased hydraulic

ting the main influence of increasing hydraulic con-

conductivity in fig. A.16, sugg

come from increased tunnel formation and not so much from faster

Darcian flow. As in the case of increased conductivity, lowering the requirements for

tunnel formation will increase the number of tunnels and lead to slower basal sliding

of the ice. When the condition is increased by a factor of 100, the results are more
similar to the bascline model, suggesting there was not many tunnels occurring, There

are a few places where the water is thicker than the baseline results, possibly do to
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Figure A.17: Results with Q¢ = 1072, Mean water thickness: 0.4441.30 m, maximum
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Figure A.18: Results with Qc = 10%. Mean water thickness: 0.79 177 m, maximum

water thickness:
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the higher requircments stopping the tunnel from forming. In contrast to lowering
the tunnel formation condition, making the condition higher should allow more water
to stay in the drainage system, creating an ice sheet with more basal sliding

The second way to control the hydraulic conductivity is by allowing the base of

the ice to become frozen and have a much lower conductivity. The results of raising

the freezing temperature from —2.0°C' below PMP (baseline) to —0.5°C' below PMP,

as shown in fig. A.19, has a few arcas where the water becomes trapped. When the

freezing condition is lowered to —3.0°C below PMP, there is less freezing at the base
and more water is able to escape in the Hudson Bay. The effect that T, can have is
that it can confine water in a place or cause it to find an alternative route to evacuate.
If the water cannot find an alternative route then the water can become trapped and
form a lake in a place that is not the lowest potential (i.c., an ice-dammed lake), which
would cause the ice overhead to flow faster and flatten out.

Tunnel formation is proportional to the size of the cavities. The larger the cavity,

the more water that can be stored in the cavity before it causes the connecting orifices

to become unstable and form into tunnels. Since increasing the bedrock bump height

(7)) increases the size of the cavities, then for larger Zj, there should be more water

and less tunnl formation at the base. In fig. A.22, with Z, increased five-fold to
Z,=0.50 m, there i not too much change from the baseline results (Z,=0.10 m). The
figure shows a few places where the water is thicker (e.g., the Arctic, one in Southern

Quebec, and a couple of places in British Columbia), possibly duc to decreased tunnel

formation as the orifices are less to become unstable. Conversely, when Z, is

5m, there is less cavity storage and more tunnel formation. This can

dropped to 0,

be seen by the overall decrease in water volume in fig. A.21 and its similarities to the

increase of the tunnel factor in fig. A.18.
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Figure A.19: Results with 7, = 0.5°C' below PMP. Mean water thickness:
m, maximum water thickness: 52.59 m
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Figure A.21: Results with Z, = 0.05m. Mean water thickness: 0.49 + 1.24 m, maxi-
mum water thickness: 27.44 m.
s War Do 18yt B [
-
o
sy .
w

W W aw @
Longide
()

W

e

Figure A.22: Results with Z, = 0.50m. Mean water thickness: 0.77 + 1.78 m, maxi-
mum water thickness: 53.65 m.
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Appendix B

Discretization of the Basal

Hydrology Model

B.1 Applying Approximations to the Mass Bal-
ance Equation

Starting with eqn. 4.5 (rewritten here for convenience)

” LT 7/ {Qu— Qc}rdd + / {Qucos0, — Qucos b, }rdod (B.1)

+ ]] {z,‘ + by + d } dvp

If the model grid does not change over time, as is the case, then the time derivative

can come outside the integral of the first term

,(7){.]]!1',»1/1’):} /‘(C)wal}r'tlHF/w((},rmlh Queost}rds  (B.2)

ot
+f b+ bt dea} avie



multiplying all the terms by #

‘% {%f w,»«lV,.} = %/(Q —Quyrdo+ %JJ bt bt deafave B3)

PR / {Qq cos b, — Q, cos b, }rdg
Ve .

using the integral definition of the average F = & [ FaVi

G L[ dd 4+ -
= V,.[ {Qu = Qc}rdd + -

{Qucos0, — Qucosb,}rdd + by + bay + dya
(B.4)

where Wp represents the average value of water thickness over the control volume,

and likewise for the source terms.

As an approximation to the real solution, it shall be assumed that Q, and Q,, do

not vary with ¢ within a grid cell, and similarly,

. and Q, do not vary with 0 within
the grid cell (i.c., the value of the water flux is constant along any wall of the grid
cll). Which leads to

dwp 1

1 j, s
A {Qu —Q.}rA0 + A {Qucos0, — Q, c080,} rAG + by + bay + dyy (B.5)

the volume clement Vpr will be by Vo = r2cosOpAGAD,

Rewril

cqn. B5 gives

up 1 1 .
= e {Qu — Qe} + —— 5 {Qu 080y — Qucos Oy} + by + bay + dya
B~ roostphg Qe ~ O+ 1o RG{Qc0s0s = QueosOu} + by + by + d

(B.6)

where the average-value bars have been dropped for clarity and convenience.
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B.2 Discretizing the Darcian Water Flux
Starting with cqn. 4.11, expanding the gradient gives

Kw (P + pug Kuw 3(P + puga,

pugroos8 06 pugr 00 (B
Looking at the flux on the westward edge of a grid cell, Q,,, we get
o Kw  Pw = Pp+ pug(zuy — 2,) (BS)

= pugrcos(0p) Ao

where the W subscript indicates the value of the grid point to the west of the central
point, and the P subscript represents the centre grid cell. Using the upwind scheme
from Patankar (1980)
.
= —— e B9
& Pugrcos(0p)Ad {52
max{ww [Py — Pp + pug(2y, — 2,)],0}

—max{—wplPy — Pp+ pug(zny — ,)).0}

such that @, is positively defined if water flows eastward into the centre grid cell.
Following Patankar (1980), the interface conductivity is set to the harmonic mean of

the hydraulic conductivity at the two grid points

[ 2KwkKp 1
o = (zri) G ﬂpmo)[ 10

max{ww [Py — Pp + pug(zny — 2,)),0}

—max{—wp[Pw — Pp + pug(21, — :m]v“)]
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B.3 Summary of Discretized Equations Used in

Hydrology Model

B.3.1 The Mass Balance Equation

Heun’s Method
Euler foward (predictor) scheme

At

I
wWp =wWp+ ———7—
& P rcosOpAd

+ (00 + 02, + d2,) At

Trapezoidal (corrector) scheme

L0
wp = wp +
PP rcostp | Mg

At [QY -Q
T3 mw,,{ Ae T
Leapfrog-Trapezoidal Scheme

Leapfrog (predictor) scheme

24t
reoslp

) e
wit =Bl

0 _ oo
Q=@+ oo Rs

0 _ 00
At {C)m —Qt 5

{

+2() + 6%, + ¥, ) At

At

Q) cosf, — Qb cos

A0

1 cos b, — QL cos 0,

A6
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Qu—Qr | QU cosb, — QU cosh,
Qu = Q| @ costy = Gy cosb
Ad

A0

Q0 cos b, — QY cos,}

} + (00 + b2, + .

J

(B.11)

(B.12)

(B.13)



Trapezoidal (corrector) scheme

At QU-Qr  Qmeost, — Q™ cosby
it m w — Q¢ 4 i
wp wp + % N { A + A0 (B.14)
At QU _ g . Q" cos 0, — QU cos ),
2rcosfp Ag A6

+ (00 + 02, + d2,) At

B.4 The Darcy Water Flux Equation

Water flux at the western edge of grid cell

([ 2KwKp 1 .
Qu = (A +1c,,) (m.grms(f),,)&iﬂ (B15)

max{ww[Pw — Pp + pug(zn, — 2,)],0}

— max{—wp[Pw — Pp + pug(zpy — Zm-)‘v“‘v‘}

Water flux at the eastern edge of grid cell

2KpKp 1
=+ Kp) \pugrcos (0p) A

—max{wg(Pg — Pp + pug(2; — 2,)],0}

Qe

+max{—wp[Pg — Pp + pug(z, — 2], 0} (B.16)

Water flux at the southern edge of grid cell

0. = (2Kske 1
7 \Ks+Kp ) \pugrdd

max{ws[Ps — Pp + pug(2ss — 2,)],0}

—max{—wp[Ps — Pp + pug(zss — ;m].n)] (B.17)
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Water flux at the northern edge of grid cell

0, = (2nkr 1
" \Kx+Kp) \pugrdd
—max{w [Py — Pp + pug(zy — ,)],0}
+max{—wp[Py — Pp + pug(zny — lm»)]-”)} (B.18)
B.5 Hydraulic Conductivity
Hydraulic conductivity defined at cell centre
108(Kp) = (108[Komas] — 1og K] tan™ [A (T B A)] (B.19)
™ c
+ 208K ] + o)
B.6 Basal Water Pressure
asal water pressure defined at cell centre
(B.20)

v (3

B.7 Condition for Tunnel Formation

. 112,
[# = — B.21
< oD@ - 9P+ g e

When one of the Darcy flux equations exceeds the expression on the right hand side

then water flow is considered to be channelized and is solved using the tunnel solver

from Tarasov and Peltier (2006).
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