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Abstract

The generalized linear model (GLM) i

a class of versatile models suitable for for
several types of dependent variables. GLMs are commonly used to model maturity
data. Generalized linear mixed models (GLMM) are a useful extension of the GLM
with the addition of random effects. GLMMs have previously been used to improve
the estimates of the maturities and provide better predictions of maturities in the near
future. Dowden (2007) used GLMMs to model a Atlantic cod maturity data set. His

research found that GLMMs improved maturity estimates and forecast accuracy over

the GLM commonly used. The results also revealed potential year effects in the cod
data. This may be due to actual year effects or some other source such as sampling
error. In general it is unknown whether year effects are present in a data set. In
this practicum we first provide an overview of Dowden’s results. Then we conduct a
simulation study to investigate which GLMM provides the most accurate estimates of

the

simulated maturities and parameters under a range of simulation factors including

the presence of year effe

s. The two GLMMs used to model the simulated data are

ve (AR) miy

an autoregress

1 model and a AR mixed effects model with random

vear effects (AR Y]

). In this research we find the AR YE model appears to be more
appropriate than the AR model when the presence of year effects are unknown. The
AR YE model’s estimates are similar or better than the AR model’s and it also tends
to be either as efficient or more efficient depending on the presence or size of the year

effec




Acknowledgments

It is difficult to express my gratitude to my supervisor Dr. Noel Cadigan. Without

his guidance, insight and dedication this practicum would not be possible, Also 1

thank him for the opportunity to work on this interesting project. I thank my co-
supervisor Dr. J.C. Loredo-Osti and former co-supervisor Dr. Gary Sneddon for
their support. Their help has been invaluable throughout the course of my academic

programs. 1 would also like to acknowledge the financial support I received in the

form of Graduate Assistantship and Teaching ips from the Department of
Mathematics and Statistics, Dr. Cadigan and Dr. Sneddon. Finally T would like to

thank my family for their constant love and support



Contents

Abstract
Acknowledgements
List of Tables

List of Figures

1 Introduction

1.1 The Generalized Linear Mixed Model

L1.1  Estimation Methods for the

12 Statistical Software Packages

1.3 Outline of the Practicum .

w

2.1 Introduction
2.2 Fixed Effects (I

2.2.1 FE Results

2.3.1 AR Results

2.4 Discussion .

il

jeneralized Linear Mixed Models .

The Fixed Effects and Mixed Effects Models

Autoregressive Mixed Effects (AR) Model

vi



3 Autoregressive Mixed Model with Year Effects 30
3.1 Introduction . . SRR v A 30
3.2 AR with Year Effects (AR YE) Model IR 5 s wms Bl

B T AR R Bl i e N el sl el e et

3.3 DISeussion « » «ms s v i ws rmswe i w B s @A E ek s A 88
4 Simulation study 39
4.1 Introduction . . .. ... ... e e R s . nn wns 99
4.2 The Values of Asy and MR Used to Generate Simulated Datasets . . . 42
43 AR modelResults. . .. ......... e va 13
44, ARYEmodelResults: - .. oo v w v vmiivvovmovanwaomweon. 49

1.5 Discussion

5 Conclusion 78
Bibliography 81
A Figures from the Simulation Study 84
A1 Simulated and mean estimated proportion mature vs year figures . . . 84
A.2 Histograms of the estimated fixed intercept . . vwsems vmeew s B
A3 Histograms of the estimated fixed slope . . . . . . 76 BRERERTR 1) |
A4 Simulated and mean estimated random intercept vs cohorts figures 141
A5 Simulated and mean estimated random slope vs cohorts figures . 151
A6 Simulated and mean estimated year effects vs years figures . . 161



List of Tables

Summary of the 3Ps female cod data by age . . . .. ... ..

ANOVA table based on a GLM of the absolute bias with factors CE,
MR, YE, age and method

Absolute bias averaged over MR and years. . .

Percentage of 1000 iterations that converged when the AR model was
used to fit the simulated data. The simulation factors used to generate
the simulated data are shown in the top row (MR), the first column
(YE) and second column (CE).

ANOVA table based on a GLM of relative efficiency (ARpyse/ARY Epast
with factors CE, MR, YE and age.

Relative efficiency averaged over MR and years.

Percentage of 1000 iterations that converged when the AR YE model
was used to fit the simulated data. The simulation factors used to
generate the simulated data are shown in the top row (MR), the first

column (YE) and second column (CE). . . .. ..

23

o

56

56

)

58



List of Figures

2.3

Conceptual diagram of a time series of maturity at age data. Grey
colored cells represent finished cohorts, and white cells represent un-
finished cohorts. Typically there are few to no fish mature at younger
ages and all fish are mature at older ages. There is insufficient data to
reliably estimate the maturity curves for cohorts B and D, but there
should be sufficient data to estimate the maturity curves for cohorts A
Aandi@e s aa Ta g 2 d gk T AE s
Estimates for 3Ps cod with the fixed effects model (FE) and autoregres-
sive mixed effects model (AR). Top left panel: intercepts (/o). Top

right panel: slopes (8,). Bottom left panel:

»- Bottom right pancl:
MR

3Ps cod proportions mature at ages 4-8 vs year. Ages 3-8 are listed on

the left side of cach line. Top pancl

d effects model (FE). Bottom

panel: antoregressive mixed effects model (AR)
Retrospective analysis for 3Ps cod, ages 4-8 (listed in the left margin).
The retrospective metric p is shown in the top left corner of the panels.

Column 1: Fixed effects model (FE). Column 2: autoregressive mixed

effects model (AR). . .

26




2.5

2.6

i

3Ps cod proportions mature at age estimated from the fixed effects
model (FE; solid black line) and the autoregressive mixed effects model
(AR; dashed red line). Observations are plotted as circles (o).

\? residuals (o) for the 3Ps cod maturity data. Solid symbols are
truncated (- or £ 5). Red vertical lines are 95% confidence intervals

(CT's). The arrows indicate where the CI's did not cover zero. The solid

black line connects the average \? residuals. Top panel: Fixed effects

model (FE). Bottom panel: autoregressive mixed effects model (AR).

Estimates for 3Ps cod with the fixed effects model (FE), autoregressive
mixed effects model (AR) and the AR model with year effects (AR
YE). Top left pancl: intercepts (). Top right panel: slopes (4,
Bottom left pancl: Ag. Bottom right panel: ATR

3Ps cod proportions mature at ages 4-8 vs year. Ages 5-8 are listed
on the left side of each line. Top panel: Fixed effects model (FE)
Second panel: Autoregressive mixed cffects model (AR). Third pancl
AR with year effects as predictive parameters (AR YE +) Bottom panel
).

Retrospective analysis for 3Ps cod, ages 4-8 (listed in the left margin)

AR with year effects as nuisance parameters (AR Y

The retrospective metric p is shown in the top left corner of the pan-

els. Column 1: Fixed effects model (I Column 2: Autoregressive
mixed effects model (AR). Column 3: AR with year effects as predictive
parameters (AR YE+). Column 4: AR with year effects as nuisance

parameters (AR YE-). . ...............

35

36



34

3Ps cod proportions mature at age estimated from the fixed effects

model (FE; solid black line), the autoregressive mixed effects model

(AR; dashed red line), and the autoregressive mixed effects model with

vear effects (AR YE; dotted blue line). Observations are plotted as
creles (0). oo
\? residuals (o) for the 3Ps cod maturity data. Solid symbols are

truncated (- or ~ + 5). Red vertical lines are 95% confidence intervals

(CI's). The arrows indicate where the CI's did not cover zero. The solid

black line connects the average y* luals. Top panel: Fixed effects

model (FE). Middel panel: autoregressive mixed cffects model (AR)

Bottom panel: AR with year effects (AR YE). .

Aso's used to generate simulated data. The simulation factors used to
generate the data are shown in the left margin (CE) and on the top

MR

MR's used to generate simulated data. The simulation factors used to
generate the data are shown in the left margin (CE) and on the top

MR,

Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the antoregressive (AR) mixed

effects model (Y Column 2: Proportions mature estimated

Simulated data with no

using the AR model with year effects (AR'Y

60

year effects generated using simulation factors C'F = 0.5 and MR = 1.3. 61

viii



Y

-3

Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregr © (AR) mixed
effects model (YE = 0). Column 2: Proportions mature estimated

using the AR model with year effects (AR YE). Simulated data with no

year effects generated using simulation factors C'F2 = 1.5 and MR = 1.3. 62

Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y

0.5 and MR =1.3.
Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y E = 0.5, C'

Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

mulation factors Y E = 1.0, C'FE

generated using s )5 and MR = 1.3

Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregre

ve (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE).

mulated data with year effects

generated using simulation factors Y E' = 1.0, C'E

2

63

1.5and MR =13. 64

65

15 and MR =13. 66



4.9 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y E = 2.0, CE = 0.5 and MR = 1.3.

=)
3

4.10 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed

effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

0, ¢

generated using simulation factors Y I 5and MR =

4.11 His

sgrams of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE- 0.5 and MR- 1.3. The YE factor
used is listed in the right margin. Vertical lines indicate the value of

the true parameter used to generate the data. First column: AR model

estimates. Second column: AR YE model estimates. . . 69
4.12 Histograms of the estimated fixed intercept. Simulated data were gen-

erated using simulation factors CE 1.5 and MR 1.3. The Y]

factor
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates. . . . .. ... ... 70
1.13 Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE- 0.5 and MR 1.3. The YE factor used
is listed in the right margin. Vertical lines indicate the value of the
true parameter used to generate the data. First column: AR model

estimates. Second column: AR YE model estimates. . . . .. ... ... 71l




4.14 Histograms of the estimated fixed slope. Simulated data were generated

IS

5

4.16

using simulation factors CE- 1.5 and MR 1.3. The YE factor used

is listed in the right margin. Vertical lines indicate the value of the
true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates. . .

Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE 0.5 and MR 1.3

The YE factor used is listed in the right margin. Column 1: Random

intercept estimated using the antoregressive (AR) mixed effects model.
Column 2: Random intercept estimated using the AR model with year
effects (ARIYEY < wsws sms sncime s i

Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE 1.5 and MR 1.3,
The YE factor used is listed in the right margin. Column 1: Random

intercept estimated using the antoregressive (AR) mixed effects model.

Column 2: Random intercept estimated using the AR model with year

effects (AR 'Y

Simulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE- 0.5 and MR 1.3,

The Y

factor used is listed in the right margin. Column 1: Random
slope estimated using the autoregressive (AR) mixed effects model.

Column 2: Random slope estimated using the AR model with year

effects (AR YE



4.18

4.

9

Al

=

Simulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE 1.5 and MR 1.3
The YE factor used is listed in the right margin. Column 1: Random

slope estimated using the autoregre

ve (AR) mixed effects model
Column 2: Random slope estimated using the AR model with year

effects (AR Y

Simulated and mean estimated year effects vs years. Simulated data

were generated using simulation factor MR - 1.3. The CE and YE fac-

tors used are listed in the top and right margins respectively.

Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with no year effects

generated using simulation factors CE = 0,

and MR = 1.0.
Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed

effects model. Column Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with no year effects
generated using simulation factors C'F = 1.0 and MR = 1.0.

Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with no year effects

generated using simulation factors C'E = 1.5 and MR = 1.0.



>

3

Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with no year effects

=05and MR =1

generated using simulation factors C'E
Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed

effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR Y

£). Simulated data with no year effects
generated using simulation factors C'F = 1.0 and MR = 1.3.

Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the antoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with no year effects

generated using simulation factors CE = 1.5 and MR = 1.3

Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with no year effects
generated using simulation factors C'F = 0.5 and MR = 1.6.

Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed

effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with no year effects

generated using simulation factors CE = 1.0 and MR = 1.6

xiii

88

89

90

91



A9 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregres

ive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with no year effects

generated using simulation factors C'E =

5and MR = 1.6.
A.10 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregres

ive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y

0.5 and MR = 1.0.

A.11 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y

1.0 and MR = 10
A.12 Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the antoregressive (AR) mixed

effects model. Column

Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y E = 0.5, CE

1.5and MR = 1.0.

A.13 Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

93

94

9

96

generated using simulation factors Y E = 0.5, C'E = 0.5 and MR = 1.3. 97




A.14 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregres

¢ (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effe

generated using simulation factors YE = 0.5, CE = 1.0 and MR = 1.3. 98

A.15 Simulated and mean estimated proportion mature vs year. Column

ive (AR) mixed

1: Proportions mature estimated using the autoregres

effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y = 0.5, C'E = 1.5 and MR = 1.3. 99
A.16 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed

effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y 0.5, CFE

0.5 and MR = 1.6. 100
A.17 Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

generated nsing simulation factors Y F = 0.5, CE = 1.0 and MR = 1,6 101
A.18 Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the antoregressive (AR) mixed

effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y F = 0, 1.5 and MR = 1.6. 102

xv



A.19 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregr

ive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effe

generated using simulation factors Y E = 1.0, CE = 0.5 and MR = 1.0. 103

A.20 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregr

ive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE).

Simulated data with year effects

generated using simulation factors Y

=10, CE=10and MR =1.0. 104

A.21 Simulated and mean estimated proportion mature vs

r. Column

1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE).

Simulated data with year effects

generated using simulation factors Y E = 1.0, CE = 1.5 and MR = 1.0. 105

Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the antoregressive (AR) mixed

effects model. Column 2: Proportions matur

stimated using the AR

model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y E = 1.0, C'F

0.5 and MR = 1.3. 106
A.23 Simulated and mean estimated proportion mature vs year.
1

Column
Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with vear effects

generated using simulation factors Y F

1.0,C

1.0 and MR = 1.3. 107



A.24 Simulated and mean estimated proportion mature v

year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year cffects

generated using simulation factors Y E

1.0, CE =15 and MR =1.3. 108
A.25 Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y F/

1.0, CE

0.5 and MR = 1.6. 109

A.26 Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects
generated using simulation factors YE = 1.0, CE = 1.0 and MR = 1.6. 110

A.27 Simulated and mean estimated proportion mature vs year. Column

I Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y £ = 1.0, €'

P =1.5and MR =16. 111
A28

nulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors YE = 2.0, CE = 0.5 and MR = 1.0. 112

xvii



A.29 Simulated and mean estimated proportion mature vs Column

1: Proportions mature estimated using the antoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y F = 2.0, C'F

1.0 and MR =1.0. 113

Simulated and mean estimated proportion mature vs vear. Column

1: Proportions mature estimated using the autoregressive (AR) mixed

effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

2.0,CE

1.5 and MR = 1.0. 114

generated using simulation factors Y

Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y E

20,CE=05and MR =13.115

A.32 Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y = 2.0, CE = 1.0 and MR =

A.33 Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y E = 2.0, CE = 1.5 and MR = 1.3. 117

xviii



A.54 Histograms of the estimated fixed slope. Simulated data were generated

using simulation factors CE 1.5 and MR 1.6. The YE factor used
is listed in the right margin. Vertical lines indicate the value of the
true parameter used to generate the data. First column: AR model

estimates. Second column: AR YE model estimates. . . . .. ... ... 140

mulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE 0.5 and MR 1.0.
The YE factor used is listed in the right margin. Column 1: Random

intercept estimated using the autoregressive (AR) mixed effects model

Column 2: Random intercept estimated using the AR model with year

effects (AR YE

A.56 Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE 1.0 and MR 1.0.
The YE factor used is listed in the right margin. Column 1: Random
intercept estimated using the autoregressive (AR) mixed effects model
Column 2: Random intercept estimated using the AR model with year

effects (AR YE) . 143

A.57 Simulated and mean estimated random intercept vs cohorts. Simulated

data were gencrated using simulation factors CE- 1.5 and MR- 1.0.

The Y

factor used is listed in the right margin. Column 1: Random
intercept estimated using the autoregressive (AR) mixed effects model.
Column 2: Random intercept estimated using the AR model with year

effects (AR YE).




A.34 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed
effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

0. CE

generated using simulation factors Y F =
A.35 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed

effects model. Column 2: Proportions mature estimated using the AR

model with year effects (AR YE). Simulated data with year effects

0, C"

generated using simulation factors Y F

1.0 and MR =16

A.36 Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed

effects model. Column 2: Proportions mature estimated using the AR
model with year effects (AR YE). Simulated data with year effects

generated using simulation factors Y E =

0, CE=15and MR = 16.

Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE 0.5 and MR 1.0. The YE factor
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates. . . . . . .

A.38 Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE - 1.0 and MR- 1.0. The YE factor
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model

estimates. Second column: AR YE model estimates. . . . . . .

=0.5and MR = 1.6.

119

120



A.39 Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE 1.5 and MR- 1.0. The YE factor
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates.

A.40 Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE- 0.5 and MR 1.3. The YE factor
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates. . . . . . .

A.41 Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE- 1.0 and MR 1.3. The YE factor
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates

A.42 Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE 1.5 and MR 1.3. The YE factor
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates. .

A.43 Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE 0.5 and MR 1.6. The YE factor
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model

estimates. Second column: AR YE model estimates. . .

xx

125

126

127



A.44 Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE- 1.0 and MR 1.6. The YE factor
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates. . . . . . ... ...

A.45 Histograms of the estimated fixed intercept. Simulated data were gen-

factor

erated using simulation factors CE 1.5 and MR 1.6. The YE
used is listed in the right margin. Vertical lines indicate the value of
the true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates. . .

A.46 Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE 0.5 and MR 1.0. The YE factor used

listed in the right margin. Vertical lines indicate the value of the
true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates.

A.AT Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE- 1.0 and MR 1.0. The YE factor used
is listed in the right margin. Vertical lines indicate the value of the
true parameter used to generate the data. First column: AR model

econd column: AR YE model estimates. .

»

estimate

A48 Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE- 1.5 and MR 1.0. The YE factor used
is listed in the right margin. Vertical lines indicate the value of the
true parameter used to generate the data. First column: AR model

estimates. Second column: AR YE model estimates. .
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A.49 Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE 0.5 and MR 1.3. The YE factor used

is listed in the right margin. Vertical lines indicate the value of the

true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates. . .

A.50 Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE- 1.0 and MR 1.3. The YE factor nsed
is listed in the right margin. Vertical lines indicate the value of the
true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates. . .

A.51 Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE 1.5 and MR 1.3, The YE factor used

is

listed in the right margin. Vertical lines indicate the value of the
true parameter used to generate the data. First column: AR model
estimates. Second column: AR YE model estimates.

Histograms of the estimated fixed slope. Simulated data were generated

using simulation factors CE 0.5 and MR- 1.6. The YE factor used

is listed in the right margin. Vertical lines indicate the value of the
true parameter used to generate the data. First column: AR model

cond column: AR YE model estimates. . . . . . .

estimates.
A.53 Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE 1.0 and MR- 1.6. The YE factor used
is listed in the right margin. Vertical lines indicate the value of the

true parameter used to generate the data. First column: AR model

estimates. Second column: AR YE model estimates.
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A.75 Simulated and mean estimated year effects vs years. Simulated data

 fac-

were generated using simulation factor MR 1.6. The CE and Y

tors used are listed in the top and right margins respectively

xxviii



A58 Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE 0.5 and MR 1.3.

The YE factor used is listed in the right margin. Column 1: Random

intercept estimated using the autoregressive (AR) mixed effects model.
Column 2: Random intercept estimated using the AR model with year
offects (AR YE). ... .. ..o A P T
A.59 Simulated and mean estimated random intercept vs cohorts. Simulated

data were generated using simulation factors CE 1.0 and MR 1.3

The Y

! factor used is listed in the right margin. Column 1: Random

intercept estimated using the autoregressive (AR) mixed effects model,
Column 2: Random intercept estimated using the AR model with year
effects (AR YE). PP mei B e aWe S m i s R Ew 146
AL60 Simulated and mean estimated random intercept vs cohorts, Simulated
data were generated using simulation factors CE- 1.5 and MR 1.3,
The YE factor used is listed in the right margin. Column 1: Random

intercept estimated using the autoregressive (AR) mixed effects model

Column 2: Random intercept estimated using the AR model with year

effects (AR YE). 147
A.61 Simulated and mean estimated random intercept vs cohorts. Simulated

data were generated using simulation factors CE- 0.5 and MR 1.6.

The YE factor used is listed in the right margin. Column 1: Random

intercept estimated using the autoregressive (AR) mixed effects model

Column 2: Random intercept estimated nsing the AR model with year
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A.62 Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated unsing simulation factors CE- 1.0 and MR 1.6
The YE factor used is listed in the right margin. Column 1: Random
intercept estimated using the antoregressive (AR) mixed effects model
Column 2: Random intercept estimated using the AR model with year

effects (AR'Y

A.63 Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE 1.5 and MR 1.6.

The YE factor used is listed in the right margin. Column 1: Random

intercept estimated using the autoregr e (AR) mixed effects model.
Column 2: Random intercept estimated using the AR model with year
effects (AR YE) 20D o6 s oD
A.64 Simulated and mean estimated random slope vs cohorts. Simulated

data were generated using simulation factors CE- 0.5 and MR 1.0.

The YE factor used is listed in the right margin. Column 1: Random

slope estimated using the autoregressive (AR) mixed effects model
Column 2: Random slope estimated using the AR model with year
effects (AR YE).

A.65 Simulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE- 1.0 and MR 1.0.
The YE factor used is listed in the right margin. Column 1: Random
slope estimated using the autoregressive (AR) mixed effects model
Column 2: Random slope estimated using the AR model with year

effects (AR Y
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A.66 Simulated and mean estimated random slope vs cohorts. Simulated

data were generated using simulation factors CE 1.5 and MR 1.0.

The YE factor used is listed in the right margin. Column 1: Random
slope estimated using the autoregressive (AR) mixed effects model.

Column 2: Random slope estimated using the AR model with year

effects (AR YE)

imulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE 0.5 and MR 1.3.
The YE factor used is listed in the right margin. Column 1: Random
slope estimated using the autoregressive (AR) mixed effects model
Column 2: Random slope estimated using the AR model with year
effects (AR YE). . ... .........

A.68 Simulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE- 1.0 and MR 1.3

The YE f;

factor used is listed in the right margin. Column 1: Random
slope estimated using the autoregressive (AR) mixed effects model.
Column 2 Random slope estimated using the AR model with year

effects (AR YE

A.69 Simulated and mean estimated random slope vs cohorts.  Simulated
data were generated using simulation factors CE- 1.5 and MR 1.3,
The YE factor used is listed in the right margin. Column 1: Random
slope estimated using the autoregressive (AR) mixed effects model.
Column 2: Random slope estimated using the AR model with year

effects (AR'Y
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A.70 Simulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE 0.5 and MR 1.6
The YE factor used is listed in the right margin. Column 1: Random
slope estimated using the autoregressive (AR) mixed effects model
Column 2: Random slope estimated using the AR model with year
effects (AR YE)

A.71 Simulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE-1.0 and MR- 1.6.
The YE factor used is listed in the right margin. Column I: Random
slope estimated using the autoregressive (AR) mixed effects model.
Column 2: Random slope estimated using the AR model with year
effects (AR YE).

A.72 Simulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE 1.5 and MR 1.6

The YE factor used is listed in the right margin. Column 1: Random

slope estimated using the autoregressive (AR) mixed effects model.
Column 2: Random slope estimated using the AR model with year
effects (AR YE). .. ... ....

A.73 Simulated and mean estimated year effects vs years. Simulated data
were generated using simulation factor MR- 1.0. The CE and YE fac-
tors used are listed in the top and right margins respectively.

A.74 Simulated and mean estimated year effects vs years. Simulated data
were generated using simulation factor MR 1.3. The CE and YE fac-

tors used are listed in the top and right margins respectively. . .
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Chapter 1

Introduction

Fisheries management is concerned with making regulatory decisions that ensures

sustainable production from the fish stock while promoting the economic and social

well-being of fishermen and industries. They make decisions on how much to develop
the fishery, the limits on the locations and times where fishing will take place as well
as the size and number of fish that are allowed to be caught. The success of the fishery

depends on the health of the stock and thus management must take this into account

along with the effect that their decisions will have on the stock (Gulland, 1983).

Stock assessment uses information on the past and current status

ze, age-

tistical and math-

structure, ete) of a fish stock in the construction of quantitative st
ematical models to make the best predictions possible about the alternative man-
agement choices, This provides information to help make reasoned policies for the
present and, as more data becomes available, help refine or modify these decisions
For instance, stock assessment can be used to caleulate that by avoiding catching
fish below a certain size a fish stock suffering from growth overfishing can recover
while increasing the total catch weight (Gulland, 1983). Different management ap-

proaches may achieve the same biological yield and these choices often involve a trade




sment is used to

off between the average yield and the variability of yield. Stock a
provide estimates of the nature of this trade off (Hilborn et. al. 1992)

Fisheries go through stages of development and the role of stock assessment
changes with each stage. Early in the development of a fishery, usually not much
is known about the fish stock such as the size of the stock and the natural life span
of the fish. The role of stock assessment here is to provide rough initial estimates on

the distribution, size and productivity of the stock as well as help develop monitoring

requirements to provide better assessments in later stages of the development of the
fishery. As development proceeds, the data updates and provides feedback on the
population parameters management uses in the decision process, and through regular
assessments it could possibly provide early warning of overfishing. When the fishery
is fully developed, it can be used to search for better policy options by providing a
framework of calculations for fish growth, movement, mortality, and vulnerability to
fishing. It may also be used to determine if the current catch and effort statistics are

likely to give a misleading picture of the trends and health of the stock and if a more

systematic sampling program would be worth while. At this stage, the stock some-
times has been over fished and would need to go through a period of rehabilitation
Management may then decide to use tough policies which reduce the amount of fish
being caught. Here stock assessment is used to estimate how long the rebuilding would

v management may decide to

take under different amounts of reduction. Another way

ment is

Stock as

rebuild the stock is through technologies such as fish hatcheric

is working or if it is having deleterious side

then used to help measure if the proce
effects on the stock or on other fish stocks. (Hilborn et. al. 1992)

A common measure of the productive potential of a fish stock is spawning stock
biomass (SSB). It is the total weight of the mature component of a stock, calculated as

the product of biomass-at-age and proportion mature-at-age (i.e. maturities) summed



over all ages in the stock. It is important to have good estimates of maturities to

produce good estimates of SSB’s. The age at maturity is an important life history

characteristic in stock assessment: it may be an indicator of st

A lowering in the
age at maturity is sometimes associated with a reduction in the population size or
higher mortality rates. Thus good estimates of maturity are important for successful

ity of the

management of the stock as changes in maturation affects the producti
stock and amount of fish that can be harvested without affecting the standing stock
size for future years.

Data on North Atlantic cod in Northwest Atlantic Fisheries Organization (NAFO)

subdivision 3Ps were collected during annual research vessel trawl su conducted

by Fisheries and Oceans Canada (DFO). The data were collected using a length strat-

ified sampling scheme (Doubleday 1981). During 1960 to 2005 a total of 23,810 cod

were collected, of which 13,535 where female. The ages of the fish were also deter-
mined by counting annual growth increments in small ear bones called otoliths. Due
to sex-specific differences in maturation, males and females were treated separately

and for the purposes of this practicum only females were used in the analysis. These

data were summa

zed into the annual proportion mature and total number examined
at ages 1 to 14.

A cohort model is used to model the 3Ps cod maturity data. A cohort is a group
of individuals with the same birth year. Generalized linear models (GLMs), and in
particular logistic regression models, are commonly used to model the relationship
between the proportion mature and age in a cohort. A problem with this approach
is that data are accumulated annually for recent cohorts, and when this data is in-

cluded in the estimation of the cohort model then the resulting maturities may change

considerably. If the changes are large then this can lead to retrospective variation in

SSB estimates and this can undermine the credibility of advice. For example, it may



happen that in 2008 the estimated proportion mature at age 5 in 2008 could be quite
different than the proportion mature at age 5 in 2008 estimated in 2009 because of
the addition of new data collected in 2009. This would lead to a difference in the

B for 2008 made in estimation year 2008 compared to the estimate

estimate of
of SSB for 2008 made in estimation year 2009. This can create much havoc in the
advisory process. It is highly desirable to use cohort models that provide accurate
and precise estimates that do not produce large retrospective differences in maturity
estimates - and consequently SSB estimates.

In retrospective analysis the data after a specified year are dropped from the

model and maturities are forecasted. Then the data from the first year dropped are

. This is done

added back into the model and the maturities are forecasted a
repeatedly until the full data set is used in the model. Retrospective variance is the

change in the forecasted maturities as new data is added to the model. We show that

generalized linear mixed models (GLMM; see Section 1.1) can reduce the retrospective

variance and improve short-term forecasts of maturities compared to the commonly

. 3 years) forecasts of maturities

used GLM logistic regression models. Short-term (e.g

ments to use when forecasting stock status in

are routinely provided in stock asses
response to proposed fishery management actions.

GLMMSs have been previously used to improve estimates of the maturities (i.c.
proportion mature at age) and provide predictions of maturities in the near future.
In these models, the proportion mature is considered to be an increasing function of
age. which is the regression covariate. The functional relationship is modeled sepa-
rately for each cohort. Dowden (2007) studied maturity models that include fixed
effects components where the parameters were unknown constants to be estimated,
and random effects components where parameters were treated as random variables

Dowden investigated the use of GLMMs to improve maturity estimates and forecasted



maturities. He found that GLMMSs provided better inferences than GLMs for mod-
eling maturities in Atlantic cod stocks. GLMMs fit the data better for the majority
of observations and improved maturity estimates and forecast accuracy. An overview
of Dowden’s results is provided in Chapters 2 and 3. While forecast accuracies were
improved with the use of GLMMs, retrospective variation can still be large. T will
conduct a simulation study using two GLMMSs with the best results when applied to

the 2

s data. I will investigate which GLMM has the most accurate estimates of the

simulated maturities and parameters under a range of simulation factors.

1.1 The Generalized Linear Mixed Model

Two types of models are briefly reviewed in this section. The first is the generalized

linear model (GLM). The second is the generalized linear mixed model (GLMM)

which is an extension of GLM.

A GLM consists of three components (Dobson, 1990). The first component is a
set of independent random response variables, denoted as Y = (V.....Y,). Each Y;
is assumed to depend on a single parameter 7, and share the same distribution from

1 be

the exponential family. A distribution belongs to the exponential family if it

written in the form

S (yln) = expla(y)b(n) +c(n) +d(y)] (1.1)

where Y depends on a single parameter 7. Many distributions such as the Normal,
Poisson and Binomial belong to the exponential family. The distribution (27) is in

canonical form if a (y) = y. Therefore the distribution of ¥; can be written as

S (wilm) = explyabi () + i () + di ()] (1.2)



The second component of a GLM is the linear predictor

n=X8 (1.3)

where 3 is a px 1 vector of unknown parameters and X is the matrix of the explanatory

variables. X = is a n x p matri

This linear predictor, 1, is equal to a

monotone, differentiable link function of the expected value of Y;,

glu) = X3 (1.4)

which is the third component of the GLM, where E(Y;) = ¢~'(x/3) = s, and ¢"'(-)
is the inverse of the link function g ()

GLMMs are widely used in ecological applications and in other areas. This model
extends GLM by adding random effects to the linear predictor (e.g. Bolker et.al.,
2008). GLMMs are useful for accommodating overdispersion in count data based on

binomial, negative binomial or Poisson distributions, and accounting for the depen-

dence among the response variables which is inherent in longitudinal data. A MM

consists of a response variable Y = (Vi.....Y,) with explanatory variables associated

with the fixed and random effects, vectors x; and z, respectively. Let X = [x{.....x}]",
and Z = [2,.....2]'. In this model the lincar predictor becomes
n=XpB+26 (15)

where 0 is an ¢ x 1 vector of random effects parameters and Z is an n x ¢ matrix of

explanatory variables. X and § are defined as in (7?). 7 is equal to a differentiable



monotonic link function g(-) such that

g(p) = XB + 26 (1.6)

Given 4, the conditional mean is given by

E(Y|6) = g7\ (X8 + Z6) (1.7)

where g '(-) is the inverse link function. The random effects o are assumed to have
a multivariate normal distribution with mean 0 and covariance matrix D = D(6),
where 6 is an unknown vector of variance parameters (Breslow et.al., 1993). The data
vector y can be written as

=u+e (1.8)

where e s a vector of unobserved errors. Given g, e has mean E(elu) = 0 and
covariance

cov(e|u) = RY*RR//* (19)
where R)/* is a diagonal matrix containing evaluations at y of a known variance
function for the GLMM and R is a variance-covariance matrix of unknowns (Wolfinger

and O'Connell, 1993)

1.1.1 Estimation Methods for the Generalized Linear Mixed
Models

GLMM parameters 3 and § can be estimated using the ML approach, in which the
values of these parameters are chosen to maximize the likelihood. The likelihood

function £ (8,6ly) is the same as the joint probability density function [ (y3.6) but



with a shift of emphasis to the parameters 8 and 6 with the response variables y fixed.

The likelihood is based on the marginal distribution of Y,

L(B,0lyr, . ym)

[ s i) sy (L.10)

where the vector 6 ~ f;(§) with E(5) = 0 and var(§) = D. For the models in
this practicum, fs (§) is normal with mean 0 and variance D. The likelihood must be
integrated over all possible values of the random effects. The ML estimating equations
(i.e. score equations) come from taking the log of equation (??) and differentiating
the log likelihood with respect to 3 and §. The MLEs are the zero-root of the score
function.

The ML estimators of the variance components do not take into account the loss

in degrees of freedom from estimating the fixed effects. The restricted maximum like-

lihood (REML) method is a modification of ML that takes the degrees of freedom
for the fixed effects into account when estimating the variance components. /3 is not
involved in the REML estimates, as a result the variance components estimates are

unaltered by a change in the value of 4 with X unchanged. The REML estimators

s (McCulloch et al

2008). For

are also less sensitive to outliers in the data than ML
linear mixed models, the variance components are estimated from linear combinations
of the data, K'y, that do not involve 3. K" is chosen to have as many linearly inde-

ible satisfying K'X = 0 and then maximum likelihood is based

pendent rows as pc
on K'y (McCulloch et. al., 2008). For nonlinear mixed models, REML estimates
are more complex. The normality assumption on the random effects for linear mixed
models yields a closed-form expression for the marginal likelihood, while the same as-
sumption for a nonlinear mixed model leads to a computationally intensive likelihood

involving multi-dimensional integration. Lindstrom and Bates (1990) have proposed a



linear mixed-effects (LME) approximation to REML for nonlinear mixed models. Noh
and Lee (2008) have modified the REML procedure of linear mixed models to obtain
hierarchical-likelihood estimators for nonlinear mixed models. When GLMMs have

large numbers of random effects, the calculations may be slow or infeasible. Other

methods such as the penalized quasi-likelihood, Laplace imation and Ganss-
Hermite quadrature have been developed to solve this problem by approximating the
likelihood (Bolker et.al., 2008)

Penalized quasi-likelihood (PQL) is one of the simplest and most widely used

methods to estimate the parameters of a GLMM. PQL us

es a quasi-likelihood rather
than a true likelihood. PQL starts with a first order Taylor's approximation of the
mean function about the current estimate of 3 and the prediction of the random effects

d. We can write Y = i+ ¢ where £ =Y — pu. A first-order

lor’s approximation of

j= 1 (n) = {0 (8,6)} about the current estimate of @ and prediction of & (denoted

)

as 3 and §) is, using the chain rule,

01(8,6)
o3 N

Recall that n = X3 + 23 so

)
o

w= ﬁ+l)rm/{

L 9n(B0)
-8
)+ o

n (8,0)
a4

3.0
=X ang 228:9)
E

Note that

/m.]/{')‘f [”)} = Var(Y|§) = V.

Let V denote the evaluation of V' at (3,8). The Taylor's approximation of s can be

written as




and the approximation of the mean function leads to

hence

VY -ji)+ XA+ Zd=XB+2Z6+V'e
Define the adjusted dependent variable (e.g. McCullagh and Nelder, 1989) as

Y=V (Y-ji)+X3+25

vl

and the standardized residual as ¢,

The Taylor’s approximation can be

written in a standard linear mixed-model form,

Y=X3+26+V"

where 17

X4 and, ignoring the variability in V, (‘w(\?) ZD7 4V
PQL involves a double iterative process in which a linear mixed model is used
to estimate the mean parameters 3 and the random effect variance parameters 6,
and then the random effects are predicted usually as best linear unbiased estimators
based on the current estimates of 3 and D. These current estimates are then used
to update V and Y and the procedure is iterated until convergence. The procedure
is doubly iterative because estimation of the linear mixed-model variance parameters

involves an iterative procedure. REML estimation for ¢ may also be used in the linear

10



mixed-model stage. PQL may yield biased estimates if the standard deviations of the
random effects are large. Using the Laplace approximation reduces the bias (Bolker
ct.al., 2008).

The Laplace approximation is a method used to approximate the integral in equa-
tion (??), and the approximation is very accurate for normally distributed random
effects (McCulloch et. al., 2008). Another method to approximate the likelihood is
to use the Gauss-Hermite quadrature (GHQ). For some smooth functions, GHQ can
approximate the integrals for the likelihood as a weighted sum. The GHQ approxi-
mation is more accurate than the Laplace, but it is slower. As the number of random
effects increases, the speed of GHQ decreases rapidly, making it infeasible for analysis
with more than two or three random factors (Bolker et.al., 2008). Also if the function
whose integral is to be approximated is not smooth or if it is not properly centered,
the approximation may be poor (McCulloch et. al., 2008).

The pseudo-likelihood (PL)/ restricted pseudo-likelihood (REPL) approaches are
iterative procedures similar to PQL and involve estimating the fixed and random

effects, 3 and 4§, from linear mixed-model equations, and estimating the unknown

parameters in D and R using either ML or REML in turn until convergence. The
PL/REPL estimation procedure is based on a Gaussian approximation and Taylor’s
theorem while PQL is based on a quasilikelihood. PL/REPL starts with an initial

estimate of g1, i1 which is used to compute

v =g(i) + (y = )g (1) (1.11)

The ML or REML estimation procedure is then used to fit a weighted linear mixed
model with response variable v, fixed and random effects model matrices X and Z,

and diagonal weight matrix W = R;,'[¢/(7)] % This yields estimates of D and R



which are then compared with the old estimates. If the difference is not sufficiently

small, the mixed model equations

& xw/R'W"y
Hif = 11 s 1 (1.12)
il |zw P RTW
where
XWORWK xw R Wz
H=|" S ) (1.13)
ZW

WX 2w R 'W'z+D
are solved for & and 3. The estimate of ji is updated by substituting 4 and 3 in the
expression i = g~ (Xa + Z3). These steps are repeated until convergence (Wolfinger
and O'Connell, 1993).

The expectation-maximization (EM) algorithm is another way to caleulate ML/ REML
estimates. It is an iterative algorithm which alternates between two steps, calculating
the conditional expected values, and maximizing simplified likelihoods. The likeli-

hood is simplified by the invention of "mi

ng" data which is combined with the
observed data to form what is called the complete data. For GLMMs the random

effects are assumed to be the mi

1g data. The expectation of the log likelihood of
the complete data with respect to conditional distribution of 6 given y is calculated
This expectation is then maximized with respect to the parameters. The log like-
lihood is recalculated with the new parameter estimates and maximized again until
convergence. There are various simulated EM algorithms that can be used to approx-
imate the conditional expected values such as the Monte Carlo and the stochastic

approximation algorithms (McCulloch, 2008)



1.2 Statistical Software Packages

In this practicum, two procedures produced by the SAS Institute are used for esti-

mating parameters in GLMs and GLMMs, PROC GENMOD and PROC GLIMMIX

The GENMOD procedure fits GLMs to the data by maximum likelihood estimation of

the parameter vector 3. There is generally no closed form solution for the maximum

likelihood estimates. The GENMOD procedure estimates the parameters through an
iterative process, The GLIMMIX procedure fits GLMMs based on lincarizations, us-
ing a Taylor series expansion to approximate the GLMM as a linear mixed model. By
default the estimation method for models containing random effects is the restricted
pseudo-likelihood method (REPL) with an expansion around the current estimate

of the best linear unbiased predictors of the random effects. This is the estimation

method we used to fit GLMMs.

1.3 Outline of the Practicum

In Chapter 2 the fixed effects and mixed effects cohort models are applied to the ma-
turity data. Their fit will be examined by how well the estimated proportions mature
compare to the observed and how accurately each model forecasts future maturities.
I show that simple cohort models explain much of the variability in maturity data
but that there are additional patterns in the data that are common across adjacent
cohorts. These are referred to as year effects. In Chapter 3 a year effect is added to
the mixed effects model and applied to the data. The fit of this model is examined
and compared to the previous models in Chapter 2. A simulation study is carried out
in Chapter 4. The mixed effects model with and without year effects will be applied
to simulated data with and without the presence of year effects. These models will be

compared in terms of how accurately they estimate the proportions mature, and their

13



accuracy in estimating the model parameters. Chapter 5 summarizes the conclusions.



Chapter 2

The Fixed Effects and Mixed Effects
Models

2.1 Introduction

Fisheries management considers changes in SSB in their stock projections, which
requires maturities to be forecasted for the next several years. Maturity, as a function

of age within a cohort, tends to change smoothly over time. For 3Ps cod. Dowden

(2007) investigated two types of models, fixed effects and mixed effects models. to
improve estimates of maturities, especially for unfinished cohorts, and to improve
forcasted maturities. Unfinished cohorts are recent cohorts where the cod have not
reached the age at which all are mature. For analysis of the 3Ps cod data, a cohort is
unfinished if it has not reached age 14. Figure 77 displays the concept of finished and
unfinished cohorts. Each cell represent the data collected in a given year for a given

age group. Each diagonal set of cells represents the data collected by vear and age for

a given cohort. The white cells represent unfinished cohorts. The data collected for

these cohorts cover the younger ages and do not reach the maximum age by the last



vear of data collection. The grey cells represent finished cohorts. The data collected
for these cohorts cover the older ages and reach the maximum age by the last year.
In this chapter we evaluate two of the models Dowden (2007) used, a fixed effects

(FE) logistic regression model, and a autoregressive mixed effects (AR) model with

no over-dispersion. The models are applied to the 3Ps female cod data for ages up

to 14, This dataset contained 13329 observations from years 1960 to 2005. Table 7?7
summarizes the proportion mature and the numbers sampled by age.

To evaluate the performance of these models we look at how the estimated matu-
rities change over time, how they compare with the observed proportions, and how
accurately the models forecasted maturities. Retrospective analysis is used to deter-

ed maturities. In retrospective analysis, the

mine how accurately each model forec
data after a specified year, called the retro year, is removed and the maturities are

ample, if the retro year was 2000, only the data up

predicted three years ahead. For ey

to year 2000 is used to forecast maturities for 2001, 2002 and 2003. These predicted
maturities are then compared with the estimated maturities obtained when all the
data are used for estimation.

For the fixed effects approach, the predicted maturities for new cohorts in the

This averaging

forecast period were computed by averaging the three closest cohor

procedure was also used for unfinished cohorts which have insufficient data to estimate

maturities. For the mixed effects approach, the correlation structure was used to
predict maturities. The retrospective performance of the models was examined for
cach year since 1995, The retrospective metric

)

p=3 luyray = Paysay (2.1)

Y1905

was used to measure the prediction error at age a for each model. Here p, .5, is



the predicted proportion mature at age a in year y + 3 obtained using data up to

retrospective year y < Y and Y is the |

vear in the full data set. Substantial dif-
ferences between predicted and estimated maturities canse problems when estimating
SSB. These differences can be a source of retrospective error in SSB, such that in
annual assessments the SSB in some past year is revised as new data are added to the

ass

sment. Large retrospective errors can undermine the credibility of assessment

advice.

2.2 Fixed Effects (FE) Model

The fixed effects approach refers to a generalized linear model (GLM). More specifi-
cally, it is a logistic regression model with
cxp(Boc + Brea)

i il | 2.2
1+ exp(Boe + Brea) 22)

pela) =

where p,(a) is the probability that a fish in cohort ¢ is mature at age a. The parameters
3o and By, are unknown parameters that are estimated separately for each cohort c.
For some cohorts, the data are insufficient to estimate the parameters as illustrated
by Figure ??. These are some of the very young and the very old cohorts. Cohort
B covers only a small range of young ages and cohort D covers only a small range of
old ages. Both cohorts do not cover enough of the maturity ogive to reliably estimate
the maturity curves. For the 3Ps cod dataset, after the 2000 cohort, only young cod

were observed, covering only the lower portion of the maturity ogive.

Similarly. before
the 1954 cohort, only the old cod were observed, covering only the upper portion of
the maturity ogive. These cohorts do not cover enough of the range of the ogive
to estimate the parameters, therefore parameters were estimated only for the 1954-

2000 cohorts. Probabilities for the other cohorts were obtained by averaging over the
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adjacent three years,

Define As to be the age of 30% maturity, p(Aso) = 0.5. From equation (??), Az

S

can be calculated as Az = =2 and can be estimated as

Bre
where B and Sy, are the estimates of the logistic regression parameters.
The maturity range (A/R) is defined as the difference between the age at 75%

maturity and the age at 25% maturi M R is calculated by ATR =

—log(s)
e

and is estimated as

—log(9)

5 (2.4)

2.2.1 FE Results

The intercept fo, and slope 5, varied greatly across cohorts with little trend (Figure

77 ), especially in the 1963 cohort where f, decreased to -135.2090 and ;. increased

to 22

2.

573 50 had a downward trend and had much less variation. MR also varied
wildly across cohorts with little trend. MR had a large decrease for the 1963 cohort,
and a large increase in the 1980 cohort, indicating a large difference between the rate
at which these cohorts matured and their adjacent cohorts.

The estimated proportions mature for ages 4 to 8 increased over time (Figure
??). especially after 1990. Some cohorts did not have enough data for the fixed effects
model to estimate the proportion mature. For these years, the average of the three
adjacent cohorts were used as estimates. These averages are the flat lines in the
beginning and end of the plot

The retrospective analysis in Figure ?? shows large differences between the fore-



casted and subsequently estimated proportions mature. The variability between fore-
casted and estimated maturities is greatest in ages 4 to 6, with the largest retrospec-
tive errors occurring in ages 5 and 6. The older ages have less variability because the
proportions mature at these ages are close to one since 1995,

served for all cohorts

Most of the estimated proportions mature are close to the ol
(Figure ??). Within each cohort as age increases the proportions mature should

mooth ogive curve

also increas

. Most of the observed proportions mature fall on a s

for each cohort in Figure ??. For some cohorts there are observations which are

followed by a decrease in proportion mature in the next year. For example for the

es to 0.502

1999 cohort the observed proportion mature at age 3 is 0.743 and de

at age 6. These observation may indicate potential year effects and cause problems in

ies especially for unfinished cohorts. Data are collected annually for

estimating maturi
unfinished cohorts and the maturity estimates are updated. A year effect in the data
may cause the proportions mature to be overestimated. With the addition of new data

the estimated ogive will shift away from the observation with the year effect fitting

better. Observed proportions mature that fall away from the

the observed maturities

iduals and retrospective errors.

estimated maturity ogive will result in large r
The \? residuals showed greater variability for some years (Figure ??). Five

lual less than —5 which were truncated and displayed as solid circles

s have res

yea
The arrows indicate six years where the 95% confidence intervals did not cover zero.

Confidence intervals for the average annual \* residuals are calculated as

7, £ 1.96, /02 /n,,

where 7, is the mean of the \? residuals in year y, o2, i

the variance of the \? residuals

and n,, is the number of residuals. Although most of the confidence intervals covered



7ero there are years where most of the residuals are positive or most are negative,

which suggests there may be some real year effects in the data.

2.3 Autoregressive Mixed Effects (AR) Model

New data is collected each year for unfinished cohorts, and the parameters estimated
by the fixed effects model can change substantially from year to year with the addition
of data. The mixed effects model was used to help reduce this problem by treating
some parameters as random effects. This random component is antocorrelated to

account for how maturities tend to change smoothly over time. The parameters /3,

his model is

and . appear to be autocorrelated over time.

__cap{(Bo+doc) + (B + 1) X .
P = T eap ((Bo + fo0) + (Br + 6 x a] (26)

where &, and 4y, are autocorrelated random cohort effects and 4, and 3, are fixed
effects common to all cohorts. dy. and &y, are assumed to be random variables from

a normal distribution with mean zero and autocorrelated over time: that is, dy, ~

N0, 02 A0 and Corr(8y;. ) = AV These

b0

). S1e ~ N(0.03,), Corr(o;. 0ok) =

are AR(1) correlations with o and 7, respectively.
To predict the logistic regression model’s random slopes and intercepts for cach
cohort, fy and f are added to do. and 3.,

Boe = Bo + doe @

Bre =P+ bie. (2.8)

These o and Fy, are used to predict Ago and MR using equations (?2) and (?7)
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respectively.

2.3.1 AR Results

The Hoe, i and ATR do not vary as much across cohorts (Figure ??) and were much
smoother than the FE model. 3, increased over time while MR decreased over time,
especially from the 1980 to 1990 cohorts. The Asy was similar to that of the fixed
effects model.

The proportion mature for ages 4 to 8 increased over time (Figure 7). The
estimates were smoother than the FE model but the basic trends were similar. The

variation in the retrospective results was less than the fixed effects model (Figure

?7) and the size of retrospective errors. p, were smaller for all ages. The retrospec-
tive results also varied more smoothly over the years. However, there are still large
retrospective errors for some years in the younger ages.

The proportion mature are relatively close to the observed and similar to the FE
model's estimates (Figure ??). The y? residuals showed similar variability to that of
the FE model (Figure ??). Six years have residuals beyond +5. These are truncated
and displayed as solid circles. The 95% confidence intervals did not cover zero for two
years. Many years have residuals with mostly the same sign indicating some potential

vear effects.

2.4 Discussion

The AR model is a better choice than the FE for modeling maturation rates in At-
lantic cod stocks. While both models had a similar estimated proportions mature
which are close to the observed, the AR estimates are smoother. The AR model

also had smaller retrospective errors than the FE model suggesting improved forecast



accuracies. Although there was an improvement in the retrospective results, the AR

model still had large retrospective errors for some years. The \? residuals from both

the FE and AR models also suggested some potential year effects. Dowden added
year effects to the AR model to further improve maturity estimates and forecasted

maturities. This model and its results are presented in the next chapter



Table 2.1: Summary of the 3Ps female cod data by age
Proportion mature | Numbers sampled
Age | min max mean | min max total
1 0.0000.000  0.000 1 15 142
2 0.000 0.000  0.000 2 97 1131
310000 0.000 0000 9 183 1845
40000 0235 0.036 136 2000
510000 0818 0.242 109 1897
46 1727

1
3
6 1 0.053 1.000 0.543 1
7 10333 1.000 0.808 1 98 1508
8 | 0.667 1.000 0.938 | 1 84 1064
9 10797 1.000 0979 | 1 66 i
1
1
1
1
1

10 0.846  1.000  0.995
11| 1000 1.000  1.000
12 ] 0.667 1.000 0.989
13 | 1.000  1.000  1.000
14 | 1.000  1.000 000
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Figure 2
cells repr
there are few to no fish mature at younger ages and all fish are mature at older ages.
There is insufficient data to reliably estimate the maturity curves for cohorts B and
D, but there should be sufficient data to estimate the maturity curves for cohorts A
and C

Conceptual diagram of a time series of maturity at age data. Gre
sent finished cohorts, and white cells represent unfinished cohorts. Typically
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Figure 2.4: Retrospective analysis for 3Ps cod. ages 4-8 (listed in the left margin).
The retrospective metric p is shown in the top left corner of the panels. Column 1:
Fixed effects model (FE). Colimn 2: autoregressive mixed effects model (AR)
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Figure 2.5: 3Ps cod proportions mature at age estimated from the fixed effects model
(FE: solid black line) and the autoregressive mixed effects model (AR: dashed red
line). Observations are plotted as circles (o).
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(+ or £ 5). Red vertical lines are 95% confidence intervals (CI's). The arrows
indicate where the CI's did not cover zero. The solid black line connects the average
\? residuals. Top panel: Fixed effects model (FE). Bottom panel: autoregressive
mixed effects model (AR
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Chapter 3

Autoregressive Mixed Model with

Year Effects

3.1 Introduction

The third approach Dowden (2007) used was a mixed effects model with cohort and
year effects (YE). These year effects may be caused by environmental conditions
such as food and temperature which can vary year to year, leading to more or less
individuals making the decision to become mature. Sampling may also contribute to

year effects. Maturation rates can vary across a population. If the full range of the

population is not covered by the sampling or if there is an annual variation in the
distribution of samples across the population range, then the calculated proportion
mature may not be representative of the population. The year effects model will be

described in the next section and its performance will be evaluated and compared to

the models in the previous chapter
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3.2 AR with Year Effects (AR YE) Model

Define p,,(a) as the probability that a fish from cohort ¢ is mature at age a in

. The autoregressive mixed model with year effects (AR YE) is

ey (@) = AL+ Do+ ) + (B + 01c) x )
Pt = T eep {(Bo + Boc + tog) + (B + 010) x a)

(3.1)

In this model the random slope effects for age 6., are autocorrelated similar to equa-

tion (?2). The random inte

cept effects are composed of two effects, an autocorrelated

cohort effect dyc. and a simple uncorrelated year effect no,. The fo,’s are i.id N(0.02).

A year effect is assumed to be the same for all cohorts in that ye

r

The Asy’s and the AR's do not directly include 7oy’s. For the AR YE model,
the maturity ogive for a cohort is no longer a logistic linear function of age, because
each age has a year effect. For illustration purposes we assumed the year effects were
due to sampling and not reflective of changes in the population. Therefore, the year

effects were treated like nuisance parameters and Asg's and M R's were based on only

Boc and By, which are calculated as in equations (??) and (??) respectively

For estimating the proportions mature it is straight-forward to include the year

effects. If the year effects are real in the population then the estimated proportions
mature should include the 7j,’s. If the year effects are not real and are instead
sampling errors, then the 7j,’s should be treated as a nuisance parameter and excluded

in estimating the maturities. For the analysis of the estimated maturities over time

and the retrospective analysis, the year effe

s will be treated as both a predictive
parameter (YE+) or as a nuisance parameter (YE-). However, additional information
will be required to resolve whether the year effects are "real” or just due to sampling

deficiencies. This s beyond the scope of this practicum



3.2.1 AR YE Results

The B,

. and MR do not vary much across cohorts and are much smoother than

the AR model (Figure ?7).

1o increased over time while AR decreased over time,
especially from the 1980 to 1990 cohorts and had a similar shape to the AR model.

The A

0 was also smoother than the FE and AR models

The year effects are treated in two way

, as a nuisance parameter (AR YE-) where
7oy is not used in computing the proportion mature estimates, and as a predictive

parameter (AR YE+) where i, is included. The proportion mature for age 4 to 8

increased over time for both AR YE- and AR YE+ (Figure ?7). The AR YE © model
estimates are rougher than the AR model but smoother than the FE model. The AR
YE- model estimates are the smoothest of all the models.

The retrospective results (Figure ??) for the AR YE| model varied less than
both the FE and and the AR models. Its retrospective errors, p, are less than the

FE

model for all ages and slightly smaller than the AR model for ages 5 to 7. The
retrospective results for the AR YE- model varied more smoothly than all the other

models. The AR YE-

model’s retrospective errors are also the smallest of all the
models for all ages. However substantial retrospective errors are still present for some
years.

Most of the AR YE estimated proportions mature are close to the observed (Figure
??). The AR YE maturity estimates are similar to the AR estimates, however for
some cohorts the AR YE estimates appear a little closer to the observed. For example

the 1954, 1957 and 1958 cohorts. The confidence intervals for the \? residuals from

the AR YE model all covered zero (Figure Also there are no years where most

of the residuals share the same sign as in both the FE and AR models.



3.3 Discussion

Mixed effects models are the more appropriate choice for modeling maturities in At-
lantic cod stocks, with the best model being the AR YE model. Using the AR YE

model on the 3Ps cod data improved the maturity estimates, for two reasons. While

the AR YE model maturity estimates are similar to the AR estimates, for some co-
horts the estimates are closer to the observed maturities than the AR and FE models.

The AR YE- model also has the smoothest maturity estimates over time. Using the

AR YE model also improved forecast accuracies. The AR YE- model has the best
retrospective results with the smallest retrospective errors.

The

3Ps cod data appeared to have potential year effects. From the observed
maturities in Figure ??, some observations for a given age had higher proportions
mature then the next age. Also from the \* residuals in Figure ??. most of the
residuals for some years share the same sign. This may be due to actual year effects
or some other source such as sampling error. In general it is unknown whether there
are year effects present in a data set. If no year effects are present in the data then the
AR model would be the most appropriate model to fit the data while if year effects are
present then the AR YE model would be most appropriate. In Chapter 4 a simulation
study is conducted to see how the estimates are affected by using the AR YE model
to fit data with no year effects present as compared to the AR model estimates. Also
the AR model will be used to fit data with year effects and compared to the AR YE

model estimates.
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Figure 3.3: Retrospective analysis for 3Ps cod, ages 4-8 (listed in the left margin).
The retrospective metric p is shown in the top left corner of the panels. Column
1: Fixed effects model (FE). Column 2: Autoregressive mixed effects model (AR).
Column 3: AR with year effects as predictive parameters (AR YE ). Column 4: AR
with year effects as nuisance parameters (AR YE-).
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line). Observations are plotted as circles (o)
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Figure 3.5: \* residuals (o) for the 3Ps cod maturity data. Solid symbols are truncated
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indicate where the CI's did not cover zero. The solid black line connects the average
\* residuals. Top panel: Fixed effects model (FE). Middel panel: antoreg
mixed effects model (AR). Bottom panel: AR with vear effects (AR YE).
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Chapter 4

Simulation study

4.1 Introduction

In this chapter I examine the accuracy of the estimators of the AR and AR YE
models using simulated data. Simulated data sets were generated both with and
without the presence of year effects. To generate data without year effects the AR
model parameter estimates from the 3Ps data were used. Similarly, data with year
effects were generated using the AR YE parameter estimates. Using the 3Ps estimates
makes the simulated data sets resemble real Atlantic cod data. I then base the values
of the fixed and random cohort slopes and intercepts on these parameter estimates,
which are then used to generate the simulated data sets as described below. A set of
simulation factors are also used in generating the data sets. These simulation factors
are used to vary the generated data sets in terms of the range of ages the fish are
maturing and in the difference in the proportion mature between cohorts, which are
also described below.

The steepness of the maturity ogive was varied for each simulated data set. Chang-

ing the steepness of the maturity ogive changes the range of ages where the fish in a
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given cohort are actively becoming mature, This is known as the active range. At
the very young ages all the fish are immature, and at the very old ages all the fish
are already mature. The middle ages, where the fish are actively making the decision
to become mature, are of interest. The maturity range (MR) can be used to measure
how broad or narrow the active range is. Recall that MR is the difference in ages at
which 75% and 25% of the cohort are mature. The fixed intercept and slope used in
generating simulated data are based on a MR simulation factor, where 5y and 3, are

calculated as

B = log(9)/MR

B = —Aw/ (.1

I varied the active range of the simulated data by basing fy and 3, on three different

levels of MR. Based on the estimated AR of the 3Ps cod data, a low level ATR = 1.0,
a medium level AR = 1.3, and a high level MR = 1.6 were chosen. A low value of
MR indicates a narrow active range. Once the cohort starts to mature, it matures
quickly. A higher MR indicates a broader active range and the cohort maturing more
slowly. The 3;'s for generating the simulated data sets were calculated using these
MR values and equation (??). The middle of the range of Ag’s for the 3Ps cod data

was approximately

alue was used in equation (2?) to set the value of f,
to generate the simulated maturity data
The contrast over cohorts was also varied for each simulated data set. The contrast

over cohorts refers to the difference in maturities between cohorts. For example when

there is little contrast over cohorts, the proportions mature at each age are similar for

all cohorts. When there is a large contrast between cohorts, there are large differences

in proportions mature at each age. I varied contrast over cohorts by using a cohort
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effect (CE) simulation factor. Basing the random intercept and slope on the 3Ps data

estimates and on CE, 0y, and ;. are calculated as

doo = CExdo
Sic = CE x by (4.2)

where 0y and 8y, are the 3Ps cod data estimates and CE is the cohort effect. 1 used
the AR estimates of do, and 3y, to generate data without year effects and the AR
YE estimates to generate data with year effects. Three levels of cohort effect were
chosen, C'E = 0.5, CE = 1.0 and C'E' = 1.5. The low level of CE decreases the
difference between cohorts by 50%. the medium level leaves the contrast over cohorts
the same as in the 3Ps data, and the high level increases the contrast over cohorts by
50%. Using these levels and the AR or AR YE random effects estimates, the do.'s and
01,'s for the simulated data are calculated using equation (?7?). Note that the random
effects were fixed when generating the simulated data,

When year effects are present in the simulated data, the size of the year effects
were also varied by using a year effect (YE) simulation factor. Using YE and the 3Ps
random year effects estimates, the random year effects used to generated the simulate
data are calculated as

foy = YE X fioy (4.3)

where i, is the AR YE model’s estimated random year effects and YE is the year

effect simulation factor. Three levels of YE are used, alow (YE - 0.5), medium (YE 1)

. The low level of Y

lecreases the size of the year effects by

and high level (Y
50%, the medium level leaves the year effects the same as the 3Ps data estimates and

the high level doubles the year effects.

3

9 combinations of MR and €

To generate data without year effects, the 3 x

11



were first used to set values for o, 81, and dy., 81, using equations (??) and (2?) and
the 3ps AR model estimates. These new fixed and random effects were then used
in the AR model (equation ??) to calculate new proportions mature. Maturity data
were simulated by randomly generating the number of mature fish a thousand times

from the binomial distribution, using the new proportions mature and the real total

number of fish caught in each age and year from the 3Ps data (i.e. the n's). As a
result a thousand simulated data sets with no year effects present were generated for
each combination of MR and CE.

Similarly, to generate data with year effects, the 3 x 3 x 3 = 27 combinations of

MR, CE and YE were used to set values for o, 1, doc.

. and 1o, using equations
(?2). (??) and (??) and the 3ps AR YE model estimates. These were then used in the
AR YE model (equation ??) to calculate proportions mature. The number of mature
fish were then randomly generated a thousand times from the binomial distribution

using the new proportions mature and the real total number of fish caught. As a result

and simulated data sets with year effects were generated for each combination
of MR, CE and YE. In the following sections both the AR and the AR YE models
are used to fit the simulated data sets. The original estimates of the models used to
generate the data are considered to be the true population values and are compared

to the simulated values and the results are presented below

4.2 The Values of Ay and MR Used to Generate
Simulated Datasets

Introducing the MR factor and the cohort effect (CE) affects the estimated Asy and

AR, This section examines how changing the MR and CE levels affected these

estimates. Recall that As is the age at which 50% of the cohort is mature. Figure
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277 shows the Asg’s calenlated as in section (2.3) using the fixed and random effects

generated by equations (2?) and (2?). Each panel shows the cohort-specific Asy’s
from a different combination of the three MR and CE levels. It shows that when the
levels of both the MR factor and CE are low there is little difference in As over all
the cohorts. When the levels of MR and CE are both high. there is a large downward

trend in Asp. Also when the level of CE increases given a level of MR, the annual

variation in Asp increases. When MR increases for a given level of CE, the annual
variation in Az also increases, however the amount of variation depends on the level
of CE. At the low level of CE, when MR increases there is only a slight increase in
the variation of the As’s, while at the high level of CE, the increase of variation is
much larger. Most of the change in annual variation of Az is due to changes in CE.

Figure ?? shows the values of MR over cohorts for each combination of simulation
factors. Here I refer to the MR simulation factor as AR. It shows that at the low
levels of both ATR and CE there is little change in MR over cohorts. At the high levels
of MR and CE the MR for each cohort is larger and there is a large downward trend.
Figure ?7 also shows that as CE increases the annual variation in MR increases at a

s the level of MR increases given a level of CE, the overall MR

given level of MR

for each cohort increases and there is also more variation

4.3 AR model Results

The results were simplified by determining which factors are important in modeling

maturities. To achieve this, I first calculated the absolute bias,

bay| = |Pay = Pay| (4.4)
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Where iy = & 5K fuyc is the average proportion mature at age a in year y, |by|
is the absolute bias at age a in year y, K is the number of iterations, pu,( is the
estimated proportion mature at age a in year y for iteration i and p,, is the simulated
population value of the proportion mature at age a in year y. The absolute bias

was then fitted with a GLM using factors CE, MR, Y]

, age and method. Method

refers to the model used to fit the data, either AR or AR YE. In order to determine

which factors were significant a ANOVA table was computed based on the GLM of
the absolute bias and the results are displayed in Table ?2. The ANOVA table shows
that YE, method and age are important factors with significant interactions between
method and YE, and between CE and age. Since MR is not an important factor nor

does it have any significant interactions with other factors, MR is dropped to simplify

the results. Also since CE only has a significant interaction, only the low and high

levels of CE are used to simplify the results. Detailed results for all the simulation
factors are presented in the Appendix,
Table 77 shows the absolute bias averaged over MR and years for each method,

age, CE and YE factor. For the AR model, absolute bias is small when there are

no year effects present (YE — 0) or when YE is small. It increases with the level of

YE for each age and CE factor. As age increases the absolute bias increases between

ages 5 and 6, then decreases between ages 6 and 8. Also there is little change in the

absolute bias between levels of C
In Figures ?? to 7?2, some summaries of the estimated proportions mature are
compared with simulation population values for ages 5 to 8. To simplify the results

based on the significant factors in Table ??, the figures shown here are for all the four

levels of YE, the low and high levels of CE (CE 0.5, CE  1.5) and the medium level of

MR (MR 1.3). The figures for all levels of the simulation factors are displayed in the

AR model was used to estimate

Appendix. In the first column of these figures, the



the proportions mature. As a measure of the model’s performance for each set of

simulation factors, the bias and the root mean squared error (RMSE) are calculated

as

K

by(a) = D (huy(i) = pu) /K

RMSE,(a) = (4.5)

a) is the average RMSE

where b,(a) is the average bias in year y for age a, RAM,
in year y for age a. K is the number of iterations, p,(i) is the estimated proportion

mature at age a in year y for iteration i and p,, is the simulated population value of

the proportion mature at age a in year y. The average absolute values of b,(a) over
years and the average RAMSE,(a) over years is displayed in Figures ?2 to ??, and

calculated as

v
Ba) = — 3 Iby(a)l
iy vy
Y
a) = %ZI{'.\IHI‘.‘”(U) (4.6)
v

where b(a) is the average absolute bias for age a, RMSE(a) is the average RMSE
for age a, ny is the total number of years, and y; and Y are the first and last years
respectively

The AR model performs well in estimating proportions mature close to the true
proportions when there are no year effects present (Figures 22 and 7). When YE 0

7 are small and close to zero for all ages

the average absolute bias and average RMS
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The red dashed lines are the 95% and 5% quantiles of the estimated proportions
mature. These quantiles are fairly close to the simulated proportions mature for
most years, with the simulated proportions mature falling between them for all ages
and simulation factors. When year effects are present (Figures ?? - 77), the mean
estimated proportions mature are smoother than the simulated proportions. As a
result the mean estimates are not close to the simulated population values for some
vears when large jumps oceur. As the year effects increases the average absolute bias
and average RMSE also increase for all ages. When the year effects are low (YE 0.3,

Figures 77 - 77), the simulated proportions mature for most years fall between the

95% and 5% quantiles and the mean estimates remain close. As the year effects
get larger (Figures ?? - ??), the simulated proportions fall outside the quantiles for
more years and the mean estimates become less accurate. Changing the levels of CE
changed the range of proportions mature for ages 5 to 8. Increasing CE given a level
of YE and MR increased the range of proportions mature for cach age, although the
accuracy of the model remains similar with little difference in the average absolute
bias and average RMSE between the low level of CE (CE - 0.5) and the high level of
CE (CE1.3).

Figures ?? to ?? show histograms of the estimated fixed intercept () and fixed
slope (8;) for each level of YE. These figures show combinations of simulation factors
CE (CE 0.5, CE1.5) and MR (MR 1.3). The figures for all combinations of the

simulation factors are presented in the Appendix. In the first column are the AR

model estimates. The red vertical lines indicate the value of the true parameters used
to generate the data. These values were calculated using equation (??). To measure
the accuracy of the estimates, the bias and RMSE are calculated for these parameters

as

16



bias =

RMSE =

where 6, is the parameter estimate for iteration i, @ is the value of the true parameter
and K is the number of converged iterations. These values are shown at the top of
each figure panel. Table ?? shows the percentage of iterations that converged when
fit with the AR model

Figures 72 and ?

show the histograms for the fixed intercept (). These figures
show that when there are no year effects present (YE 0) the AR model estimates are

fairly close to the true

1 intercept with a small bias close to 0. When year effects
are present the AR model tends to overestimate the intercept, with both the bias and

RMSE increasing with Y]

"he bias and RMS]

are similar for both levels of CE

Figures 727 and ?? show the histograms for the fix

d slope (4). These figures
show that when year effects are not present, the AR model estimates are close to the
true fixed slope with the bias and RMSE close to 0. When year effects are present

the model tends to underestimate the fixed slope, with the bias and RMS]

2 increasing
with YE. There is little difference between the low and high levels of CE when year
effects are low or not present. Here the high level of CE has slightly higher biases and

RMS

. When YE - 1.0 and Y

0, the difference between the low and high levels

of CE is greater, with CE - 1.5 having higher bia and RMSEs.

Figures 77 to ?? compares the estimated and true effects for the random intercept
(do) and random slope (d;,) over cohorts. The first column shows the AR model

estimates. As measures of accuracy the bias and RMSE for each cohort is caleulated



as

K

b = Z(e},(,) - 0,)/K

RMSE, =

where b, and RMSE, are the average bias and RMSE in cohort ¢ respectively, A is the
number of iterations, 6,(i) is the estimated random effect in cohort ¢ for iteration i and
@, is the simulation value of the random effect in cohort ¢. The average absolute bias
and RMSE are displayed in the bottom right corner of the figures and are calculated

as

(
[B] =3 (lbel)/ne
RMSE = Z(R;\/.s’l?,;/m (4.9)

where [b| and RMSE are the average absolute bias and average RMSE over cohorts, ¢
and € are the first and last cohorts respectively and n, is the total number of cohorts.

Figures 72 and 72 compares the estimated random intercepts (8.) to the pop-
ulation values over cohorts. The AR estimates are smoother than the population

values when no year effects are present. The estimates are closest to the population

values when YE 0.5 and have the smallest average absolute bias and RMSE. As YE
increases to 1.0 and 2.0, the estimates vary more widely and the absolute bias and

RMSE increases. The red dashed lines are the 95% and 5% quantiles of the estimated

random intercept. The simulated random intercept falls between these lines for most
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cohorts except when YE - 2.0. There is little difference between the low and high level

of CE with the average absolute biases and RMSEs being similar given YE
Figures 77 and ?? compares the estimated random slopes (d1.) to the population
values over cohorts. The AR estimates are close to the population values for most

cohorts except when YE is high. The average absolute biases and RMSEs are similar

when YE 0 to YE - 1.0. When YE 2.0, the AR estimates vary more widely than the
population values and the average absolute bias and RMSE increases. The absolute

biases and RMS]

s tend to be lower when CE is high. As YE increases up to 1.0,
the absolute biases and RMSEs increase slightly when CE is low and decrease slightly
when CE is high. The population random slope falls between the 95% and 3% quan-
tiles for most cohorts except when YE 2.0. When CE is low and YE is 0.5 to 1.0
the estimated random slopes for the first and last few cohorts are not as close as the

other cohorts and the population values fall outside the 95% and 5% quantiles.

4.4 AR YE model Results

Table ?? shows the absolute bias averaged over MR and years for each method. age,
CE and YE factor. This table shows that the average absolute bias is very similar
for both the AR and AR YE method when no year effects are present. Here the AR

methods’s absolute bias tends to be slightly smaller. When year effects are present,

the AR YE method’s absolute bias is much smaller than the AR method’s. As YE
increases, there is little change in the AR YE method’s absolute bias while the AR
method’s absolute bias increases substantially.

The efficiency of the two models was also compared. To do this first the RMSE
for each model is calculated as in (??). Using the RMSEs for both models the relative

efficiency is calculated as



(4.10)

where RE,(a) is the relative efficiency for age a in year y and RMSE,(a)(AR) and
RMSE,(a)(AR Y E) are the RMSEs for age a in year y for the AR and AR YE
models respectively. When RE,(a) is greater than 1, the AR model’s RMSE is greater
than the AR YE model’s hence the AR YE model is more efficient for age a in year
y. When RE,(a) is less than 1, the AR model is more efficient for age a in year
y. When RE,(a) equals 1. the models have the same efficiency. Using the relative
efficiency, a GLM was fitted with factors CE, MR, YE and age. Based on the results a
ANOVA table was computed (Table ??). The ANOVA table shows that YE and age
are significant factors and interactions between YE and age, and CE and YE are also
significant. Since MR is not a significant factor and has no significant interactions, it
can be dropped from further analyses of the simulation results

Table ?? shows the relative efficiency average over MR and years. This table
shows that the AR YE model is more efficient than the AR model when year effects
are present and almost just as efficient when no year effects are present. It shows that
as the YE increases the average relative efficiency also increases, meaning that the AR

YE model becomes more efficient than the AR model. When YE 0 and YE 0.5 the

models are very similar, however the AR model is slightly more efficient when YE 0

and the AR'Y

nodel is slightly more efficient when YE 0.5, Relative efficiency
depends on age when year effects are present. Relative efficiency tends to decrease
from age 5 to 6, then increase from age 6 to 8. The relative efficiency also depends on
CE when YE 2.0 When year effects are not present or small, there is little difference
between the levels of CE. However when YE 2.0 the relative efficiency for a given
age decreases as the level of CE increases.

Table ?? shows the percentage of iterations that converged when fit with the AR
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YE model. The AR YE model tends to converge less often than the AR model,
especially when YE, CE and MR factors are all high.

The AR YE model’s mean estimated proportions mature are close to the popu-
lation values for all combinations of YE (Figures ?? - 2?). When no year effects are
present the AR YE model estimates are very similar to the AR model’s with similar
average absolute biases and RMSEs close to 0 (Figures 27 and ??). When year effects
are present, the AR YE model fits the simulated proportions mature better than the
AR model. When YE is low the AR YE model fits slightly better than the AR model,
with slightly smaller average absolute bias and RMSE. As YE increases the fit of the
AR model worsens while the fit of the AR YE model tends to stays the same. The
simulated population proportion mature falls between the 93% and 5% quantiles for
most years. There is little difference in the fit of the AR YE model between the low
and high levels of CE. The average absolute bias and RMSE remains similar for all
levels of YE.

The AR YE model tends to overestimate the fixed intercept (4, Figures 77 and
??). When YE 0 the AR YE model estimates are similar to the AR model’s and

fairly close to the true parameter value with a bias close to 0. As YE increased the

bias and RMS estimates are closer to the

ncreased slightly however, the AR Y

true fixed intercept than the AR model’s, especially when YE - 2.0. The low level of

CE has slightly smaller biases and RMSEs than the high level for all levels of YE.
The AR YE model tends to underestimate the fixed slope (4, Figures 22 and ?7?).

As with the fixed intercept, when YE 0 the AR YE model estimates are similar to

the AR model's. For all levels of YE, the bias and RMSE of the AR YE model remain

small and close to zero. When year effects are present, the AR YE model estimates

are closer to the true fixed slope than the AR model’s, especially when year effects are

2, however the bias and RMS

high. There is little difference between the levels of C!
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tend to be smaller when CE 0.5
Figures 27 and 7 shows that when year effects are not present or low (YE 0.5)

the AR YE model random intercept (dy.) estimates are similar to the AR model’s

estimates and have similar absolute biases and RMSEs. As year effects increase, the
AR YE model's random intercept estimates remain close to the simulated random
intercepts with little change in the absolute bias and RMSEs. When YE is greater than
or equal to 1, the AR YE model random intercept estimates are closer to the simulated
than the AR model’s and have smaller absolute biases and RMSEs. especially when
YE 2. There is little difference in the fit of the AR YE model between the levels of
CE given a level of YE. However the bias and RMSEs are slightly smaller when CE
is high. For all levels of YE, the simulated random intercepts fall between the 95%
and 5% quantiles for most cohorts.

The AR YE model random slope () estimates are similar to the AR model
estimates and have similar absolute biases and RMSEs except when year effects are
high (Figures ?? and ??). When YE 2 the AR YE model estimates are closer to
the simulated random slope than the AR model and have a smaller absolute bias

and RMSE

As YE increases, the AR YE model’s absolute bias and RMSE tends to

increase slightly when CE is low. and decrease slightly when CE is high. The AR

YE model estimates remain close to the simulated random slopes for all levels of YE|

However when CE is high the estimates are closer and the simulated random slopes

fall between the 95% and 5% quantiles for more cohorts. When CE is low and year
effects are present, the AR YE model estimates for the first and last few cohorts
tend not to be as close to the simulated random slope as the other cohorts, with the

simulated values falling outside the 95% and 5% quantiles.
g

Figure 72 compares the mean estimated year effects (,) to the simulated popu-

lation

alue for each combination of CE and YE levels when MR 1.3. The average



absolute bias and RMSE displayed in the bottom right corner of each panel are caleu-
lated as in equations (??) and (?2) where § now represents random year effects and ¢
represents the year. When no year effects are present, the AR YE model random year
effects estimates are small and close to the simulated value, 0. Both the absolute bias
and RMSE are small and close to zero. When year effects are present, the estimated

vear effects are close to the simulated with the simulated year effects falling between

the ¢

% and 5% quantiles for most years, however the absolute bias and RMSE are
higher than when YE 0. The absolute bias and RMSE tends to decrease when YE 1
and increase when YE 2. There is little difference between the levels of CE, with the

absolute bias and RMSE remaining similar for all levels.

4.5 Discussion

When fitting data without year effects, the AR model would be more appropriate than

nodel on simulated

the AR YE model. However, comparing the fit of the AR Y
data without year effects with the AR model, there is very little difference between
them. The absolute biases averaged over the MR factor and years are very similar for
both models and are all close to zero. Both models also have very similar efficiency
since the relative efficiencies averaged over the MR factor and years are just under 1.

The AR YE model’s estimated maturities as well as it’s fixed and random effects are

very close to the AR model's, with very similar biases and RMSEs. The year effects

estimated by the AR YE model are close to zero and not significant

When fitting data with year effects, the AR YE model would definitely be more

appropriate than the AR model. Comparing the fit of the AR and AR YE models on
simulated data with year effects shows that the AR YE model tends to fit better than

the AR model, especially when the year effects are large. The AR YE model’s absolute
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biases, averaged over the MR factor and years, are smaller than the AR model’s. The
AR YE model is also more efficient since the relative efficiencies averaged over the
MR factor and years are all over 1. The AR YE model’s mean estimated maturities
are closer to the simulated population values with smaller absolute biases and RMSEs

than the AR model for all levels of YE. however the estimates are only slightly better

when YE is low. The AR YE model also tends to estimate the fixed and random

effe

ts better than the AR model. When year effects are low, the AR YE model
fixed and random effects estimates are similar to the AR model’s with slightly smaller
biases and RMSEs. As the year effects increase, the AR YE model’s estimates are
closer to the simulated effects than the AR model’s.

Another difference between the models is the number of iterations that converged.
The AR model converged more often than the AR YE model. For example when YE,

CE and MR levels are all high the AR model converged for 98.

of the iterations

where as the AR YE model converged for




Table 4.1: ANOVA table based on a GLM of the absolute bias with factors CE. MR,
YE. age and method.

Factor Df Deviance Residual Df  Residual De
Null 14111
Method 1 2.1959 14110 22.2617
CE 2 0.0109 14108 22.2508
MR 2 0.0783 14106 22.1725
YE 3 2.3326 14103 19.8399
Age 3 0.4471 14100
Method x CE | 2 "0.0108 14098
Method x MR | 2 0.0727 14096
Method x YE | 3 2.1328 14093 17.1765
Method x Age | 3 0.0667 14090 17.1099
CE x MR 4 0.0102 14086 17.0997
CE x YE 6 0.0054 14080 17.0942
CE x Age 6 0.1079 14074 16.9863
MR x YE 6 0.0455 14068 16.9408
MR x Age 6 0.0333 14062 16.9075
9 0.0710 14053 16.8364

YE x

o



Table 4.2: Absolute bias averaged over MR and years.

YE
0 0.5 1.0 2.0

CE|Age| AR ARYE| AR ARYE| AR ARYE| AR ARVYE
0.5 5 0.007320.00736 | 0.0201  0.0109 | 0.0392  0.0103 | 0.0713 0.01020
6 0.01570  0.01360 | 0.0380  0.0240 | 0.0627 0.0215 | 0.1050  0.02040

7 0.01320  0.01320 2 0.0176 | 0.0500  0.0158 | 0.0949 0.01490

8 0.00562  0.00569 0.0073 | 0.0240  0.0069 | 0.0536 0.00718

LO [ 5 001050 0.01050 0.01460 | 00434 0.01400 [ 0.0779  0.01420
G| 0.01390 0.01390 002210 | 0.0541  0.02040 | 0.0968 0.01830

7 0.01280 0.01280 0.01680 | 0.0443  0.01600 | 0.0817 0.01460

8 000746 0.00754 | 0.0153  0.00991 | 0.0287 0.00938 | 0.0574 0.00878

15 5 001170 001160 | 0.0246  0.0170 | 0.0436  0.0161 | 0.0807 0.01600
6 0.01040  0.01050 | 0.0260  0.0179 | 0.0434  0.0168 | 0.0810 0.01490

7 0.01090  0.01090 | 0.0215  0.0149 | 0.0383  0.0145 | 0.0693 0.01370
00318 0.0105 | 0.0586 0.00899

8 10.00755 0.00754 |

0.0174  0.0114

Table 4.3: Percentage of 1000 iterations that converged when the AR model was used
to fit the simulated data. The simulation factors used to generate the simulated data
column (YE) and second column (CE).

are shown in the top row (MR), the first

YE

CE

MR

1.0

0.0

0.5

1.0

0.5

100%
100%
98.7%

d

1
100%

97.
100%
98.8%

96.0%
99.8%
97.4%




Table 4.4 ANOVA  table based on a GLM of relative efficiency
(ARRarse/ARY Epyse) with factors CE, MR, YE and age.

Factor | Df Deviance Residual DI Residual Deviance
Nl [ 7101
CE 2 a7 71044
MR 2 17 71027
YE 3 7822 7048 63205
Age 3 a7 7045 62787

CE x MR | 4 1 7041 62786
CExYE | 6 34 7035 62732
CE x Age | 6 49 7029 62684
MR x YE | 6 9 7023 62674
MR x Age | 6 19 017 62656
YE x Age | 9 854 7008 61801

Table 4.5: Relative efficiency averaged over MR and years.

YE
CE | Age ( L0 20
05| 5 3 L17T 182 3.62
6 0.985 110 1.51
7 10987 L14 172
8 0.990 1.22 207
L0 5 [0988 L12 167
6 0.989 1.09 147
T 0.990 1.10 1.61
8 0991 114 179
15| 5 [0.98 109 1
6 0991 108 145 2.80
7 10992 107 150 3.48
8 0991 109 159 4.23




Table 4.6: Percentage of 1000 iterations that converged when the AR YE model was
used to fit the simulated data. The simulation factors used to generate the simulated

data are shown in the top row (MR), the first column (YE) and second column (CE).
MR

YE |CE[ 1.0 16

0.5 [ 100%  100%  100%
0.0 | 1.0 | 99.8% 9¢ 97.5%
L5 | 97.5% 90.2% 92.4%
0.5 [ 100%  99.9% 99.9%

0.5 100%  99.3% 98.1%
96.0% 94.6% 95.3%
100%  99.9%  100%
1.0 % 95.9%
92.6% 9
- C100%  100% 100
2.0 96.5% 96.4% 81.5%
98.8% % 73.4%

a8
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Figure 4.2: MR’s used to generate simulated data. The simulation factors used to
generate the data are shown in the left margin (CE) and on the top (AR).
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Figure 4.3: Simulated and mean estimated proportion mature vs year. Column 1:
Pmpomum mature estimated using the autoregressive (AR) mixed effects model
= 0). Column 2: Proportions mature estimated using the AR model with
vear effects (AR YE). Simulated data with no year effects generated using simulation
factors C'FE = 0.5 and MR = 1.3.
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Figure 4.4: Simulated and mean estimated proportion mature vs year. Column 1:
s mature estimated using the autoregressive (AR) mixed effects model
Column 2: Proportions mature estimated using the AR model with
vear effects (AR YE). Simulated data with no year effects generated using simulation
factors CF = 1.5 and MR = 1.3.
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Figure 4.5: Simulated and mean estimated proportion mature vs year. Column 1
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature mated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y /2 = 0.5,
CE=05and MR =13.
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Figure 4.6: Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y E = 0.5,
CE=15and MR=13.
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Figure 4.7 Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y £ = 1.0,
CFE=05and MR =13,
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Figure 4.8: Simulated and mean estimated proportion mature vs v
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effec
YE). Simulated data with year effects generated using simulation factors ¥
CE=15and MR=13.
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Figure 4.9: Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data mnh vear effects generated using simulation factors Y F
CFE=05and MR
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Figure 4.10: Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.

Column 2: Proportions mature estimated using the AR model with year effect:

(AR

YE). Simulated data with year effects generated using simulation factors Y F2 = 2.0,

CE=15and MR =13.
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Fignre 4.11: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE-0.5 and MR- 1.3. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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Figure 4.12: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE-1.5 and MR~ 1.3. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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right margin. Vertical lines indicate the value of the true parameter used to gener-
ate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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Chapter 5

Conclusion

To investigate if the use of mixed models could improve maturity estimates and fore-
cast accuracies in Atlantic cod stocks, Dowden (2007) applied three models to the 3Ps

cod maturity data. A generalized linear model called the fixed effects (FE) model,

and two generalized linear mixed models- an autoregressive (AR) mixed effects model

and a AR mixed effects model with random year effects (AR YE). Dowden’s results
showed that the mixed effects models are more appropriate choice for modeling matu-
rities in Atlantic cod stocks with the AR YE model improving maturity estimates and

forecast accuracies the most. All the models had similar estimated proportions ma-

ture, which are close to the actual proportions, however the AR YE model estimated
proportions changed more smoothly than the other models when the year effects were
treated as a nuisance parameter. The estimated o, A1, MR and Agy where also
smoother over time for the AR YE model. The retrospective analysis showed that
all the models have problems with accuracy in forecasting maturities for some years

and have some large retrospective errors. However the AR YE model where the year

ilts, with the

effects are treated as a nuisance parameter had the best retrospective

proportions mature varying less than the other models and with smaller retrospective



errors.

Based on the observed maturities and the y? residuals of the 3Ps cod data, there

appeared to be some potential year effects in the data. Investigating the source of
these potential year effects are beyond the scope of this practicum. Choosing the

1 model to fit the cod maturity data depends on whether or

most appropriate miy
not these potential year effects are real. The AR model is more appropriate when no
year effects are present in the data, while the AR YE model is more appropriate if
year effects are present. To investigate whether the AR or the AR YE model is more
appropriate for modeling maturities when it is unknown if year effects are present in
the data, a simulation study was conducted. Maturity datasets were generated using

the 3Ps cod data parameter estimates of the AR and AR YE models and using three

simulation factors, a cohort effect (CE) factor, maturity range (MR) factor and a year
offect (YE) factor. Using three different levels of these simulation factors provides a
range of contrast between cohorts, active ranges and the sizes of the year effects. Both
the AR and AR YE models were applied to the simulated data.

From the results of the simulation study, the AR YE model appeared to be more
appropriate than the AR model to fit data when the presences of year effects are
unknown. Based on the ANOVA tables of the absolute bias and relative efficiency,

nificant factor and was dropped. Comparing the absolute bias of

MR was not a
the models averaged over MR and years showed that for a given age and level of CE,
the bias for both models were very similar and close to 0 when no year effects were
present. When year effects are present, the AR YE model’s absolute bias is smaller

As the year effects

than the AR model’s for each given age and level of CE and YE

sed while the AR YIE model’s bias

increased, the absolute bias of the AR model ine
had little change.

The relative efficiency also averaged over MR and years showed that the AR YE



model is either as efficient or more efficient than the AR model depending on the
year effects. When year effects are not present, there is very little difference in the

efficiency of the models, with the AR model only very slightly more efficient then the

AR YE model. W

I the presence of year effects, the AR YE model becomes more
efficient than the AR model for all ages and levels of CE. As the year effects increases.
the AR YE model becomes even more efficient than the AR model. This shows there
is little risk in using the AR YE model. The performance of the AR YE model on

Atlantic cod maturity data is very similar to the AR model when no year effects are

resent, and more accurate and efficient when they are present

The AR YE model maturity estimates are similar or more accurate than the AR
model’s depending on the level of year effects. When there were no year effects present
in the simulated data, the results of the AR YE model were very similar to the AR
model results. With year effects in the data, the AR YE model fit better than the AR
model. When the year effects were small or not present, the AR model’s estimated
maturities are close to the simulated population values. As the year effects increased.

the AR model’s estimated maturities became les

accurate with the average absolute
bias and the RMS

increa

ing as the year effects increased. The AR YE model’s
estimated maturities remained close to the simulated population values for all levels

of year effects with only slight increases in the RMSE

s the year effects increased

mparing the AR YE model’s estimated year effects with the simulated values
showed that the estimates are most accurate when year effects are low. When no

year effec

were present, the estimated year effects were close to zero with very small

average absolute bias and RMSE. When year effects were present, the estimated year

effects were close

to the simulated population values for the medium level of year
effects (YE 1), As the year effects increased the estimates became less accurate with

the average absolute bias and RMSE increasing.
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The fixed and random effects estimates of the AR and AR YE model were also
compared at each level of YE. Histograms of the fixed intercept and fixed slope esti-
mates showed that when no year effects were present, the estimates of the AR and AR
YE model were very similar and close to the simulated values. Both models tend to
overestimate the fixed intercept and underestimate the fixed slope when year effects
were present. The AR YE model estimates for both fixed effects were closer to the

car effects increased, the ac-

simulated values than the AR model estimates. As the y
curacy of the AR model estimates worsened with both the bias and RMSE increasing.
There was little change in the accuracy of the AR YE estimates, with the bias and

RMSE increasing slightly.

alues

estimates of both models with the simulated

Comparing the random eff

r effects were low, the random

showed that when no year effects were present or ye
intercept and random slope estimates of the AR and AR YE model were very similar,
When year effects are present, the AR YE model estimates are closer to the simulated
values than the AR estimates. As the year effects increased. the accuracy of the
AR model estimates worsened with the average absolute bias and RMSE increasing
with YE. The accuracy of the AR YE model estimates changed very little as YE

increased, with the average absolute bias and RMSE of the random intercept estimates

decreasing slightly and the random slope estimates absolute bias and RMSE increasing

slightly
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Appendix A

Figures from the Simulation Study

A.1 Simulated and mean estimated proportion ma-

ture vs year figures
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Figure A.1: Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effect
YE). Simulated data with no year effects generated using simulation factors C'F = 0.5
and MR = 1.0.
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Fignre A.2: Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with no year effects generated using simulation factors ('F = 1.0
and ATR = 1.0.
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YE). Simulated data with no year effects generated using simulation factors ('F = 1.5

and MR = 1.0.
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Figure A.4: Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with no year effects generated using simulation factors ('E = 0.5
and MR = 1.3.
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Figure A.5: Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with no year effects generated using simulation factors C'F = 1.0
and MR = 1.3.
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Figure A.6:
Proportions mature
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with no year effects generated using simulation factors ('F
and MR =13.
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Figure A.7: Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with no year effects generated using simulation factors ('F = 0.5
and MR = 1.6.
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Figure A8 Simulated and mean estimated proportion mature vs year. Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with no year effects generated using simulation factors C'E = 1.0
and MR =1.6.
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Figure A.9: Simulated and mean estimated proportion mature vs . Column 1:
Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR

imulated data with no year effects generated using simulation factors C'F
and MR = L6,
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Fignre A.10: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y /7 = 0.5,
CE=05and MR =1.0.
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Figure A.11: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the antoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y E = 0.5,
CE=1.0and MR = 1.0.
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Figure A.12: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
'E). Simulated data with year effects generated using simulation factors Y £ = 0.5,
CE=15and MR =1.0.
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Figure A.13: Simulated and mean estimated proportion mature vs year.  Column
1: Proportions mature mated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y /7 = 0.5,
CE=05and MR =13.
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Figure A.14: Simulated and mean estimated proportion mature vs year.
1: Proportions mature estimated using the autoregre

Column

ve (AR) mixed effects model.

Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with vear effects generated using simulation factors Y E = 0.5,

CE=10and MR=13.
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Figure A.15: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors ¥ 0.5.
CE=15and MR =13.

99



ARYE

— Simula
= e s
0% e nies

\\J«/\/ e 001

e RSE = 003

/\}\/N
A I
Af WOV iy S
/\/ Vie
/\J\‘{
e

M/”\/\W/\\r

orage b = 00179 orage bac = 00957
o7 wrage RVSE - 0047 rage RMSE = 00204

Proportion Mature

w0 wn w0 o oamo w0 em e w0 am

Year

Fignre A.16: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y E = 0.5,
CE=05and MR =1.6.
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Figure A.17: Simulated and mean estimated proportion mature vs year. Column
1 Proportions mature estimated using the autoregressive (AR) mixed effects model

Column 2: Proportions mature estimated using the AR model with year effects

(AR

YE). Simulated data with year effects generated nsing simulation factors Y £ = 0.5

CE=10and MR =16.
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Fu,mt‘ AL18: Simulated and mean estimated proportion mature vs year. Column

: Proportions mature estimated using the autoregres

ive (AR) mixed cffects model.

Cul\mm 2: Proportions mature estimated using the AR model with year effects (AR

YE). Simulated data with year effects generated using simulation factors Y

CE=15and MR =16.
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Figure A.20: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the antoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effe
YE). Simulated data with year effects generated using simulation factors Y = 1.0,
CE=10and MR =10.
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¢ Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR

YE). Simulated data with year effects generated using simulation factors Y /2 = 1.0,
( E=15

and MR = 1.0.
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Figure A.22: Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y £ = 1.0,
CE=05and MR =13.
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Figure A mulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y /2 = 1.0,
CE=10and MR =13.
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Fignre A.24: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.

Column 2: Proportions mature estimated using the AR model with
'E). Simulated data with year effects generated using simulation factors Y2 = 1.0,

1.5 and MR =
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Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y E = 1.0,
CE=05and MR =1.6.
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Figure A.26: Simulated and mean estimated proportion mature vs year.
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Column

1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y E = 1.0,
CE=10and MR =16.
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Fignre A.27: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y F = 1.0,
CE=15and MR =16.
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Figure A.28: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y FE = 2.0,
CE=05and MR =1.0.
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Figure A.29: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y F2 = 2.0,
CE=10and MR =10.
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Figure A.30: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y E = 2.0,
CE=15and MR =1.0.
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Fignre A.31: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with year effe
YE). Simulated data with year effects generated using simulation factors Y E = 2.0,
CE=05and MR =13.
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Figure A.32: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.

Column 2: Proportions mature estimated using the AR model with ye:

ar effect

(AR

YE). Simulated data with year effects generated using simulation factors Y 1 = 2.0,

CE=10and MR=13.
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Figure A.33: Simulated and mean estimated proportion mature vs year. Column

1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature estimated using the AR model with ye
YE). Simulated data with year effects generated using simulation factors Y F = 2.0,
CE=15and MR =13.
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Figure + Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autoregressive (AR) mixed effects model.
Column 2: Proportions mature mated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y /7 = 2.
CE=05and MR =1.6.
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Figure A.35: Simulated and mean estimated proportion mature vs year. Column
1 Proportions mature estimated using the autoregressive (AR) mixed effects model
Column 2: Proportions mature estimated using the AR model with year effects (AR
YE). Simulated data with year effects generated using simulation factors Y F = 2.0,
CE=10and MR =16.
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Figure A.36: Simulated and mean estimated proportion mature vs year. Column
1: Proportions mature estimated using the autore; ve (AR) mixed effect;
Column 2: Proportions mature estimated using the AR model with year effe
YE). Simulated data with year effects generated using simulation factors Y F = 2.0,
C'E=15and MR = 1.6.
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A.2 Histograms of the estimated fixed intercept
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Figure A.37: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE-0.5 and MR—1.0. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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Figure A.39: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE and MR=1.0. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model

estimates.
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Figure A.40: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE-0.5 and MR~ 1.3. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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Figure A.41: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE- 1.0 and MR 1.3. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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Figure A.42: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE- 1.5 and MR 1.3. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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Fignre A.43: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE- 0.5 and MR- 1.6. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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Figure A.44: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE-1.0 and MR~ 1.6. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model
cstimates.
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Figure A.45: Histograms of the estimated fixed intercept. Simulated data were gen-
erated using simulation factors CE-1.5 and MR~ 1.6. The YE factor used is listed
in the right margin. Vertical lines indicate the value of the true parameter used to
generate the data. First column: AR model estimates. Second column: AR YE model
estimates.

w

#
&

—
F

130



A.3 Histograms of the estimated fixed slope
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using simulation factors CE-0.5 and MR- 1.0. The YE factor used is listed in the
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ate the data. First column: AR model estimates. Second column: AR YE model
estimates
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Figure A.48: Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE- 1.5 and MR 1.0. The YE factor used is listed in the
right margin. Vertical lines indicate the value of the true parameter used to gener-
ate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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ate the data. First column: AR model estimates. Second column: AR YE model
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Figure A.53: Histograms of the estimated fixed slope. Simulated data were generated
using simulation factors CE=1.0 and MR~1.6. The YE factor used is listed in the
right margin. Vertical lines indicate the value of the true parameter used to gener-
ate the data. First column: AR model estimates. Second column: AR YE model
estimates.
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A.4 Simulated and mean estimated random inter-

cept vs cohorts figures
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Figure A.56: Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE- 1.0 and MR 1.0. The YE factor
used is listed in the right margin. Column 1: Random intercept estimated using the
antoregressive (AR) mixed effects model. Column 2 Random intercept estimated
using the AR model with year effects (AR YE).
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Figure A.59: Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE- 1.0 and MR 1.3. The YE factor
used is listed in the right margin. Column 1: Random intercept estimated using the
autoregressive (AR) mixed effects model. Column 2: Random intercept estimated
using the AR model with year effects (AR YE).
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Figure A.60: Simulated and mean estimated random intercept vs cohorts. Simmlated

data were generated using simulation factors CE- 1.5 and MR 1.3. The YE factor
5 wl in the right mur;,m Column 1: Random intercept estimated using the
¢ (AR) mixed effects model. Column 2: Random intercept estimated
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Figure A.61: Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE- 0.5 and MR 1.6. The YE factor
used is listed in the right margin. Column 1: Random intercept estimated using the
antoregressive (AR) mixed effects model.  Column 2: Random intercept estimated
using the AR model with year effects (AR YE)
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Figure A Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE- 1.0 and MR 1.6. The YE factor
used is listed in the right margin. Column 1: Random intercept estimated using the
autoregressive (AR) mixed effects model. Column 2: Random intercept estimated
using the AR model with year effects (AR YE).
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Fignre A.63: Simulated and mean estimated random intercept vs cohorts. Simulated
data were generated using simulation factors CE- 1.5 and MR 1.6. The YE factor
used is listed in the right mar;,m Column 1: Random intercept estimated using the
antoregressive (AR) mixed e model. Column 2: Random intercept estimated
using the AR model with year effects (AR YE).

150
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cohorts figures
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Fignre A.G5: Simulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE- 1.0 and MR 1.0. The YE factor
used s listed in the right margin. Columm 1 Random slope estimated using the
antoregressive (AR) mixed effects model. Column 2: Random slope estimated using
the AR model with year effects (AR YE).
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Figure A.66: Simulated and mean estimated random slope vs cohorts. Simulated
data were gencrated using simulation factors CE - 1.5 and MR 1.0. The YE factor
used is listed in the right margin. Column 1: Random slope estimated using the
antoregressive (AR) mixed effects model. Column 2: Random slope estimated using
the AR model with year effects (AR YE).
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Figure A.67: Simulated and mean estimated random slope vs cohorts.  Simulated
data were generated using simulation factors CE- 0.5 and MR 1.3. The YE factor
used is listed in the right margin. Column 1: Random slope estimated using the
autoregressive (AR) mixed effects model. Column 2: Random slope estimated using
the AR model with year effects (AR YE)
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Fignre A.68: Simulated and mean estimated random slope vs cohorts.  Simulated

data were generated using simulation factors CE

1.0 and MR

used is listed in the right margin. Column 1: Random slope

antoregressive (AR) mixed effects model
(AR YE).

the AR model with year effects
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Figure A.69: Simulated and mean estimated random slope vs cohorts.  Simulated
data were generated using simulation factors CE - 1.5 and MR 1.3. The YE factor
used is listed in the right margin. Column 1: Random slope estimated using the
autoregr e (AR) mixed effects model. Column 2: Random slope estimated using
the AR model with year effects (AR YE).
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antoregressive (AR) mixed effects model. Column 2: Random slope estimated using
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Figure A.71: Simulated and mean estimated random slope vs cohorts. Simulated

data were generated using simulation factors CE- 1.0 and MR 1.6, The YE factor
used is listed in the right margin. Column 1: Random slope estimated using the
antoregressive (AR) mixed effects model. Column 2: Random slope estimated using

the AR model with year effects (AR YE).
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Fignre A.72: Simulated and mean estimated random slope vs cohorts. Simulated
data were generated using simulation factors CE- 1.5 and MR 1.6. The YE factor
used is listed in the right margin. Column 1: Random slope estimated using the
antoregressive (AR) mixed effects model. Column 2: Random slope estimated using
the AR model with year effects (AR YE).
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A.6 Simulated and mean estimated year effects vs

years figures
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Figure / Simulated and mean estimated year effect Simulated data
were generated using simulation factor MR- 1.0. The CE and YE factors used are
listed in the top and right margins respectively.
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Figure A.74: Simulated and mean estimated year effects vs years. Simulated data
were generated using simulation factor MR- 1.3. The CE and YE factors used are
listed in the top and right margins respectively.
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Figure A.75: Simulated and mean estimated year effects vs years. Simulated data
were generated using simulation factor MR~ 1.6. The CE and YE factors used are
listed in the top and right margins respectively.
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