


calendering (8flattening9) process at the end of the line, where the sheet caliper is controlled to 











Figure 2 Anscombe9s Quartet
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the process are not shown, such as the flow of TMP. <A

tank levels, pH of stock, consistencies, etc.= (Koivo, 2009).



the final paper9s strength (Marklund et al., 1998). 
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response (or 8dependent9) variable, with the remaining variables as the predictor 



variables only take on a finite number of possible values. The variables labelled <Appears to be 
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he <last value carried forward= method
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<Regression methods=

because these variables were riddled with many <No good data tags= values or were binary 
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<the correlated variates= but did not dive into the concept of correlation (Rodgers & 

Nicewander, 1988). In 1888, Galton used the term <Co lation= when measuring closeness. Finally, in the 

Poole and O9Farrell (1971) investigate how r
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is sometimes called the 8residual error9 or simply a 8residual.9

positive or negative. The value b (the 8intercept9) represents what the dependent variable would 

Sir Francis Galton9s inquiry into pea plant genetics. 



the model9s

Anscombe9s quartet, four datasets with nearly the same summary 
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O9Farrell

through tests such as Hartley9s Fmax test or Bartlett9s test; it 



<Principal component 

they retain= (Ringnér, 2008). PCA projects high
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vectors are the 8principal components9 of the transformed 



from 8steep9 to 8not steep9

published <The Organization of Behaviour= about neurons and their interactions (Tarca et al., 



8layer 09 of the network.

8weights,9 8bias9

8activation9 function and is typically a simple nonlinear function such as

neuron 8summing9 their total (weighted) inputs and finally 8firing9 (creating an output) if 

8learnable parameters9



A neural network N is 8trained9 to 8learn9 a function during the training process.

) is computed and compared to the 8desired9 output y



sometimes a network can learn the training data 8too 

well,9 which means the network will continue to tweak weights to decrease the error between 
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Leven9s

used. The main difference is that Welch9s

ANOVA9s



value in Welch9s test is less than 0.05, we 

























































Mx_Caliper9s variance can be explained in the fir



















similar to Figure 26, which indicates that the model9s prediction y









Similar to correlation analysis9s investigation of simple linear associations, neural networks 



like the time delay of some variables9
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