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Abstract

Marginally outer trapped surfaces (MOTS) are closed spacelike surfaces from which

outgoing light rays neither converge nor diverge. In recent years they have been found

to be a key tool for understanding black hole geometries. In particular, the stabil-

ity operator provides information on whether the marginally outer trapped surfaces

(MOTS) bounds a trapped region. This study investigates the eigenvalue problem

associated with the stability operator for MOTS in the context of Weyl-distorted

Schwarzschild solutions. By solving the eigenvalue problem, we aim to understand

whether these solutions can always be understood as black holes.

Keywords: Black holes, marginally outer trapped surfaces (MOTS), stability

operator, Weyl-distorted Schwarzschild solutions.
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Chapter 1

INTRODUCTION

1.1 The Enigma of Black Holes

Black holes are among the most mysterious and enigmatic objects in the cosmos.

These regions of spacetime are defined by such immense gravity that not even light

can escape their pull [27]. The concept of black holes arises from Einstein’s theory

of General Relativity. This theory suggests that when a mass becomes sufficiently

compact, it warps spacetime to such an extent that a black hole forms [16]. Several key

features define these cosmic phenomena. The first is the Event Horizon—the invisible

boundary surrounding a black hole, beyond which escape becomes impossible because

the required speed exceeds that of light [36]. For a static, spherically symmetric black

hole in vacuum, this boundary is at the Schwarzschild radius:

rs =
2Gm

c2
. (1.1)

Here, G is the gravitational constant, m is the mass of the black hole, and c is the

speed of light [49]. Within the event horizon lies the singularity, a point where the



2

spacetime curvature becomes infinite, and our current understanding of physics fails

to describe the conditions [40].

The story of gravity itself is one of the most remarkable journeys in the history of

science. Isaac Newton’s law of universal gravitation was the first successful theory to

describe the attraction between masses [38]. Newton proposed that every particle in

the universe attracts every other particle with a force inversely proportional to the

square of the distance between them:

F =
Gm1m2

r2
. (1.2)

This equation, where F is the gravitational force between two masses m1 and m2

separated by a distance r, and G is the gravitational constant, became a cornerstone

of classical mechanics that beautifully explained physical scenarios such as the motion

of planets and moons but fell short in accounting for certain phenomena, like the

bending of light or the peculiar orbit of Mercury [33]. These puzzles hinted at the

need for a new understanding of gravity [60].

Enter Albert Einstein, who, in 1915, revolutionized our understanding of gravity

with his general theory of relativity. Instead of viewing gravity as a force, Einstein

described it as a curvature of spacetime caused by mass and energy [17]. Massive

objects like the Sun bend the fabric of spacetime, and this curvature dictates the

motion of objects, much like a marble rolling along a curved surface. This elegant

theory not only explained the anomalies in Mercury’s orbit but also predicted the

bending of light by gravity, both of which were later confirmed by observations [15].

At the heart of Einstein’s theory are the field equations:

Rµν −
1

2
Rgµν + Λgµν =

8πG

c4
Tµν . (1.3)
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These equations describe how matter and energy influence the curvature of spacetime,

with Rµν representing the Ricci curvature tensor, R the Ricci scalar, gµν the metric

tensor, Λ the cosmological constant, and Tµν the stress-energy tensor [17]. They

outline a dynamic relationship between spacetime and the distribution of matter and

energy, giving rise to various gravitational phenomena [31] such as the equivalence

principle, which states that the effects of gravity are indistinguishable from those of

acceleration within a local inertial frame. This principle led to the realization that

free-falling particles follow geodesics through spacetime, analogous to Riemannian

geodesics (see Figure 1.1), which represent paths of extremal length between fixed

points in curved space.

1.2 Geodesics in General Relativity

In the familiar geometry of flat, Euclidean space, the shortest path between two points

is a straight line. However, in the context of curved spacetime, as described by general

relativity, the closest analog to a straight line is a geodesic. Geodesics represent the

paths that objects follow when they are under the influence of gravity alone, without

any additional forces. The geodesic equation mathematically describes this path as:

d2xµ

dτ 2
+ Γµαβ

dxα

dτ

dxβ

dτ
= 0, (1.4)

where xµ denotes the coordinates in spacetime, τ is the proper time experienced by

the moving object, and Γµαβ are the Christoffel symbols. The Christoffel symbols, Γµαβ,

can be expressed in terms of the metric tensor gµν as:

Γµαβ =
1

2
gµσ (∂αgσβ + ∂βgσα − ∂σgαβ) , (1.5)
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where gµσ is the inverse metric tensor, and ∂α denotes partial differentiation with

respect to the coordinate xα. These symbols encapsulate information about the cur-

vature of spacetime, effectively capturing how gravity influences the path of an object

[11].

Equator

Geodesic Path

North Pole

South Pole

Figure 1.1: Illustration of a geodesic path on a curved sphere. These geodesics are
known as great circles.

Null geodesics expressed in Figure 1.2 describe the path taken by massless particles

such as photons. A distinctive feature of null geodesics is that the spacetime interval

along them is zero. This can be expressed mathematically as:

ds2 = gµνdx
µdxν = 0. (1.6)

This zero interval distinguishes null geodesics from timelike or spacelike paths, and it

highlights their role in signaling or causal propagation at the speed of light.

In the context of black holes, null geodesics reveal particularly interesting behaviors.

Close to a black hole, the gravitational effects become so intense that the paths of null

geodesics bend significantly, forming structures like photon spheres. The expansion
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Figure 1.2: In flat Minkowski spacetime, a light-like geodesic is illustrated, as opposed
to time-like geodesics and space-like geodesics [32].

scalar, θ, measures the rate at which nearby null geodesics converge or diverge and is

defined for an affinely parameterized null geodesic as:

θ = ∇ak
a, (1.7)

where ∇a denotes the covariant derivative, and ka is the tangent vector to the null

geodesic [11]. Here, ka is normalized such that it satisfies the affine parameterization

condition, making θ a well-defined measure of expansion along the geodesic. The

behavior of the expansion scalar plays a major role in defining trapped surfaces and

the event horizons. In flat spacetime, where θ > 0, this means that light rays emitted

outwards from a sphere, will diverge. At the event horizon of a stationary black

hole, light rays do not converge or diverge and thus satisfy θ = 0. Inside the event

horizon, all light rays in any direction converge towards the singularity meet, thereby



6

indicating θ < 0 [11].

1.3 Trapped Surfaces

A trapped surface is a closed spacelike two-dimensional surface in a four-dimensional

spacetime where the expansion of both ingoing and outgoing future-directed null

geodesics is everywhere negative. That is, normal light rays, whatever their initial di-

rection, are forced to converge towards each other. Mathematically, for a two-surface

(S), we define two null vector fields, (la) (outgoing) and (na) (ingoing), normalized

such that l ·n = −1 [58]. The concept of trapped surfaces lies at the heart of Penrose

singularity theorem: under certain conditions, a trapped surface unavoidably leads

to a singularity. This result, depicted in Figure 1.3, below was striking as it showed

that singularities are a generic feature of gravitational collapse, not only an artifact

of highly symmetric situations, as was believed before [40]. Consequently, trapped

surfaces are often used as local indicators of black hole regions. Unlike the event

horizon, which is a global concept that requires the knowledge of future spacetime,

trapped surfaces can be identified locally, making them invaluable in numerical rela-

tivity [54]. The apparent horizon is the boundary for the union of all trapped surfaces

in a given spacelike slice of spacetime. The concept is very important in numerical

relativity when tracing the evolution of black holes in simulations [5]. Table 1.1 shows

the classification of closed surfaces based on their null expansion [50].

1.4 Marginally Outer Trapped Surfaces (MOTS)

Let us consider a four-dimensional time-orientable spacetime (M, gab) and a two-

dimensional spacelike surface S embedded within it. To understand MOTS, we first
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Figure 1.3: This diagram is based on Penrose’s paper from 1965 showing the collapse of
matter into a black hole. On a trapped surface, all light cones are pointed inwards and
the singularity formation is inevitable. Credit: Royal Swedish Academy Of Science
[19]

need to establish a clear notion of “inside” and “outside” for S [1]. This distinction

allows us to define future-oriented outward-pointing (la) and inward-pointing (na) null

normal vectors to S. The expansions along these null directions are given by:

θ(l) = q̃ab∇alb and θ(n) = q̃ab∇anb, (1.8)

where q̃ab is the projection operator onto S, defined as:

q̃ab = gab + lanb + nalb. (1.9)
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Surface
Type

θ(l) θ(n) Physical Inter-
pretation

Untrapped > 0 < 0 Light rays diverge
in one direction,
converge in the
other

Trapped < 0 < 0 Light rays converge
in both directions

Outer-
trapped

< 0 No restriction Outgoing light rays
converge

Marginally
outer
trapped

= 0 No restriction Outgoing light rays
neither converge
nor diverge

Bifurcating = 0 = 0 Both ingoing and
outgoing light rays
are stationary

Table 1.1: Classification of Closed Surfaces Based on Null Expansions

These expansions represent the rate of change of the surface area along the respective

null directions [6]. In flat spacetime, we would expect θ(l) > 0 and θ(n) < 0, indicating

an area increase for outward deformations and a decrease for inward deformations. A

surface S is classified as a Marginally Outer Trapped Surface (MOTS) if:

θ(l) = 0. (1.10)

This condition signifies that light rays emitted orthogonally from S in the outward

direction have zero expansion, neither converging nor diverging to the first order [4].

The classification of surfaces based on the signs of θ(l) and θ(n) is invariant under

rescaling of the null vectors. For any function F , if we rescale the null vectors as:

la → eF la and na → e−Fna, (1.11)
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the expansions transform as θ(l) → eF θ(l) and θ(n) → e−F θ(n), preserving their signs

[29]. The full extrinsic geometry of a two-surface is characterized not only by the

expansions θ(l) and θ(n), but also by the shears σab(l) and σab(n), and the curvature of the

normal bundle Ωab. These quantities are related to the variation of the induced metric

q̃ab under deformations:

δlq̃ab =
1

2
θ(l)q̃ab + σ(l)ab and δnq̃ab =

1

2
θ(n)q̃ab + σ(n)ab. (1.12)

The curvature of the normal bundle is given by:

Ωab = daω̃b − dbω̃a, (1.13)

where da is the induced covariant derivative on S and ω̃a = −q̃banc∇bl
c is the connection

on the normal bundle [7]. The stability of MOTS is of particular interest, as it provides

information about the evolution of black hole horizons. For a MOTS S, we can study

its stability by considering variations of θ(l). In vacuum spacetimes, these variations

are given by:

δlθ(l) = −σab(l)σ
(l)
ab , (1.14)

δnθ(l) = −1

2
R̃− daω̃a + ω̃aω̃

a, (1.15)

where R̃ is the Ricci scalar of S [7]. These variations allow us to classify MOTS

further. Following Hayward’s classification [29], a MOTS is an outer trapping horizon

if there exists a scaling of the null vectors such that δnθ(`) < 0. This condition ensures

that the MOTS can be infinitesimally deformed into an outer trapped surface. The

relationship between MOTS and event horizons is a subject of great importance in

black hole physics. As Wald emphasizes [58], the evolution of light rays from a MOTS
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is intimately connected to the null energy condition:

Rabl
alb ≥ 0, (1.16)

and the asymptotic structure of spacetime.

MOTS are guaranteed to either lie within or coincide with the event horizon.

The causal character of the time evolved apparent horizon (often a marginally outer

trapped tube, MOTT, which consists of a collection of such MOTS forming a tube-like

structure) can vary [6] :

• When Rabl
alb = 0, the MOTT is null and non-expanding.

• When Rabl
alb > 0, the MOTT is spacelike and expanding.

These conditions provide us with a rich framework for understanding the dynamics

of black hole horizons in various physical scenarios.

1.4.1 Types of Marginally Outer Trapped Surfaces

There are various types of MOTS. Bifurcating MOTS occur when a single MOTS

splits into two distinct surfaces or, conversely, when two MOTS merge into one. The

work of Pook-Kolb et al. [41] on binary black hole mergers beautifully illustrates this

phenomenon. A typical merger scenario starts with two stable MOTS representing

the individual black holes. As they approach each other, a new pair of MOTS which

enclose the original black hole appears – one stable and one unstable. The stable one

grows to become the apparent horizon of the merged black hole, while the unstable

one shrinks and eventually meets the two original MOTS.

The self-intersecting MOTS, another type of MOTS was first discovered in numerical
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simulations of binary black hole mergers [41], and challenged our intuitive understand-

ing of black hole boundaries. These MOTS form when the inner common MOTS hugs

the individual black hole MOTS, even after they have merged. This results in a sur-

face that passes through itself, creating a complex, pretzel-like structure as shown in

Figure (1.4) below:

Figure 1.4: Examples of self-intersecting MOTSs exhibiting complex pretzel-like struc-
tures. The figure shows a variety of MOTSs, including surfaces with self-intersections.
The three dark curves correspond to Souter and S1,2, while the lighter curves indicate
surfaces with increasing instability. The presence of self-intersections highlights the
intricate geometry of these surfaces [42]

.

A Dynamical Horizon is a MOTT. They are spacelike hypersurfaces foliated by

MOTS [6]. Tracking the evolution of dynamical horizons provides a powerful tool for

understanding the growth and properties of black holes in dynamic spacetimes.
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1.5 Stability Analysis

Unlike the intuitive notion of stability in physics, which often relates to how systems

respond to perturbations over time, the stability of MOTS is a geometric concept. It

fundamentally concerns the behavior of the surface under infinitesimal deformations

and its role in delineating trapped and untrapped regions of spacetime. At the heart

of MOTS stability analysis lies the stability operator, often denoted as L. This oper-

ator, when applied to MOTS, yields information on how the expansion of outgoing

null geodesics changes under infinitesimal deformation of the surface. The eigenvalue

spectrum of L, particularly its principal (lowest) eigenvalue, determines the stability

characteristics of the MOTS. A MOTS is considered stable if its principal eigenvalue

is non-negative. This geometric stability implies that the MOTS is “isolated”. In a

specific sense: any small outward deformation of the surface results in an untrapped

surface, while any small inward deformation yields a trapped surface [3]. This prop-

erty is crucial for understanding the role of MOTS as a boundary between trapped

and untrapped regions in spacetime. The vanishing of the principal eigenvalue of-

ten signifies a critical point in the evolution of spacetime geometry. Such moments

can correspond to the formation of a new black hole or to instances where an exist-

ing black hole begins to lose its distinct identity in regions of intense gravitational

fields [6]. These transitions between stability and instability are not mere mathemat-

ical curiosities, but have profound implications for our understanding of gravitational

collapse and black hole dynamics. A geometrically stable MOTS can exist in dynami-

cally evolving spacetimes, including those describing collapsing stars or merging black

holes.

In the context of Weyl-distorted Schwarzschild spacetimes, the stability analysis

of MOTS becomes particularly intriguing. The introduction of distortions breaks the
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spherical symmetry of the Schwarzschild solution; as the distortion parameters vary,

we expect to see transitions between stable and unstable configurations, offering in-

sights into how external influences can affect the fundamental nature of black hole

horizons. Understanding these stability properties is not just a matter of mathemat-

ical interest. It has practical implications for numerical relativity, where the identifi-

cation and tracking of MOTS play a crucial role in simulating black hole spacetimes.

Stable MOTS are typically easier to locate and track numerically, while the presence

of unstable MOTS can indicate regions where careful numerical techniques are re-

quired [52]. As we delve deeper into the stability analysis of MOTS in Weyl-distorted

Schwarzschild spacetimes, we must keep in mind that we are probing the very nature

of black hole boundaries. The interplay between spacetime geometry, gravitational

fields, and the behavior of null geodesics encapsulated in the MOTS stability problem

offers a window into the fundamental structure of gravity in strong-field regimes.

1.6 Research Objectives and Motivation for Study

The primary objective of this research is to investigate the stability properties of

Marginally Outer Trapped Surfaces (MOTS) in Weyl-distorted Schwarzschild space-

times through a rigorous analysis of the associated eigenvalue problem. This study

aims to bridge the gap between idealized black hole solutions and more realistic astro-

physical scenarios, providing insights into the behavior of black hole horizons under

external influences. Our research is motivated by several key factors:

1. Understanding Transitions in Spacetime Geometry: The moments when the

principal eigenvalue of the stability operator vanishes are of particular interest.

These instances often signify critical transitions in the spacetime geometry, such
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as the formation of new black holes or the merging of existing ones. By carefully

mapping out these transitions as functions of the distortion parameters, we aim

to construct a more complete picture of how black holes evolve and interact in

complex gravitational environments [6].

2. Informing Numerical Relativity: Our analytical study of MOTS stability in

Weyl-distorted Schwarzschild spacetimes has significant implications for numer-

ical relativity. The insights gained from this work can inform the development

of more robust algorithms for horizon tracking in numerical simulations, par-

ticularly in situations involving strong gravitational fields or complex matter

distributions [52].

3. Bridging Idealized Models and Astrophysical Reality: While the Schwarzschild

solution provides a beautiful and analytically tractable model of a black hole,

it represents an idealized scenario rarely, if ever, realized in nature. As Thorne

and Hartle eloquently argued, astrophysical black holes are invariably subject to

external influences that distort their spacetime geometry [55]. By introducing

Weyl distortions, we take a significant step towards modeling more realistic black

hole environments. This approach allows us to systematically study how vari-

ous astrophysical factors—such as tidal forces from nearby objects, surrounding

matter distributions, or passing gravitational waves—affect the fundamental

properties of black holes.



Chapter 2

MATHEMATICAL AND

THEORETICAL FOUNDATION

2.1 The Schwarzschild Solution

The general form of the metric for a static, spherically symmetric, asymptotically flat

spacetime in vacuum is:

ds2 = −(1− 2Gm/r)dt2 + (1− 2Gm/r)−1dr2 + r2(dθ2 + sin2 θdφ2). (2.1)

In this equation, m represents the mass of the central object and G is the gravita-

tional constant [12]. The Schwarzschild metric reveals several fascinating properties

of spacetime around a non-rotating, uncharged black hole, with perhaps the most

captivating feature being the event horizon [14]. At the heart of the black hole, at

r = 0, the metric predicts a true singularity [28]. At this point, the curvature of

spacetime becomes infinite. These properties are illustrated in Figure (2.1) below.

Other key features of the metric include: asymptotic flatness which implies that as
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Figure 2.1: Penrose diagram for the maximally extended Schwarzschild spacetime.
The diagram shows the causal structure of the eternal black hole solution, including
two asymptotically flat regions (I and II). The zigzag lines represent the curvature
singularities at r = 0. Key features: i0 (spatial infinity), i± (future/past timelike
infinity), and I ± (future/past null infinity) [11]

we move away from the black hole, that is, as r goes to infinity, the metric gradually

transitions to flat Minkowski spacetime, illustrating how the black hole’s influence di-

minishes with distance [48]. Time dilation is another indicator that shows that for a

distant observer, time appears to slow dramatically for objects approaching the event

horizon [44]. Gravitational redshift means that light emitted near the event horizon

experiences a significant redshift, appearing redder to distant observers due to the

intense gravitational pull [51].

2.1.1 Limitations and Extensions

Although ground-breaking, the Schwarzschild solution certainly has its own set of

limitations. For example, it describes a non-rotating and uncharged black hole in a
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vacuum [31, 47, 56], which does not represent the universe in all aspects. In a bid to

meaningfully address these limitations, several extensions have been developed:

1. Kerr metric: describes rotating black holes.

2. Reissner-Nordström metric: accounts for charged, non-rotating black holes

3. Kerr-Newman metric: encompasses both charged and rotating black holes

4. The Weyl Class of Solutions: a general framework for studying gravitational

fields and their distortions in the course of analyzing static axisymmetric space-

times [13, 37, 26].

These extensions provide a better framework allowing us to model and study diverse

astrophysical scenarios.

2.2 The Weyl-Distorted Schwarzschild Solution

Real astrophysical black holes exist in complex environments, and are subject to vari-

ous external influences that can distort their spacetime geometry [22]. To model these

more realistic scenarios, we turn to the framework of Weyl-distorted Schwarzschild

spacetimes.

2.2.1 Formulation in Weyl Distorted Schwarzschild

The power of Weyl coordinates becomes apparent when considering distorted versions

of the Schwarzschild spacetime. In these coordinates, the metric for a Weyl-distorted
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Schwarzschild spacetime takes the form:

ds2 = −e2UFdt2 + e−2U+2V

(
dr2

F
+ r2dθ2

)
+ e−2Ur2 sin2 θdφ2, (2.2)

where F (r) = 1− 2m
r

is the familiar Schwarzschild factor, with m representing the mass

of the black hole [59]. The functions U(r, θ) and V (r, θ) are the distortion potentials

that encode the deviation from the pure Schwarzschild geometry.

2.2.2 Einstein Field Equations and Distortion Potentials

The vacuum Einstein field equations, when applied to this metric, yield a set of partial

differential equations for the distortion potentials. Particularly illuminating are the

equations derived from Rtt = 0 and Rφφ = 0, which lead to a governing equation for

U(r, θ):

∂

∂r

(
r2FUr

)
+

1

sin θ

∂

∂θ

(
sinθ Uθ

)
= 0, (2.3)

highlighting the harmonic nature of the distortion potential U , as this equation closely

resembles the Laplace equation in spherical coordinates [21].

The potential V (r, θ), on the other hand, is determined by a set of first-order equations

derived from the remaining Einstein equations components (Rrr = 0, Rrθ = 0, and

Rθθ = 0):

Vr =
1

Ξ
[(r −m)A sin θ +B cos θ] , (2.4)

Vθ =
1

Ξ

[
(r −m)B sin θ − r2FA cos θ

]
. (2.5)



19

Here, we have introduced the auxiliary functions:

Ξ = (r −m)2 −m2 cos2 θ, (2.6)

A =
(
r2FU2

r + 2mUr − U2
θ

)
sin θ, (2.7)

B =
(
2r2FUr + 2mUθ

)
sin θ. (2.8)

The solutions to these equations, represented by the distortion potentials U(r, θ) and

V (r, θ), provide a complete description of the distorted spacetime geometry [14].

2.2.3 Exact Series Solution for Distortion Potentials

The beauty of the Weyl formalism lies in its amenability to exact solutions. The

general solution to equation (2.3) can be written as an infinite series:

U(r, θ) =
∞∑
n=1

αn

(m
R

)n
Pn, (2.9)

where αn are multipole coefficients that characterize the distortion, and R is defined

as:

R =

(
(1− 2m

r
)r2 +m2 cos2 θ

)1/2

. (2.10)

The functions Pn are related to Legendre polynomials through:

Pn = Pn

(
(r −m) cos θ

R

)
. (2.11)

This series solution provides a powerful tool for analyzing distorted Schwarzschild

spacetimes, as it allows for the systematic study of various distortion modes [46].

Given the form of U , it is possible to integrate the differential equations for V to
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obtain:

V (r, θ) =
∞∑
i=1

iα2
i

2

(
R

m

)2i (
P2
i − P2

i−1

)
(2.12)

− 1

m

∞∑
i=1

αi

i−1∑
j=0

[
(−1)i+j (r −m (1− cos θ)) + r −m (1 + cos θ)

](R
m

)j
Pj,

This expression for V completes our description of the distorted spacetime geometry.

[35].

2.2.4 Horizon Geometry and Simplified Forms

Of particular interest is the behavior of these distortion potentials at the horizon,

where r = 2m. At this location, the expressions for U and V simplify considerably:

R(2m, θ) = m cos θ, Pn(2m, θ) = 1, (2.13)

leading to the horizon forms of the distortion potentials:

Ū(θ) := U(2m, θ) =
∞∑
n=1

αn cosn θ, (2.14)

V̄ (θ) := V (2m, θ) = 2Ū(θ)− 2u0. (2.15)

where we have introduced:

u0 =
∞∑
n=1

α2n. (2.16)

These simplified forms provides insight into the geometry of the distorted horizon [20].
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2.2.5 Physical Interpretation and Implications

The distortion potentials U and V encode a lot of physical information about the

distorted spacetime. The multipole coefficients αn can be related to external sources

of distortion [53]. For instance, the α1 term corresponds to a dipole distortion, which

can be interpreted as a linear acceleration of the black hole. The α2 term represents

a quadrupole distortion, which might arise from tidal forces due to nearby massive

objects [21]. Higher-order terms in the expansion capture increasingly complex dis-

tortion patterns, allowing for a detailed modeling of various astrophysical scenarios.

It’s worth noting that odd-order terms in the expansion break the equatorial symme-

try of the spacetime, while even-order terms preserve it [46]. The horizon forms of

the distortion potentials, Ū(θ) and V̄ (θ), are particularly significant as they directly

influence the intrinsic and extrinsic geometry of the black hole horizon. At r = 2m,

derived from Equation (2.2), the intrinsic metric on the horizon takes the form:

ds2
H = 4m2e−2Ū(θ)

(
e4U(θ)−4u0dθ2 + sin2 θdφ2

)
. (2.17)

revealing how the distortions affect the shape and size of the horizon [20].

2.3 MOTS in Distorted Spacetimes

On a given spatial slice Σ, a MOTS is characterized by the vanishing expansion of

outgoing null geodesics [3]:

θ(l) = q̃ab∇alb = 0, (2.18)

where q̃ab is the induced metric on the surface, and ∇a is the covariant derivative

compatible with the spacetime metric. One of the most striking features of MOTS
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in distorted spacetimes is their potential non-uniqueness. During black hole mergers,

distorted spacetimes can host multiple MOTS simultaneously [6]. This multiplicity

introduces a rich geometry to the space of MOTS, with potential bifurcations as the

spacetime evolves. The geometry of MOTS in distorted spacetimes deviates signifi-

cantly from the perfect spheres obeserved in Schwarzschild solutions. These surfaces

can exhibit complex shapes that reflect the underlying distortions of the spacetime.

For instance, in axisymmetric distorted spacetimes, MOTS might take on oblate or

prolate spheroidal forms, depending on the nature of the distortion [30].

The dynamic behavior of MOTS in distorted spacetimes is particularly fascinating.

As the spacetime evolves, we can observe the emergence of new MOTS, the disap-

pearance of existing ones, and even mergers between distinct MOTS. This evolution

is intimately tied to the changing geometry of the spacetime.

Another crucial aspect to consider is the selection effect associated with MOTS. Al-

though the identification of MOTS depends on the choice of spatial slicing, their

physical significance remains unchanged. As emphasized by Booth [6], the behavior

of MOTS across different slicing can provide valuable information about the causal

structure of the spacetime. The study of MOTS in distorted spacetimes also has im-

portant implications for our understanding of black hole thermodynamics. The area

of a MOTS, even in distorted spacetimes, is closely related to the entropy of the black

hole [4]. However, the presence of multiple MOTS raises intriguing questions about

how to properly account for black hole entropy in these more complex scenarios. In

the following chapters, we will explore specific techniques for analyzing MOTS in

Weyl-distorted Schwarzschild spacetimes, focusing on the stability operator and its

eigenvalue spectrum.



Chapter 3

Marginally Outer Trapped Surfaces

and Stability

3.1 MOTS and Deformations

Recall that a marginally outer trapped surface (MOTS) S is a closed space-like two

surface where the outward null expansion θ(l) measures how the area of S changes

under infinitesimal deformations along the null direction la. By definition, we have:

θ(l) = 0. (3.1)

This condition implies that, to first order, the area remains constant when S is

deformed along la. A classic example of such a surface is the event horizon of a

Schwarzschild black hole, which is a null hypersurface with constant area [49]. How-

ever, a true black hole horizon must do more than maintain a constant area—it must

serve as a boundary separating trapped and untrapped regions of spacetime.

Figure 3.1 illustrates the ideal scenario where a MOTS S is a boundary between
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trapped and untrapped regions.

STrapped Region

δψXθl > 0

Untrapped Region

Figure 3.1: Trapped surfaces exist only inside S, while untrapped surfaces exist only
outside.

To delve deeper, we consider deformations of S in a general outward direction. As

depicted in Figure 3.2, for a general outward-oriented normal vector Xa, our aim is

to determine whether trapped surfaces can emerge from such deformations.

For a MOTS S, let la and na denote its outward and inward null normals, respec-

tively, as shown in Figure 3.3. A general outward normal vector can then be expressed

as:

Xa = Ala −Bna, (3.2)

where A,B > 0, and the null vectors la and na are normalized such that lana = −1.

The coefficients are determined as A = −Xana and B = Xala. Additionally, we

define a rescaled null vector `a = µla, such that the corresponding expansion scales

as θ` = µθl.

To understand whether S genuinely acts as a boundary between the trapped and

untrapped regions, we examine how θ(l) changes under infinitesimal deformations in
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XaXa

Xa Xa

ψXa

ψXa

ψXa

ψXa

Figure 3.2: Deformation vector field Xa and its scaled version ψXa, showing the
original and deformed surfaces.

S

lana

Xa

Figure 3.3: The outward and inward null normals la and na are shown on S
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the direction ψXa. The variation in θ(l) is given by:

δψXθ(`) = µ
(
−D2

l [Bψ] +
(
BK − A||σ`||2

)
ψ
)
, (3.2)

where µ > 0 is a scaling factor, D2
l is a second-order differential operator, K is the

Gaussian curvature of S, and ||σ`||2 is the squared norm of the shear tensor [9].

The second-order differential operator D2
l for a scalar function F is defined as [8]:

D2
l F =

(
Dl
A − ωlA

) (
DA
l − ωAl

)
F, (3.3)

where wlA is the connection term, given by:

ωlA = −q̃aAnc∇al
c. (3.4)

Here, q̃aA project onto the tangent space of S.

From Equation (3.2), several key observations follow:

1. The sign of δψXθ(`) remains unchanged for any µ > 0. Thus, the specific nor-

malization of `a does not influence the result.

2. For static MOTS, where ||σ`||2 = 0, the coefficient A becomes irrelevant and

only the component along na, determined by B, contributes.

3. The variation δψXθ(`) is independent of the choice of null vectors la and na,

provided that ωlA = DAF , as is the case here. By choosing la and na such that

ωlA = 0, the expression simplifies significantly.

For our purposes, we are mainly concerned with the sign of δψXθ(`) under various
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deformations. This allows us to study the simpler operator [8]:

Lψ = −D2ψ +Kψ, (3.5)

where

D2 = DADA, (3.6)

is the covariant Laplacian on S.

Despite the complexity of the full operator in Equation (3.2), the simpler operator

L shares the same number of negative, zero, and positive eigenvalues. As such, an-

alyzing the eigenvalue spectrum of L provides all the information necessary for our

investigation. Since L is elliptic and self-adjoint, its eigenvalues are guaranteed to be

real, facilitating a straightforward stability analysis.

3.2 The Eigenvalue Problem

The stability of MOTS is intimately connected to the spectral properties of the sta-

bility operator L. Since L is a linear elliptic operator, we can formulate an eigenvalue

problem:

Lψ = λψ. (3.7)

The eigenvalues λ and eigenfunctions ψ of this equation provide crucial information

about the stability of the MOTS. For a self-adjoint L, all eigenvalues are real, and

we can order them as λ0 ≤ λ1 ≤ λ2 ≤ · · · . The principal eigenvalue λ0 and its

corresponding eigenfunction ψ0 are of particular importance. A fundamental result

in the theory of elliptic operators states that ψ0 can be chosen to be strictly positive

on S [2]. The sign of λ0 determines the stability of the MOTS: If λ0 > 0, the MOTS
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is strictly stable. If λ0 = 0, the MOTS is marginally stable. If λ0 < 0, the MOTS is

unstable. The physical interpretation of these eigenvalues is profound. As shown by

Andersson, Mars, and Simon [2], the sign of λ0 determines whether it is possible to

deform the MOTS outward to produce a trapped or untrapped surface. Specifically:

if λ0 ≥ 0, no deformation can produce a trapped surface outside the MOTS and

S bounds a trapped region. If λ0 < 0, there exists a deformation that produces a

trapped surface outside the MOTS and S is not a boundary. This result establishes a

clear connection between the mathematical properties of the stability operator and the

physical concept of trapping. Booth and Fairhurst [9] further extended this analysis,

showing that the concept of stability is closely related to the behavior of dynamical

horizons and the existence of barriers in black hole spacetimes.

Analytical approaches to solving the eigenvalue problem are generally limited to highly

symmetric situations, such as spherical spacetimes. In more general cases, numerical

methods are required. These can range from finite difference schemes to spectral

methods, depending on the geometry of the problem and the desired accuracy. To

gain intuition about the stability operator and its eigenvalues, it’s helpful to draw an

analogy with concepts from multivariable calculus, particularly the analysis of critical

points.

3.2.1 Analogy Between Critical Points in Multivariable Cal-

culus and Stability of MOTS

Consider a smooth scalar function z = f(x, y) defined on a two-dimensional surface.

A critical point of this function occurs when the gradient of f vanishes, that is, when

∂f

∂x
= 0 and

∂f

∂y
= 0. (3.7)



29

This condition mirrors the concept of a marginally outer trapped surface (MOTS),

which can be thought of as a critical surface in spacetime geometry [1]. To understand

the nature of critical points, we examine the Hessian matrix, which consists of the

second partial derivatives of f(x, y):

H =

fxx fxy

fxy fyy

 , (3.8)

where fxx, fyy, and fxy represent the second-order derivatives of f . The determinant

of the Hessian, denoted D, is given by

D = fxxfyy − (fxy)
2. (3.9)

This determinant plays a crucial role in determining the nature of the critical point:

• If D > 0 and fxx > 0, the critical point is a local minimum.

• If D > 0 and fxx < 0, the critical point is a local maximum.

• If D < 0, the critical point is a saddle point [39].

The nature of these critical points can also be analyzed using the eigenvalues of the

Hessian matrix, λ1 and λ2. Consider the eigenvalue equation for the Hessian matrix:

Hv = λv,

where v is an eigenvector and λ is the corresponding eigenvalue. Rewriting this, we

have:

(H − λI)v = 0.
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For a non-trivial solution (v 6= 0), the determinant of (H − λI) must vanish:

det(H − λI) = 0.

In the case of a 2× 2 Hessian matrix, this condition becomes:

det

fxx − λ fxy

fxy fyy − λ

 = 0.

Expanding this determinant gives the quadratic equation:

(fxx − λ)(fyy − λ)− f 2
xy = 0.

Rewriting this in standard form, we have:

λ2 − tr(H)λ+D = 0,

where tr(H) = fxx + fyy is the trace of the Hessian matrix, and D = fxxfyy − f 2
xy is

its determinant.

The roots of this quadratic equation, λ1 and λ2, are the eigenvalues of the Hessian.

These eigenvalues determine the nature of the critical point:

• If D > 0, the eigenvalues λ1 and λ2 have the same sign:

– If tr(H) > 0, both eigenvalues are positive, indicating a local minimum.

– If tr(H) < 0, both eigenvalues are negative, indicating a local maximum.

• If D < 0, the eigenvalues have opposite signs, corresponding to a saddle point.
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The stability of a MOTS is analogous to the behavior of a critical point in multivariable

calculus, except it occurs in an infinite-dimensional space of functions. Just as the

Hessian matrix provides insights into the local curvature near a critical point, the

stability operator L determines the stability of the MOTS by influencing its eigenvalue

spectrum. The critical eigenvalue λ0 plays a key role in determining whether the

MOTS is stable [2]. Figure 3.4 illustrates the different types of critical points. A

minimum is stable in the sense that a ball sitting at a minimum will stay there. But,

for a maximum or saddle point, it could roll downhill and disappear.

Just as the Hessian describes local behavior near a critical point in a two-dimensional

surface, the stability operator governs the behavior of the MOTS in the context of

spacetime geometry.

(a) Local Minimum, a ball here
will stay put

(b) Local Maximum, a ball
will roll off

(c) Marginal Stability

Figure 3.4: Illustration of critical points: a local minimum (stable), a local maximum
(unstable), and a saddle point (marginal stability). Each point represents a stability
type analogous to MOTS stability.
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3.2.2 Implications for Trapped Regions

The stability of marginally outer trapped surfaces (MOTS) significantly impacts the

structure of trapped regions in spacetime, particularly in dynamic scenarios like black

hole mergers. The evolution of MOTS in these situations is intimately connected to

their stability properties.

• Stable MOTS evolve into smooth, continuous world tubes, acting as consistent

boundaries of trapped regions. These stable surfaces maintain their integrity

throughout the evolution, providing a well-defined structure to the trapped re-

gion [43].

• In contrast, unstable MOTS can lead to discontinuous jumps in the apparent

horizon, causing sudden changes in the geometry of the trapped region. This

illustrates the role stability plays in shaping the behavior of horizons in dynamic

spacetimes.

Furthermore, under certain conditions, the stability of MOTS offers valuable insights

into the structure of trapped regions. Specifically, in asymptotically flat spacetimes

with appropriate energy conditions, the outermost MOTS is necessarily stable. How-

ever, a strictly stable MOTS does not have to be the outermost one; it is possible

for a strictly stable MOTS to exist within the trapped region, surrounded by another

MOTS that serves as the outer boundary [43]. This distinction underscores the geo-

metric complexity of trapped regions and the critical role of stability in understanding

their evolution.

Figure 3.5 illustrates the concept of a dynamical horizon and its relation to MOTS

stability. In the next chapter, we turn to the numerical methods used to solve the

eigenvalue problem in distorted spacetime.
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Figure 3.5: Schematic illustration of a dynamical horizon foliated by marginally
trapped surfaces St [8]. Each point is a sphere. Trapped surfaces are contained
in the shaded area. The stability of each St influences the evolution of the horizon H.



Chapter 4

Numerical Methods for Eigenvalue

Analysis

Recall from equation (2.17), the intrinsic metric on the horizon of the Weyl-distorted

Schwarzschild solution is:

ds2
H = 4m2e−2Ū(θ)

(
e4U(θ)−4u0dθ2 + sin2 θdφ2

)
, (4.1)

where U = U(θ) is the Weyl potential, and u0 is a constant. The distortion is

parameterized by α, with U = α cos2 θ for quadrupole distortions.

The stability operator L for MOTS in this spacetime can be derived from the

variation of the expansion of outgoing null geodesics. After a series of calculations in-

volving the metric components and their derivatives, for the specific case of quadrupole

distortions where U = α cos2 θ [8], we calculate the components of equation (3.5) to
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obtain:

Lψ =

(
− d2

dθ2
− cot θ

d

dθ
+ 1

)
ψ (4.2)

+ α

(
−4 cos θ sin θ

d

dθ
− 10 cos2 θ + 2

)
ψ + α2

(
−8 cos2 θ sin2 θ

)
ψ,

for the axisymmetric ψ. Each component of this expression corresponds to specific

terms in Equation (3.5): The first term corresponds to the Laplacian operator on the

2D surface S in spherical coordinates. The other term arises from the linear contri-

butions of the distortion potential. It captures higher-order effects of the distortion.

This form of the operator reveals several important features:

1. The undistorted Schwarzschild case is recovered when α = 0, reducing to the

standard Schwarzschild solution.

2. The distortion introduces coupling between different angular modes, evident in

the cos2 θ and cos θ sin θ terms.

3. The operator is self-adjoint, ensuring a real eigenvalue spectrum.

4. The α2 term suggests non-linear effects for large distortions, potentially leading

to rich stability behavior.

Before proceeding with the analysis, it is important to acknowledge the contribu-

tions that made this work possible. The comprehensive spectral method analysis and

the results derived from it were conducted by my supervisor, Prof. Ivan Booth, while

I focused on the finite difference method and obtained the corresponding results. I

am deeply grateful for his invaluable guidance and support throughout this research.
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4.1 The spectral method

The spectral method approximates the axisymmetric solutions by expanding them in

terms of a set of basis functions:

ψ(θ) =
N∑
n=0

anψn(θ), (4.3)

For our axisymmetric MOTS in the Weyl-distorted Schwarzschild spacetime, we em-

ploy Chebyshev polynomials cos(nθ) as our basis functions, leveraging their orthogo-

nality properties on the interval [0, π] [10]. To implement the spectral method for our

specific stability operator, we construct a matrix representation of L in the Chebyshev

polynomial basis and solve the resulting matrix eigenvalue problem. The matrix ele-

ments of L in the Chebyshev basis can be computed using the inner product defined

for functions in this basis:

〈ψm(θ), ψn(θ)〉 =

∫ π

0

ψm(θ)ψn(θ) dθ. (4.4)

For Chebyshev polynomials, this inner product takes the form:

∫ π

0

cos(mθ) cos(nθ) dθ =


π
2
δmn, m, n 6= 0,

π, m = 0 and n = 0,

where δmn is the Kronecker delta, equal to 1 when m = n and 0 otherwise [10]. Taking

into account the normalization factor, we can express the matrix elements of L as:

Lmn =


1
π

∫ π
0
L[1] dθ, m = n = 0,

2
π

∫ π
0

cos(mθ)L[cos(nθ)] dθ, m, n 6= 0.
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This integration is more complex than in the simplified case, but can still be performed

efficiently using computer algebra [45].

The spectral method offers several advantages for our stability analysis: for smooth

solutions (i.e., infinitely differentiable), the spectral method converges exponentially.

This means that as the number of basis functions (or grid points) increases, the error

decreases exponentially, resulting in very rapid convergence for smooth problems [23].

The method provides high-order accuracy across the entire domain, not just at discrete

points.

The finite difference method, on the other hand, usually exhibits algebraic or poly-

nomial convergence. The error decreases at a polynomial rate, which is proportional

to the grid spacing. For example, a second-order finite difference method would reduce

the error quadratically as the grid is refined, but this is slower than the exponential

rate of the spectral method. Thus, the spectral method can provide higher accuracy

with fewer grid points for smooth problems, while the finite difference method requires

more points to achieve comparable accuracy [34].

4.2 Finite Difference Method

The finite difference method provides a more straightforward approach to discretizing

our stability operator, which can be particularly useful given its complex form. To

apply the finite difference method to our stability operator, we discretize the θ-domain

into N points: θi = i∆θ, where ∆θ = π/(N + 1) and i = 0, 1, . . . , N + 1. We use the
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following finite difference approximations:

d2ψ

dθ2

∣∣∣∣
θi

≈ ψi+1 − 2ψi + ψi−1

(∆θ)2
, (4.5)

dψ

dθ

∣∣∣∣
θi

≈ ψi+1 − ψi−1

2∆θ
. (4.6)

Applying these approximations to our stability operator yields a discrete eigenvalue

problem:

− 8α2 cos2 θi sin
2 θiψi +

((
− 4

ψi+1 − ψi−1

2∆θ
cos θi sin θi−

10 cos2 θiψi + 2ψi

)
α −ψi+1 − ψi−1

2∆θ
cot θi −

ψi+1 − 2ψi + ψi−1

(∆θ)2
+ ψi

)
= λψi.

(4.7)

This can be written as a matrix eigenvalue problem Aψ = λψ, where A is a

tridiagonal matrix with additional terms from the α-dependent parts of the operator.

The finite difference method is generally stable for well-posed problems, but care

must be taken when dealing with singular terms, because near the poles (θ = 0 and

θ = π), these terms can lead to large errors or instabilities. The accuracy of the finite

difference method is typically of order O(∆θ2) for second-order central differences.

This means that to improve accuracy by a factor of 10, we need to increase the

number of grid points by a factor of
√

10 ≈ 3.16.

The finite difference method, which is the approach I used for this study on the

Weyl-distorted stability operator, faces several challenges: the accuracy of the finite

difference approximation may degrade near the boundaries of the domain, and cap-

turing the behavior of highly distorted solutions (large α) may require a finer grid

[34]. To address these issues, we can employ techniques such as using a staggered grid

that avoids the poles.
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The spectral method and the finite difference method give consistent results when

used to study the stability operator, provided that sufficient resolution is used in both

methods and boundary conditions are handled properly [34].

4.3 Numerical Challenges and Solutions

The numerical analysis of MOTS stability presents several challenges that require

careful consideration and innovative solutions.

4.3.1 Handling Coordinate Singularities

The axisymmetric nature of the problem introduces coordinate singularities at the

poles (θ = 0 and θ = π). To address this, the Chebyshev polynomial basis we

initially employed inherently satisfies the correct boundary behavior. This choice of

basis ensures that the solutions have regularity at the poles, eliminating the need for

explicit boundary conditions and avoiding issues related to the coordinate singularity

[10].

4.3.2 Convergence Analysis

To ensure the reliability of our results, we performed a convergence analysis. We

compute the eigenvalues for increasing resolution (higher N or finer grid spacing) and

monitor the change in eigenvalues [34].

These solutions provide confidence in the accuracy and reliability of our numerical

framework, ensuring that the results obtained for distorted spacetimes are trustworthy

and physically meaningful.
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In the next chapter, we’ll study the results obtained from applying these numer-

ical methods to investigate the stability spectrum of MOTS in the Weyl-distorted

Schwarzschild spacetimes, exploring how different distortion parameters affect the

eigenvalue distribution and the implications for black hole stability and dynamics.



Chapter 5

Results and Analysis

5.1 Eigenvalue Spectrum for Varying Distortion

Parameters

Recall that stable Marginally Outer Trapped Surfaces (MOTS) provide a localized and

geometrically defined boundary between trapped and untrapped regions of spacetime,

making them invaluable for understanding black hole stability and dynamics. This

chapter presents the results of the eigenvalue spectrum analysis for the MOTS stability

operator. The spectral and finite difference numerical methods were employed to

compute these spectra, each offering unique insights into the stability properties of

MOTS in Weyl-distorted Schwarzschild spacetimes.

5.1.1 Results from the Spectral Method

The spectral method revealed a systematic transition of the eigenvalues as the dis-

tortion parameter increased, reflecting the destabilizing effect of external distortions
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on the MOTS geometry. It is important to note that the operator that was analyzed

via the spectral method differs slightly from its extended counterpart which was ana-

lyzed using the finite difference method (FDM), due to the inclusion of an additional

exponential term, e−2Ū+4u0 . This term was incorporated in the spectral analysis done

by Prof. Booth [8]. While this term scales the eigenvalues spectrum, it does not alter

their qualitative nature—whether they are positive, negative, or zero. Figure 5.1 il-

lustrates the eigenvalue distribution as a function of the distortion parameter α. This

Figure 5.1: Eigenvalue spectrum for varying distortion parameter α. Eigenvalues are
labelled from lowest to highest as λ0, λ1, ..., λ7.

plot, adapted from the work of [8], showcases the behavior of the first eight eigenvalues

λi (i = 0, . . . , 7) as functions of α.

The principal eigenvalue, λ0, which determines the geometric stability of the MOTS,

is of particular interest. As α approaches certain critical values, the spectral method

identifies the vanishing of λ0, marking transitions to marginal stability. These tran-

sitions are pivotal, as they signal geometric configurations where the MOTS ceases
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to act as a stable boundary, potentially foreshadowing phenomena such as black hole

mergers or the emergence of new trapped surfaces. To complement these results, we

present, in the next section, the corresponding eigenvalue spectrum analysis using the

finite difference method.

5.1.2 Results from the Finite Difference Method

The finite difference method offered a complementary approach to solving the eigen-

value problem. Recall that, for this study, the stability operator was discretized over

a uniform grid in θ, with careful treatment of boundary conditions to avoid arti-

facts near the poles. The finite difference results illustrated in figure 5.2 corroborated

the spectral method’s findings, demonstrating consistent eigenvalue trends across the

range of distortion parameter. However, the finite difference method required a higher

Figure 5.2: Eigenvalue spectrum for varying distortion parameter α (FDM). Again,
eigenvalues are labelled from lowest to highest as λ0, λ1, ..., λ7.
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resolution to achieve comparable accuracy, particularly for higher-order eigenvalues.

The principal eigenvalue (λ0) exhibited with the FDM trends consistent with the

spectral analysis, further validating the reliability of the numerical framework.

5.2 Principal Eigenvalue Analysis

The behavior of the principal eigenvalue reveals several key features. For α = 0, we re-

cover the known result for the Schwarzschild horizon, where the principal eigenvalue is

positive [11]. For large α, the principal eigenvalue appears to decrease monotonically,

ensuring a transition to instability for sufficiently large distortions. The intriguing

extremely and important aspect of the principal eigenvalue stability analysis is the

identification of critical transition points at α = −2.798086 and 0.557798. Between

these points, the horizon is a stable MOTS, and so is a boundary between the trapped

and untrapped region. Outside of this range, it is no longer a boundary. The emer-

gence of a negative principal eigenvalue in extreme gravitational distortion conditions

suggests the possible formation of new MOTS. From these findings illustrated in Fig-

ure 5.3, we may state that “moderately” distorted black holes, characterized by the

distortion parameter, maintain stable horizons.

5.3 Comparative Analysis of Numerical Methods

The points at which the stability operator vanishes hold significant physical and math-

ematical implications. For each eigenvalue, these points represent critical values of

the distortion parameter α, where the stability characteristics of the MOTS under-

goes a fundamental change. These stability transitions hold profound implications for

the causal structure of the distorted spacetime, potentially signaling the formation or
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Figure 5.3: Principal eigenvalue as a function of distortion parameter α(FDM).

“dissolution” of black hole horizons. Table 5.1 lists these points derived from both

numerical methods. The fact that these points were consistent across both methods

evident in figure 5.1 and 5.2 reinforces their significance.

Both methods were implemented using identical boundary conditions and parameter

ranges. Figure 5.4 shows a comparison of the first real eigenvalue computed using

both methods. Overall, we observe strong consistency between these two methods,

particularly for the lower eigenvalues and moderate values of α. For larger values

of α, the FDM results show more deviation from the spectral method. To achieve

comparable accuracy with the finite difference method for large α, we would need
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Methods λ0 λ1 λ2 λ3

Spectral 0.557798 0.956652 2.762154 3.422026

FDM 0.577999 0.950023 2.780006 3.442222

Spectral -2.798086 -3.695085 -6.349868 7.096823

FDM -2.802086 -3.691115 -6.333561 7.196823

Table 5.1: Comparison of results for values of α for which L vanishes between both
methods. This would mean at these points of α, the eigenvalue of L = 0

Figure 5.4: Difference plot of the principal eigenvalues computed using spectral and
finite difference methods

to significantly increase our grid resolution and unfortunately, such high resolution

calculations are computationally intensive and exceed our current resources.

5.3.1 Discussion of Numerical Accuracy and Efficiency

The observed discrepancies between the spectral and FDM results can be attributed

to the inherent strengths and limitations of each method:
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• Spectral method Pros: Achieves exponential convergence for smooth solutions,

providing high accuracy with relatively few basis functions [10].

Cons: Can suffer from Gibbs phenomena near discontinuities or in regions of

rapid variation [24].

• Finite difference method Pros: Conceptually simple and easy to implement,

works well for a wide range of problems [34].

Cons: Typically achieves only polynomial convergence, requiring finer grids for

high accuracy [57].

The spectral method exhibits faster convergence, achieving machine precision with

fewer than 100 basis functions for moderate α. The FDM, while slower to converge,

shows steady improvement with increasing grid resolution.



Chapter 6

Conclusions and Future Work

6.1 Summary of Key Findings

This thesis has explored the stability of Marginally Outer Trapped Surfaces (MOTS)

in Weyl-distorted Schwarzschild spacetimes through a comprehensive eigenvalue anal-

ysis. Our investigation has mapped the eigenvalue spectrum across a wide range of

distortions. The most striking findings are:

1. Eigenvalue Spectrum Behavior: We observed a distinct dependence of the

eigenvalue spectrum on the distortion parameter α. As α increased, a trend of

decreasing eigenvalues emerged. These findings indicate that stronger distor-

tions have a more pronounced impact on the stability properties of MOTS.

2. The identification of critical values of α where the principal eigenvalue

λ0 vanishes: These points mark transitions in the stability regime of the MOTS.

This result is particularly relevant in the context of binary black hole mergers,

where extreme distortions can occur. Our analysis suggests that during such
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events, there is a range over which the MOTS remains stable. Outside of this

range it is unstable, potentially leading to the formation of new horizons. The

behavior of the eigenvalue spectrum in highly distorted regimes aligns with the

concept of “black hole dissolution” proposed in recent literature [8]. Our work

provides a mathematical foundation for this phenomenon, suggesting that under

extreme distortions, the very nature of black hole horizons may fundamentally

change.

3. Physical Implications: Our analysis suggests that the Weyl-distorted Schwarzschild

spacetimes can indeed support stable MOTS for a range of distortion parame-

ters. There exists a critical distortion beyond which the MOTS no longer bound

a trapped region. The transition from stable to unstable MOTS indicates a fun-

damental change in the black hole structure.

6.2 Limitations of the Current Study

While our investigation has yielded valuable insights, it is important to acknowledge

the limitations of our approach and the assumptions underlying our analysis. Firstly,

our study focused on axisymmetric distortions of the Schwarzschild spacetime. While

this provides a tractable model for investigating MOTS stability, it does not cap-

ture the full complexity of astrophysical black holes, which may be subject to non-

axisymmetric distortions and may possess intrinsic angular momentum. Secondly, our

numerical methods, while robust for a wide range of distortion parameters, showed

limitations in capturing the behavior of extremely distorted spacetimes. The finite

difference method, in particular, required prohibitively high resolutions to achieve ac-

curacy comparable to the spectral method in these regimes. Lastly, while our study



50

provides insights into the stability characteristics of MOTS, it does not directly ad-

dress the formation mechanism of these surfaces in dynamical spacetimes.

6.3 Suggestions for Future Research

The findings and limitations of our current study point to several promising avenues

for future research:

1. Extension to Kerr Spacetimes: A natural extension of our work would be to

analyze MOTS stability in distorted Kerr spacetimes. This would allow us

to investigate the interplay between black hole spin and external distortions,

providing a more complete picture of astrophysical black hole stability. The

stability operator in this case would take the form: text L̃Kerr = L̃Schw + L̃spin +

L̃dist-spin where L̃spin represents the contribution from black hole spin and L̃dist-spin

captures the coupling between spin and distortion [61].

2. Non-axisymmetric Distortions: Expanding our analysis to include non-axisymmetric

distortions would provide a more realistic model of astrophysical environments.

This would require modifying our stability operator to include φ-dependent

terms: L̃non-axi = L̃axi+f(θ, φ, α) where f(θ, φ, α) represents the non-axisymmetric

contribution.

3. Higher-dimensional Generalizations: Extending our analysis to higher-dimensional

spacetimes could provide insights into the stability of black objects in string the-

ory and other higher-dimensional gravity theories. The stability operator in D

dimensions would take the form: L̃D = −∆D−2 +KD−2 +QD where ∆D−2 is the

Laplacian on the (D − 2)-dimensional MOTS, KD−2 is the extrinsic curvature,

and QD represents additional geometric terms specific to higher dimensions [18].
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4. Numerical Relativity Simulations: Incorporating our MOTS stability analysis

into full numerical relativity simulations of binary black hole mergers could

provide new insights into horizon dynamics during these extreme events. This

would involve tracking the evolution of the stability operator and its eigenvalues

throughout the merger process: L̃(t)ψi(t) = λi(t)ψi(t) where ψi(t) and λi(t) rep-

resent the time-evolving eigenfunctions and eigenvalues [25]. The most detailed

of such analysis was done in [43].

Building upon the methods developed in this work, we are currently studying space-

time near distorted Schwarzschild surfaces to identify and analyze nearby MOTS. A

key aspect of this investigation is the study of critical points where the principal eigen-

value of the stability operator vanishes. At these points, we anticipate that the MOTS

may separate from the r = 2m surface (the Schwarzschild horizon in the undistorted

case). This ongoing research [8] aims to uncover the interplay between neighboring

MOTS and the outermost stable surface, further enriching our understanding of the

structure of trapped regions. Results from this study will be detailed in our upcoming

work [8].

In conclusion, our study of MOTS stability in Weyl-distorted Schwarzschild space-

times has opened up numerous exciting possibilities for future research. By addressing

the limitations of the current work and pursuing these suggested avenues, we can con-

tinue to deepen our understanding of black hole physics and the fundamental nature

of distorted spacetime.
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6.4 Appendix A Snippet of code: Finite difference

method MOTS finding (Principal Eigenvalue)

Here i s the Maple code :

n := 1000 ;

t h e t a v a l s := Vector (n , i −> e v a l f ( Pi∗ i /(n + 1 ) ) ) ;

d i f f m a t r i x 2 n d := Matrix (n , n , ( i , j ) −> p i e c e w i s e ( i = j , −2,

abs ( i − j ) = 1 , 1 , 0 ) )∗ ( n + 1)ˆ2/ Pi ˆ2 ;

d i f f m a t r i x 2 n d := d i f f m a t r i x 2 n d + Matrix (n , n , ( i , j ) −>

p i e c e w i s e ( i = 1 and j = 1 or i = n and j = n , −1, i = 1 and j = 2 or

i = n and j = n − 1 , 1 , 0 ) ) ;

d i f f m a t r i x 1 s t := Matrix (n , n , 0 ) ;

f o r i to n do
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i f 1 < i then d i f f m a t r i x 1 s t [ i , i − 1 ] := −1; end i f ;

i f i < n then

d i f f m a t r i x 1 s t [ i , i + 1 ] := 1 ;

end i f ;

end do ;

d i f f m a t r i x 1 s t := d i f f m a t r i x 1 s t ∗(n + 1)/(2∗Pi ) ;

f o r i in {1 , n} do

f o r j to n do d i f f m a t r i x 1 s t [ i , j ] := 0 ; end do ;

end do ;

c r e a t e o p e r a t o r m a t r i x := proc ( a lpha va l ) l o c a l c0 ,

c1 , L , Id , c0 matr ix , c1 matr ix ;

c0 := Vector (n , i −> −8∗a lpha va l ˆ2∗ cos ( t h e t a v a l s [ i ] ) ˆ2∗

s i n ( t h e t a v a l s [ i ] ) ˆ 2 −

10∗ a lpha va l ∗ cos ( t h e t a v a l s [ i ] ) ˆ 2

+ 2∗ a lpha va l + 1 ) ;

c1 := Vector (n , i −> −4∗a lpha va l ∗ cos ( t h e t a v a l s [ i ] ) ∗

s i n ( t h e t a v a l s [ i ] ) − cot ( t h e t a v a l s [ i ] ) ) ;

c0 matr ix := DiagonalMatrix ( c0 ) ;

c1 matr ix := DiagonalMatrix ( c1 ) ;

Id := Ident i tyMatr ix (n ) ;

L := c0 matr ix + ( c1 matr ix . d i f f m a t r i x 1 s t ) − d i f f m a t r i x 2 n d ;

re turn L ; end proc ;

a l p h a v a l s := [ seq (−7 + 0.1∗ i , i = 0 . . 1 1 0 ) ] ;

e i g e n v a l u e s l i s t := [ ] ;

f o r a in a l p h a v a l s do

L := c r e a t e o p e r a t o r m a t r i x ( a ) ;
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ev := Eigenva lues (L ) ;

e i g e n v a l u e s l i s t := [ op ( e i g e n v a l u e s l i s t ) , [ a , min ( e v a l f ( ev ) ) ] ] ;

end do ;

e i g enva lue s mat r i x := Matrix ( e i g e n v a l u e s l i s t ) ;


