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+ A softwaré model was hu[lt to |nvest19|te the feasibility of

reducing the dinensionality of the represmution of speech for speech

recognition. The model was based ona _n:dgl of Iﬁun audition dev.e'loped .
by Searlé in hardware, the characteristics of. which closely I'n.atch .

piqsioloéi:al nl:har_u!ertsti:s obtained experimentally. fl‘;l the human’ -
auditory systen. The nodel consisted of 16, one _tMr;i octave bandpass

filters {ul owed by envelope detectors, the outputs of which were then -
snhj!:tm to the 1inear discréte cosine transform fn an lt!unpt to § N
reduce the dm to a mll numr of perceptually |mportlnt dimensfons: : @

Several signal pmn_:esslng technlques were (nvest.fglted to.re:cms!ruc_t
the fﬂtered. detected nnd transformed speech to permit _e"zu'We‘
|ntel“g|bﬂ|ty tesnnq. I'ost of the w;k'dnne was quaHu ive an;j the"

mtmdo]ogx concentrated on testing the model rather than IZ thz;iry. A »
test sentence produced by a male and female speaker was mrfs'fnmd . >

using the model and the transformed speech was reconsgructed. Informal #

possible to mggniy_gpgec‘b-ﬂth as few as thre;.,wt of the sixteen ' >
channels. ' This study confirms the value of realizing ‘the models in - g
software. Although the mdel is not real time it was far easier to ' :

i
; ¢ “ i
testing with a few experienced. 1isteners (suggests that it might be ;
!

i

modify than the :ouplnble hardware mdels. B : ;
’ |
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& g ¥ & INTRODUCTION

DevelapanES 0 SHGIESY 'Spusqh FFOGESSTI BEORIAUES 45 vell as

in digital hardware have jnad: it possible ta ;mﬁ'emenc speech recognition
systems.  The main goal s the ‘transmissionor storage of real’time
processing of speech adequate for satisfying specified perceptual criterda.
Speech recognition involves the determination of spoken words or phrases

or sentences. The implementation of these systems has.been concerned

with sjncamc and ‘semantic analysis of utterances, closely allfed

Many theories for automatic recognition pf s'ﬁeech are based on the - * '

studies of speech p}oduct{én by the human vocal tract. In voice. recognition,

time-honored mathematical abs:rac:'ionf and equations to break speech into
fundamenta) processing components are used. But the accuracy of computer \
based perception still falls short of that attained by human ears. Hence . |

some researchers have come to believe that a sounder approach is to.emulate |

“the t.ime domain processing of the human auditory system (the most successful } 4

speech recognizer presently in existence). Studies over the past few years |

have begun to show tha%&ura] temporal 'patterns from the cochlea's firing .
nefves contain much more perceptuat informatiop than had earlier been )
believed. Quite obviously signal processing techniques, physiology,

psychology an@"“ngulstics must a1l be combined to achieve a successful

outcome in the area of spéech re’cﬂﬂioj\. The research in this thesis

is directed toward the software sinulation of a model based on human audttion’™)

and‘more particularly at a reduction in the dimensionality of speech represent-

ations. The two basic objectives of the work are (1) the development of 5\\ﬂ:ware

.’v' \ . ) o~ -‘..,

+ . -

e bbbt s e
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model based on hmf-an audition that p‘aranels the Searle hardware model
and (2) the achieyement of successful reconstruction of speech at the
output of the made‘l in order that an investigation of a reduction in
the dlmensiona”ty of speech fragment renresentﬂtinns may be carricd

out.,

Since the work isl'based on human audition, “Chapter 1 describes the

physiclogy and psychophysics of the ‘himan auditory system. The linguistic

catggunxatmn of speech and the human speech production system are also

.explained. The various models developed in the area of speech recognition

. based on human audition are also outlined.. ' s

" The Searle hardwre nodel. forms the basic background for the work

and hence the design considerations, implementation and the work done
k- N\

’ using the model are explained in Chapter2. The various data reduction

techniques are also outlined. §
.In order to give a ma‘thematical background, the implementation,of the
filterv detéctor is® explained mathematically using short-time Fourier
Transfams in Chapter 3. ’
The. implementation of the model. the signﬂ analysis techniques

used and the approaches to the signal reccnstructinn are explained hrief’ly

in Chapter 4. . ki
The results of the analysis are discussed ‘in Chapter 5. .
< .
N . ' .
\
{ i
A
| s I
. < i
{ A T




; This chapcer includes a hrief description of the physiology of u\e, i

| ®ar and the various experimental paradigms® per!l!ning to design cmsider- .

. ations which must be taken into account in the modelling of the human

¢ au_d(!ory syetem. The chapter also re‘vievs human speech procfucc‘ion
system, as wauh' as the perception of speech .based on its 1jnguistic
. aspects and concludes by ouiﬁnin‘g a few models of‘ human audition.
1.1 THE PHYSIOLOGY, OF THE EAR' "

L » .Tne primary acousuc transducer of man is shown in Fig. 1.1. '.The
acuusto-mechanlca] components of the organ are f%ivided into three anatnmical
units, the outer, the middle and the inner ear.

Bgior N

. 1.1.1. The Outer Ear

{ " The outer ear conslst.s of a cartﬂagiws structure on ‘the ‘side”
k| of ‘the hend. the pinna and the ear canal or external -ntus.' Pinna ! t
] g facilitates localization of sound sources (Batteau,1967) while the .
meatus; a nnifon pipe open u nnz end and closed*at the other end, o i
. . is a resonant sthucture uleh avrescnant frequency of approximately

. 3000 Hz (Flanagan,1972). . 4 RN P
vl N . ’ J o7 E S
+ 112 The Middle Ear 4 oy s

The middle ear {s the region.bounded by tﬁa tymphanic m
~

W ¥ ok g
the ear drum and the oval window. . This regidi consists of the three ” i

i i o msani e B ko N i

R,

e



) i .
OUTER. MJDDLE mh:n) ¥y
EAR I EAR EAR

. VESTIBULAR APPARATUS
WITH SEMICIRCULAR CANALS

HAMMER
(MALLEYS)

ANVIL
tincus)
STIRRUP _
(STAPES)

VESTIBULAR
~“"NERVE -

OSSICLES

7" EARDRUM - %
(T ymPANIC
MEMBRANE).
- OVAL 'WINDOW
ROUND WINDOW
EUSTACHIAN TUBE ~

"NASAL CAVITY

: EATE . 1 14
: : ) . . .

agan, 1972).

Fig. 1.1 Schematic diagram of ‘the ear showing the outer, middle and inner regions. (from F1
P




N AR T ; 3
* ossicles, the malleus, the incus and the stapes, and the supporting
musculature. Pressure fluctuations propagated through the meatus set
the membrane in motion. Thé function of the ossicles is lone of impedance

. . . N o
transformation from the air medium of the outer ear to the 1iguid medium of

the inner ear, the cochlea. The important characteristic 6f the middle ear

is its transmissiod. as a function of frequency, that is, tie volume

displacement of thé stapes foot:plate produced by a given sound pressure
at the ear drum. -

1.1.3. The Inner Ear

The imer ear is conposed of ‘the cochlea, the vestibular apparatus
and the auditory nerve termination. The cochlea is responsible for the
trafsduction of the mechanfcal motion at the stapes to neural pulses in
the auditory nerve.- The cochlear chamber is filled and it is divided along
its whote le“g‘th by a partition which itself is a cha!me‘\ - the. basilar
membrane (Fi‘g. 1.2).° The mvme basil;r_\mm\:rane causes the hair
cells in’ the organ of corti to move and this motion stimulates the hair
cells which initiates the electrical® activity in,the auditory nerve
(Bekesy 1960, Tonndorf 1970). . . B
€ N : .
1.2 PHYSIOLOGICAL AND PSYCHOPHYSICAL MEASUREMENTS s . “
je concept of basilar membrane perf.orming 2 frequency ana]ys1s on i
~ incoming sound was first considered by Ha]mho]tz (1885). Currqnt kno»ﬂedge
of the membrane 1s due. almost exclusively to’the efforts of Bekesy (1960)
who made ‘measurements of basilar membrane vibration. Fig. 1.3 shows his -

results. -These frequency response curyes were quite broad, the 3 db '+




.

- (16l

/

| -

.T:o.:au__ _E_n_w ueduid) m—www ’

rd ¥ o .
sueiquow sepsed - 51193 srains eusayig
S22 s1a113g

7t
\MWT aeymannd pazioquy.

uasuaY Jo SjjI)—Ye

—

‘aueiquiaw fenioyda)

auesqwaw s Jaussiay.

suejnaseA eujg

' _ epaw n_m,om .

:_uvLé wouy) m—._uu Jpey ay3 r:m Bueaquaw JeiSeq 3yl BupMoys erpaw 21BJS 3Y3 JO UOL3IAS $504) N.—...mI .

N



9

Relative amplitud
O

O i

=] ol

T e N ST Lt U0
§ 50\3\ 100 200300 500 1000 2000 sogor
Frequency, cps
Fig ) 3 Resomnce curves For six positions’ a’long the basilar nuirane
( rom Bekesy, 1960)

i - N

‘Basilar membrane displacement
Amplitude (dB)

frequency (kHz)

Fig. 1.4 The resonance curves for two positions along the -
*  basilar membrane of the squirrel mnkny (fmm Rhode. 1971)




(Johnstone and ﬂcyje 1967, Rhode 1971) suggests cnnsideralﬂy sharper

A

s

Measurement of basilar membrane motion using me Mossbauer effect

tuning characteristics. Fig. 1.4 illustrates the measufement made by*
Rhode which indicate a 3 db bandwidth. of less than one half éctave. Kiang
etal.; (1974) measured .the frequency response of single auditory nervg
fiber of cats to acoustic stimuli; the tuning :urves thus obtained (Flg l 5)
are also narrower than those of Bekesy. ra

The psycnoa:nusnc tuning curves of human s found hy 2wicker (1974)
in Fig. 1.6 are almost 1d=nt|cal to the one of Kiang et al., of Fig. 1.5.
Besides this, the "psy:noqhys:ical auditory masking e:‘(perimen’ts useq by | ;
Pi‘ttermn (1976) indicate ‘that the auditory filter shdpes have a.narrow »:'
bandwidth of 0.13 of the center frequency ’ )
. In summary the mfferent experimental paradigms qlven above suggest h
that the Peripherﬂ auditory system - the ear drum, the basilar Mbrane
and the hair cells - splits the incoming sound wave into thousands of

Separate channels, each with a fréquency resolution of ‘roughly one

third of an octavés

1.2.). Latency or l;smse Delay

. hpact. from the concept of the basilar menbrane performing 2 frequency
analysis, studies on the membrane indicate a response delay or latency in 3
the membrane npti;n’that decreases withincreasing frequency (Bekesy, 1960.).
Flanagan (19‘72) llustrated this response delay using a digital c‘omputer J
s|mulation of the impulse responses for 40 po'nts along the basilar

nembrane. The sinulation is shown in Fig. 1.7." The Figure ind(utes T
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_that the interval between pulsé onset and first indication of the b

membrane motion \ncreases with decrease -in frequency. K‘ang et a]

(-;955) recorded thé response delay of nerve discharges and their resu'lts

indicated the’ presem:e of an mverse relationship hetwesn frequency and *

response de]ey ‘The audltn?y sys\:em s/l"mited tempcra] r,esu)ution cannoﬁ

“follow the temporal changes ‘if: tha change$ occYr too rapidly and -the -
.- psychuphysical measurements made by, Vlemmster 1979) indicafe that the

milli-seconds, - .-

. temporal resolutwn of-the udtfory system is al
T o .
Gl o Vs g ,

1.3 PSYCHOACOUSTICS - CRITICAL BANDHIOTH -,

. The concept of ‘critical band rélates to many areas’ of psychoaconst\c

measurements (Scharf, 1970) The cr t\ca'l bandwidth is. that bandmdth at J
@ whlch subjective: responses rather abrupt}y change and |t refers toa :‘\ :

filtering, process assuned to take p\ax:e within the audltory system .‘

Er‘itncal band theary treats the sound energy-within ‘the band d\fferenﬂy . "

from suund energy outside the band, analogous to a band pass filter

having a bandwidth equal to the cr1t|ca1 bandwidth. This, ana]cgy has - .+ .

been used to anilyse the résults of experiments involving the measurément Lo ¥
of pitch, Toudness, mtengmnty of speech, etc. Fig. 1.8 sumarizes ’
most of these results and shows how the critical bandwith changes s a N >
. f\mction uf 'its center frequency. The bandwidth of.a 173 uctave
; | filter shuwn as dashed line in the hgure matches tl\ese resu]ts closely
for frequency above 400 Hz F1d, 1:97kows & iope datatled, conparison ot e o
the filter’ charactenshcs using the single response curves z;f Kiang ()974)7
As reported by.Searle et al., E1979)~ the above-resonancé skirt of the neural
response is mich sharper than the 1/3 octave response, whereas the.below-
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: -
_resonance skirt is less sharp, but in the critical region within

. 15 dbof maxinum response, the agreement is reasonable. ¢ 3

1.4 HUMAN SPEECH PRODUCTION AND PERCEPTION
Speech can be produced as well as heard by a ljstener and ‘consequently

the autitory processing of speech beags a close rglgtion to the tognitive and

motor activity involved in the.generation of speech. It is appropriate 5
therefore to look into some of the acnustic properties and 1inguistic

categories of speech, s g : % A '

F /) . -
1.4.1. Speech Production

Spcech represents a_sub-class of audnﬂa acoustic signals -"thosé

that can be produced by the human vocal mechanism. Speech produ tion. w "
involves an fnteraction between three groups of structures fn’ the human . %
anatomy - the lungs, the Tarynx (which contains the vocal chords) and” L=

“the resonant cavity formed by the vocal tract.  Fig.o1.10 shows the gehenatic

. diagranof the human speech production mechanism. -~
Speech s radiated from this system when air is expelled from'the lungs

and the resulting flow of air is perturbed by the vocal tract.  These

speech sounds czn” be classified ihto three classes scconding to their

mde of excitation. .
Volced sounds &¥e'produced by forcing air through the opening between ’

the ‘voul chords: (glottis)"ith the'tens fon of the vocalychords’ atfusted,

thereby producing -quasi-per-fodic pulses. & air which excite the weal tract.




i

Ff§. 1.10 Schematic diagram of‘the vocal

\

mechanism (from Flanagan 1972).
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Unvnlced/s:;ds (fricatives): are generated by for:(ng air th:nngh /
the constrict on in the yocal tract thereby causing turbulence. This
creates .a'broad spectfumof noise source to excite the vocal tratt:

Plosive sounds result' from the transient excitation of the Wocal .
tract cdused by an abrupt release of pressure Buflt up &t some closure 8
point. :

. Most languages can be described in terms of a s!t of distinctive
sounds or phonemes Eich phonene is Classified as either_a cont inuant
or. non—:onnnuanc sound. Contin‘uant sounds are produced by fixed vocal
tract configurations excited by the appropriate source. The class of
continuants includes the vowels, the ‘fricativey (v&ic;i\and unvo i ced) .
arid the nas:‘ls. The remaining Sounds (diphthongs, semi-vowels, stops

and affricates) are produced>by a changing vocal trdct configuration,

L
and are classed as rtori-cont inuants. -
N . i . .

-
1.4.2. ALi Description of .Speech

Speech signals are composed of- a seaugnce of sounds. These | sounds ) .
and ‘the transition between them serve as'a symbolic representation of !
information and can be described by segnehts vhich are characterized by
attributes or feamres. The arrangement of these snumis is governed by
the rul es of the language. 4

Abont 20 to 30 features are necessary to descri}e the segments
that nccur in most ’Ianguages and have been pastulated by '|1ngn|sts to

fail trito several groups. For example one feature describes the basic =

“dichotomy of vowelsvs. consonant, while a set of - feature§ specify the

place of articulation of the: segment. nother set of features are *  *
5 e )




necessary to describe the manner of articulation and type of acoustic

3 b . : .
source of vocal tract excitation. Finally certain prosodic features :
are used to indicate stréss, length and ton:l attributes of vowels. .

1.4.3. Feature Detectors in the Auditory SystecL b 2

‘The most straight-forward-view cf speech perception would hold that
. speech is composed of a serfes of acoustic features which correspond to &
-particuler phonene froh thesteners' languge. Fronemes would then be i
directly extracted ina spe:a_viave and combined by an unknown mechanism
into wﬁrds :an_d plirases w;:ich comprise speech. 4

3 . Eimas and Corbit (1973) demonstrated the existence of feature .

detectors in the auditory systen and proposed that feature extraction

' is accomplished by Sets of détectors that are specifically tuned to the

,relevant*informtion uuder1y|n§ _feature distinctions and that yield as

" “thein output speci Fic distinct phonetic Fedlire values. Cole and Scott * e
(1974) emphasized the inportance of transitinall, iwarfant and envelope) . W é
! . cues present in the acoustic waveform monitored to perceive speech. !
| Miller (1975) conducted experinents to-provide behavioral évidence for the
existence of detector mechanisms that extract infornation relevant for the
agsignnent of phonetic feature values and Supported certain specific
R assumptions containing the operation of the detector systens. g ¥
| These and other authors have concluded that. their results suggest ©° X
the presence of feature detectors in the aiitory system.qich of hich.is
sensitive to dne particular aspect or feature of the auditory stimuli.
& .
]




1.4.4. Speech Perception
- Auditory mechanisms coupled with central processes are predisposed \

to manipulate segnents and features "of the type that occur in speech and
the attributes of which are anchored to the perceptual processes 1nvu\ved
Ain speech. This has haen emphasized by 1inguists and psychologists. |

The general objectives of a theory of speech perception are to desqribe

the process wherehy an acoustit speech signal is decoded into 1inguistic i

units. ¥

R A1 acoustic units undergo some comon peripheral processing. As a
~
- consequence of this, ar acoustic signal is transformed iito some kind
of neural space time. pattern and all the subsequent analysis and decision

with regard to the signal are based on the transformation of thls pattern. ’

The patterns that result from the perlpherﬂ process(ng are related ta the
“ segments and features that constltuteﬂhe Towest levels of 1|ngu|st1c
/ ., description of the uttergnce. The 1istenér py‘esumal}‘ly focuses on : .
@ cértain aspects of these pattems and processes them further in order
to aéniev’e an’ orgmized_!ir;guistic description.
1.5 VARIOUS MODELSVBASED ON HUMAN AUDITION . J
Because of the greit diversity and variety of techniques used to-
‘ . attempt recqgnmon gf speech, nn]y those - techniques closely related tos
“ o the current work are described. . .
- Christovichet al., (19‘74) outlined a functional model of -auditory
analysis based on psychophysical and neuﬁphysica1 facts. The model was

inplemented with resonant civcuits| for auditory spectral analysis followed by




principal transformation’of signal ln’(:ensity‘ whicH ‘includéd half

wave rectification, nonlinear amplitude transformation and peripheral
adaptation.

‘the mole ey used b shoulage Cireatn Sireacs taking place
in the auditory analyzer, «

Experimental data from the basnar membrane motion and-auditory
nerve fiber activity for sihusoidal al\d c'lkk st‘lmuH along with the
study of sensary receptnrs/neurons have been used hy Dolma\znn et al.,

(1977) to deﬂl{m a mude] which simulated one secnonlnf the basilar

membrane. The model consisted of 128 sections with center frequencies

decreasing from 10 KHz to 25 Hz.' The mode] was used, to reproduce the

harmonic and fransient behaviour of peripheral auditory system A Russian

word utterance was processed and the model was ahle to ﬂetect thte maximum

energy reg’lnns of the input slgng'l, giving frequency anﬂ mtensity information
pertaining to the spectrun of speech. 5 B . AY

In the model dEscribed by Pols (1971), the spectral analysls during
'
the pronunciation ‘of a word was carried out 'by a bank of 17 1/3 octave

" \bandpass filters. The outputs of the filters were iogarithmically amplified

and the maximum amplitude of the envelope was determined and sampled every '

15 msec. Inthis way the\word was characterized by a sequepéeof sample #

points 1A a 17 dimensional space. = By method of principal. component

analysis the original 17 dimensions were reduced to 3. After a '|1near time

nnm\a\uanon the 3 dimensiopal trace was used to identify thz spoken
utterance. d ¥

White and Neely (1976) described automatic speech recognition using

a model of 25 1/3 octave Chebyshev filters. The output of the filter

W

i
i
. i
i
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‘bank was passed throysh a rectifier integrator circuit-and digitized.
- oL The }'\ea:unes. extragted from the model were subjected’to data reduction
stage using cﬁam:te'r string encodifly and clabsified using 1inear
time scaling. The unknown utterances were recognized by template match
i . on known utt| rances :
Recognition of p— speech was cafried out by Mariani and ) -«

Lienard (1977) by constru

ing-a model of 1/3 octave filter bank of 32  °

bandpass filters over the range 200 Hz to 7000 Hz: The speech spectrogram
thus obtained was divided into variaus'segiénts.  The acoustical paraneter
variation within the segments were used for synthesis and recognition.’
 Zwicker and Terhardt (1979) realized a speech recognition model
e based on psycho-acoustic principles of the perception of loudness,’pitch, 5

, " .royghness and subjective duration. The model consisted of 24 bandpass .. = ¢ . .

filters followed by vectification.by a Towpass Filter with a time constant B .
" of 1.3 msec and Tog anp1ification. From the output of the model the
ke n!cessary spectral, 1oudness and roughness parameters were extracted
The recagnjtion process’ was characterized by discrimination between speech”,
and silent periods,, detection of syilable peaks and assumption of
: . _sgTTable boundaries. The model was used for recognition of German‘vocabulary. *
Linggard and Black (1981) descrih‘ed a model of the basilar membrane
. with a digital filter bank of 128 secod order band pass filters for & :
g real time speech recognitioh system. The short time wide band spectra ’
from this filter bank was processed to extract the perceptually relevant - )
. “acoustic feature for word recognition, : : .
S : o
: A o }
o N & 1
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-used in speech amalysis including Principal CompoRent Analysis and the

"2 SEARLE'S HARDIARE-MODELLING OF THE AUDITORY PERIPHERY :
In this Ehapter the process dn.;n?in {that is, the domain representation .
that supports Searle's model), the hardnar%mnsjdemnons. inpTementat ion
and the work done_ using the model Br? described briefly, It a soi\nc!ndes
the theory behind data reduction and the various data reduction techniquesh

Discrete Cosine Transform. . i -

2.1 THE PROCESS DOMAIN . -
It can be argued that the model1ing of *the human audltory system

“involves two steps: the first being to process the incoming speech signal

in a manner similar to the human peripheral system and the secofd to™

extract the necessary relevant features for recognition. In order to

process the signal the relevant spectral and temporal ?aracterlstics of
the speech signg1 should be detected by the mde]:
The’vocal mechan¥sm is a quasi-stationary source of sound. Its excitation

and nomal mdes change with time. Any spectra] measure applicable to the

speech signal should therefore reﬂect temporal fzatures of perceptual

significance as well as SBECH‘a'l features. The standard Fourier

reprdsentations , that are appropriate for perfodic, transient or
“ stationary random signals are not applicable to the representation of
speech whosg properties change markedly as a function of time. Based *
on this Flanagan (1972) developed short, - time Fourier Transform as
a mathenatical approach to speech processing (Flanagan 1972, Rabiner

and Schafer, 1978).




at’ 1 Kz (Sear1ev1975'as reported by Raymdnt 1977).

_observed by Kiang (Fig. 1.9). The filters vere réa

“Cerrillo (czréiﬂo. |951\'c1tzd in Rayment 1977) 'aisr‘; repom;a" that
. Fourfer analysis does not provige the needed temporal tharacteristics of
the auditory stlmu'l\ and- he suggested a prn:ess dama‘ln hetween the Ume ind
frequﬂ’y’ ms sucvu:ug all the relevant sigml features can. be ' B
detected” Yn cons idering the process domain, - a conpromiss. has, twbe . . ' ¥
reached between spectm and temporal resolution as arbitrarily good - ”
resolution of both camot be simultaneously obtained. Ina areful
review of the hterature on physiological and psychnphysi:a\ experimems *
dorie on the amﬂtory system, Searle was ahle to define the pm:ess
domain for auditory processing as a three-dinensional space af tine,
ruency and amp1 itude with a- resolution of approximately 130176 °

of an nctave ‘n the frequency dimension and 5 mﬂHsec in the Nn\e dimension

s gz

SEARLE"S HARDWARE MODELLING OF THE AUDITORY PER!P‘HERV‘ = '
The results of the different &xperinental parTngms that were -
described iri the previous chapter were taken fnto :onstdmtwn in
constructing a front end acoustic analyzer-to mode} the human ear. The . .
hardwape mode] was enpladned in detafl by lockendorff (1978). -

The acoustic analyz®r is shown in Fig. 2.1. It consisted of a + .
bank of 18, 1/3 octale filters spanning the frequency range from 125-Hz
to 6.3 Kiz. Thé Filter bank mdelled the frequency cnaractb_:risiics of

" the basilar membrane and the 1/3 octave bandwidth was chosén. for+its i

similarity to the critical bandwidth (Fig. 1.8) and to the skirt response *

ized using three pole pair,

N




¢ . .

- yoyLmMg 540399330 |~ yueg 431ty ==  3nduy
xa1di3 1oy ado(gauz 20390 £41 yosads -

i———-

T —d o\, & . .
4 3 X 5 i
o v _—
5 . e ¢ 7 o



Butterworth designs with maxinally flat frequency response, Even

though the ear has 30,000 redundant overlapped filter channels, for 7

- practical reasons, ‘assuning that output of the adjacent chamels

vary viry‘ Tittle, only enough 1/3 octave filters were used to span

“.completely the band without redundancy.

of the hair cells, each filter in"the bank was followed by.a detector.
The fast-click response of the auditory nerv«nﬁher dnd the i

relationship em exists between the response dé

Tomdel the rectification and the envelope detection function

end the filter !

. “bandwidth was ccnsidered im the design of the detectors. The rise

of the 1 KHz enveiope detector.'
:detectors in the[bank were chosen such.that they had Sppropriately scaled

rise ‘times propoftional to the channel center frequency.

any chamnel was given (in millisecs) by 5.9/, where f, was the center

" freq. inKHz. To match the critical band curve of Fig. 1.8, the detector,
outputs of the lower frequency channels were added together (i.e.
160 Hz and 200 Hz'# 250.Hz) «

o .
and the resultant signal was sampled every 1.5 msec.

ting
was chosen to'be 5 msec. The other
L]
The rise tine of
= )
125 iz + \

The detector output chamels were multiplexed

The sampled output

was passed through a logarithmic amph’fier, included to match the perceived

© loudness of the ear -

for further processing

"

2.3 WORK DONE USING SEARLE'S mDEL

of the auditory periphera'l system of the human ear.
) .

1

The out.pu( wasidigitized and stored ina PDP-15 computer

As discussed prekus‘ly the model approximated the preprncessing

The various spectral

It has since been d1scovered that these were 1ncorrecﬂy reported

Above 400 Hz, fixed 7 ms time constants
frequencies.

were used, slower at Tow




and temporal charactérimcs of speech vere preserved hy the model.

In order to visually compare the anpltudes of mfferent |channe1s
‘at a given time and to view the tenporal and spectra] aspect of speech,’
.the ‘output”data=of the' filter detector system was plotted as a.succession

of spectra, that is 10g magnitude vs Tog.frequency with time as ci»e

paraeter. iy, 2.2 shows Such, a running spectrum p'lot of the stop
:onsonunts (§ear'le etal., 1979)

The prevmus chapter uutlined briefly the psychophysical experiments .-,
that cunﬁrmed the presence of feature detectors in the audn:éry system
sensttive to particylar dspcts of" the auditory@inui. Further, «
psychnphys\:m expemments have also been used to détermine the thar’acterist{cs
of -these acoushg features Of the speech signa]s Varioys tape splicing ’
experinents conducted by.Cole and scott (1974) .and Schatz (1954) pr‘ovide‘
information about the recognitian of-different cues Pre}en; in the speech
waveforn. In the ‘work done by Searle et al. (1979) recognition was based
.on these features whl;:h were-‘ahétracted frojn the filter detector output,
viz.,-the voice onset time, location and ‘shape of the s'pec'tra”l peaks during
-bursts and during transition regions, average formant track slopes etc. -
Measurefient of these features vas explained by Searle et al. (979). .The'
recomition process vas ‘carried out by using Discriminant Analysis (based

on stat1stu:a! del:'\swn theory) to decide from the featur! de\‘.e:tion data

what phoneme ‘was uttered.
The above prm:edure was ‘fn'l'lnwed for stop consonant: discr(minatwn 'S

(Searle et al., 1979) and a discrimination a:curac,y of about 771 for st’bp

'consﬂnants in the initial pns1t1cn was achieved with.a 15 speaker data set. -

The same: model was also used to test the discrimination of 1sahted .
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fricative consonants on a 19 sneaker data set and"a discrmmatinn accuracy

of 74% was achieved (Searle et al-, 1979). Ana]ysis of ‘misié: on, auditory g

perspective was also’ r.urMed out using the model %Ear\e,

(1982) stated that in terms of, speech charactefistics, the model should  -.

have naB¥bw bandwidth filters below 400 Hz to obfain gnod frequency» oD g

resolution and increasingly mder bandwidth f1'|ter5 above ﬂOU Hz to obtain

good temporal resolution of the speech §igna1.. 'nuﬂ Toy frequen:y spectra\ -

. resulution is ideal for measuring vowel formants and’ good high frequency
temporal resolution. is good for perceiving sharp translents as.in stop
consonant-bursts. The above mentioned work not only substanhated the - -
validity of the/deslgn considerations taken il to account in the filter = . TR
detector mode'! of the auditory system but also identified with the .
properties of Human speech. ' T et P
2.4 DATA REDUCTION » D T
Some of the basic functions that are accomplished by the sensory
system in the ana1y515 uf speech :an ‘be viewed as foﬂows (Sear'le 1982).
The incoming speech signal is converted to elzctrica] or chemical form.'
which must be detected. The detected signal should then be systematically
concentrated and some process should take place which would extract only
the. relevant information and disgard the irrelevant. Finally from .
the re'levani informatio}:, there must occur some ‘decision process to pic‘k .
out the Salient features necessary for speech recognitian. '
From the discussion of the Searle’s model and from the work done - °»
usiné the mol.1}z'{i it is clear that the model preserves the spect;'a'l; and




temporal characteristics of speech that are necessary for recognition.
& is perhaps less clear that the input speech signal is more or less the T *
same as the signal summed at the outpu_'. of the model. In that case some
transformation has to take place at the output of the model which should
reorganize the data-so that the irrelevant informatjion can be discorded.
) Yilmaz (1967, 1968) developed a theory of speech pereept(on
% ' baswnmf tionary adaptive postulates and applied it to whisperd
2 . speech and to' vowel perception.- The theory suggested that the general Taws
3 G of percgption apply to the ear as well as to the eye and that there uaf . *
: a structural homology of v|sua1. perception and vowel perceuuun: ’
Yilmaz theory suggested a three dimenlsionﬂ vowel Spaée ui’th o
» - loudness, hue and saturation and three primary vo;:'els from umr.h all

vowels ‘should be synthesized. In his experinenta set up to support his -

$u0%  heory, a tea-dimensonal vowel-Eircle was dispu_yed by deflecting the X. ~  *
- . and Y axis of an uscllloscope with sine apd cosing. weighted averages of_ the :
. log spectral magnitude. : ) .
» kS . - .
. X W oc:
s X = £ s(n) sinZm S m
2 n=l : : ¢
: o d _— -~ .
we ioa -
(e 2m -
¥ = T S(n) Cos S (2)
=1 . ; T P
N - . .

$(n) is the log spectral magnitude from the nith filter and N is the total
number of filters in the filter bank. It is evident (\Mt by representing
speech this way, Yilmaz st'a,ted that vowels and vowel-1ike sounds can be

'

represented by fewer parameters than were used to represchygthe nr{ginal




. \ , : ¢ . )
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spectium and that f;nr.speech recognition, it was enough.to pay"_\-

attention to few weighted‘ averages calcu]a’ted in equatiop (1).and %
(2). Considerable experimental work was done to evaluate.various
algorithms for vowels and consonants and for ‘inter-s?eaker varietion§.

Searle (1982) analyzed s’peec‘h spectra derived from his model usigg the
Yitmaz vowel-circle method. . ¢

R\'cnardsd\l (1979) resorted to the theory 6f generalized colourimetry -

to study various aspects of visual ‘arception He suggested that all
sensory processes 1nc1ud{ng auditory ones should resemble colour percevhun
and that they should be represented |n terms of a Hmiteo number of,
primary perceptual, channels. The work of Richards suppdrted the Yilmaz

theéory of speech gercepﬁon - ) e §

vl i
Y Frﬂm the above discussion \t can be seen that the work of Y‘l'lmaz and

R(chards suggests-that a smaller number of berceptual channels can be used

. to'répresént speech than is generally supposed.
S

2.5 DATA REDUCTION TECHNIQUES " - - .

Efficient and accurate reduction of Speech- is needed when pmcessmg
time and memory space are at a premium. Some data reduction ze:hniques -
are autTined below. :

2.5.1 D‘l‘mensi'onal‘r‘Ana‘l!sis of Speech Spectra’

In Yeneral, any spectral analysis of speech can be considered in terms
of a multj:dinunsinnal concept. . The spectral data from the filter bank can
be thought of as points in a multi-dimensional space. The measurement of
such a space has a dimensionality equal to the number -of thérs in the

A . LB

.,'L_ P
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bank and the ‘sequence of time sampIes can be-considered as a muvmg point

in space. Ty outputs of adjacent f1'|ters and the adjacent ‘time samples
are highly :orrelated nence it is expected that al'l possible speech data
. points wl,l]' be located within a restricted portion of the‘slpaceA There
are various possible techn!ques ‘to diminish the numl'{er,nf dimensions in
order to reduce the amount of data. The important reqn(reme'nt is that as -
much of the ongmahmfamahon bearmg or Tiquistic content nf the
sxgnal as possib]e should be¥préserved. - Pols et.” aT., (1972) described
a few pcss.ib]e p_rucedures for t_lata reduction_. such as ‘analysis of varhiance.
prinicipal; confonent Bralysis, dfscriminant analysis and maxinally. .
. diserininating Blane analysis. The type of data reduction technique one
should prefer deper;ds on the type of da‘ta, t}|e coxr_\putatidnal_ Timitations
. and the final 903 s of the research project N ._ N
R : . Js
2 5.2 Pr\nciga] Componént Analysis' E . ‘
The Pr(ncwa] Component method is a stat\sucal prlcedure for finding

an efficient reprqsentatilon of a set of correlated dataA From a geometric
point of view this procedure can be seen as: translating and rotating the B
coordinate system used to measure the data. The procedure can be considered
as deriving an optimal set of Grtnor!urmﬂ .basis vectors' for representing
the data. §The statistical properties of the spectra can be represented

as a convariance matrix [C] with each element given by

" K e -
G5 = +t & B - %31 ["lq =51

. for {, § = 1, 2,cennnane
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wher_e-« is the no of filters, Xy is the i'th data sai;uﬂe of the
K'th-Fikters % is the average over K of the i'th data sample and n
s the number of data elements in each filter data block. It is .. s
known that the eiggn-véctors of a convarfance matrix, ie.; itsprincipal *
components, are a lifear combination of random vasiables that yield
a unique set of statisucally independant urthonmyal coord(nates. .
Var1ances accompanying the principal compdnents :haracterize the statisncal
properties of the spectral data. - Transformation of the coordinates of ~ *
the original data spéte into principal components is accomplished by a
simple rotation of axes# which preserves the statistical characteristic:
of the Briginal space. Data redu:tion is achieved by selecting m compoln
in the eigen-vector space, where m I a nunber smaller than the numtfer of
H'Iters Furthermre it has .been shown that the mimmﬂtimﬁon error
% S is met 1f the se1 ected components are thr first m cymponents of the eigen-
© vectors of [cl ' &
The principal camponent analysis methods was used-by many 1nvest19!tors
a‘s Pols (1971), Li et.a’l.. (1969), Zohorian'and Rothenverg (1981) to
study the data reduction in speech processing. Generally they adapted
" different 1iguistic methods to recognize the data after data reguction.
The theories proposed by Yilmaz and Richards were expenmenta”y
suppeNed by the work of Pols (\972]. Pols analyzed twelve Dutch vawel.s
b “each profiounced by'50 male sneakgrs,‘usmg mo‘de‘l of 18 \/i octave
filter bands comparable in bandwidth to the! ar's‘ critical band: Since the - -

samples 'from contiguous Frequency bands were not 7ndependent, a data reduction R

was possible. He applied Principal component analysis to the 18 point

¢
spectra obtained using the model. 'For this analysis the variance alang "
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- each dimension and convariances h;twﬁen dimensloﬁs was :alcu;aﬁeﬂ. The
new dimensions obtained were a 1inear combination of the original
dimensions. . Detailed analysis verified tha_t the maximum amount of variance
+was .forced into the first component, the maximum of the remaining
var(ance into the second component and so on. The same appmaéh is
used for analyzing the conversational spegh by Pols (reported by Searle
1982). 'lh:l]ﬁugmtude spectra fnr a minute of speech were generated
and principal mmponent analysis was. performed. Fig. 2.3 shows the
variance plot of Pols spe\f‘rﬂ data. It could be seen that the variance
is more or less un'lfnnnL‘v d\"stributed throughout the filter channels.
After subjecting the data to Principal Component Analysis, it was
observed that 50% of ‘the variance was in the first cnmizoneﬂt. 29% in
“the second and the other 21% in decraasing‘amunts in the rema‘lni‘nq' :

16 components.: This indicated that the transform was effective in forcing.

“the information into b few components s the variance plot suggested. '

In order to test if perceptually relevant fiformatign was concentrated

in a erfy manner or not, Pols constructed a speech synthesizer to
reconstruct the transformed data. with_the higher channels set to zero.

The perceptual expprinents did not indicate the concentration of the data
as the variance plot suggested but it indicated data reduction (as_ reported

, by Searle 1982).

Searle (1982) in analyzing the swmpliﬂed rzp?esentations of speech 5,

sub.\e:ted the output.of his model. to principa’l component analysis.” Fig.
2.4 shows the running spectrum representation'of the conversatinnﬂ/nge:n .
(the underlined portion of the sentence 'The wagéh dog gave a warning growl')

. J
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underlined portion of the sentence "The Watch,Dog gave a warning
(from Searle, 1982). .

Fig. 2.4 Rumning spectrun plot of the output of the Searle’s model for th
- growl",
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: b B
uhta(ned as- the output of the ther detectar model. Fig. 25 shows _' '
the‘ first three basis vectors generated by the printipal ¢omponent’
ana]ys_is of the above sentence.  These basis vectors resembled the
1f cosine series. The work of Pols (1977"as reported by Searle, i
982) and Zahorian and’ Rothenberg (1981) also supported this: resemblance.
The spettra'l data in Fig. 2.4°was subject!d to Principal Component
Analysis and ‘the new representag(on is shown in Fig. 2.6. The hor\zontal
axis in the p1ot/e;ucesehts the component number. It is evldent from
the Figure that the spegtral data is packed into fever lower channels.
"“One possibla interpretation of the variance plot is the first three
" componerits- indicate the chree\\junmuns of loudness, hue and_saturation ~
which is the outcome of Yilmaz tl_\eory of speech perception.
2.5:3. The Discrete Cosine Transforn .
»  Orthogonal transforms of signals have been widely used in the
area of digital_ ;signal processing and they offer an effective means
of data reduction. The Discrete Cosine Transform (DCT) is.in the class
of ortnogon.ﬂ transforms. For speech signals ¢t has been demonstrated that
the OCT s nearly optimal in terms of ‘its perfornance (neﬂnm and Noll,
1977). The DCT is also found to be well suited for speech coding (F]anagan
/1929, Tribolet 1979). It has an inverse - the Inverse Discrete Cosine
Transform (IDCT) - which permits testing the output of the model for
: speech intelligibility ,(the same thing can be accomplished with the

- m}me cSmponents calculation by transposition 6f the' principal

nents matrix).
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The DCT has a big advantage over principal component analysis in
thatit is a data independent case opposed to.data dependent trahsform
- The DCT also has a fast algorithm, which permits & sibstantial

saying in ‘the.computing timei herice the DCT is prefgrable in terris

. of practical implementation. Ahmed a’nd Natarajan (1974) have developed .
an algorithm to éum;iuce the DCT using the Fast Fauv{ier Jransform. B
5 5 . Bertocci gt al. (1982) have developed a hardware- i plementation of
" the OCT for application to coding’of speech. Searle (1982) i his work
subjdcted a sentence of 'Sp%ech to ttie DCT and show ‘d‘thai the speech data )
i 75 packed into a fewer channels. It is noted frof[his ik that the basis T
|

¢ vectors of Principal component analysis resemble the basis' vectors of the

DCT.~ Fig. 2:7-shows the sentence fragment "The watch dog' subjected il
to the DCT. :

5ol " In the Searle's model, the Tinguistic features |estracted fron the
output of the model were used for recognition. In the present work, we
are interested in effecting a reconstruction of speech at the qutput
+ - of the model in order that an investigation of reduct\ﬁon in the dimensionality
Gf speech may be carried out. Since the IOCT provides an effective )
reconstruction from the reduced conponent set of transformed data, ‘the OCT

is used“for further analysis. \ .
. . . \ .




FW 2. 1 New spectral representaﬂon of "The ‘vatch dog"

erived using-Discrete Cosine Transform. (from
Searle, \952? .
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. 3: A MATHEMATICAL APPROACH TO ‘THE FILTER DETECTOR BANK USING THE - ‘ b
*, SHORT-TIME FOURIER TRANSFORM i » -
This chapter explains the mthematical approach to the filter detector

bank implenentation using the short-tine Fourier transform as well as the
data, Padastion technique using discrete cosine transform. .

P . }

. 3.1. DISCRETE SHORT-TIME FOURIER TRANSFORM

K * Standard Fourier rep;gsentat!ons that are appropriate for y..werindic.
transient, or stationary random signals are not ;iiv'-ectly applicable to 'th_e
representation of Apeech signals whose properties change markedly as a
functia‘n of time. In 6rder to study the ten}pom and spectral characteristiés

of speech,, the short-time Fourier transform was developed. It is also i"

one way of describing mathematically the filtering process that occurs,
in the ea® - .

- %
The Short-time Fourier transform (discrete case) is defined ‘as [Rabiner

and Schafer, 1978], . L % ;
Jw, @ -Jw,m 5
% (e K a1 x(m) P (n-m) e ¥ =50
ne - .

where p, (n-m) uIa real window sequence which determines the portion of the
4 e
input signal that receives empHasis at a particular time index n.
Equation (1) can alternatively be expressed (by ‘transposing m and n-m)
as
-juyn
et

§ e . . .
x"(ejw")‘ A E slncm pm & C (2
feics

¢
X, (e

R T Juy * a
" Xy : '
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where T, %)« T e g S @
. - :

Xn(ejmk) “in equation (2). can be interpreted in two different ways:
(4) if the'lidex n is assuned to be fixed, X (e *§ is simply the noraal
Fourier transform of the sequence Py (n-m) x(m) and (ii) if w, is f\xed.
then ' ") 15 2 function of the tine index, giving the time depeqient
" or short-tine Fourier transform of the sequence p(n-m) x(m) , thus leading
to Furier representatién in tevms of linear filtering.

3.2 FXL‘TER BANK SUMMATION METHOD OF SHORT-TIME SYNTHESIS .
In equation (Z).-pk(m) is the window used at frequency W If we
set a ' :
jmkm 5
h(m) = p,(m) e F (4)

Equation (2) becomes

Jw,
k). -

X (e f5)

-Jun
e, [a, (wp) + b (w)] (6) -

. 2 .
Since the window function pk(m) has the properties of a low pass filter,
Equatéon (5) can be 1nterpreted as a bandpass filter with m\pulse response

=J
k(n) fo’l]cwed by modulation witha comp'\ex ‘exponential e ¥

. Impulse Resnanse
x(n) —— Jun
piln) e

~Jun M
e K .

Fi9.)3.1 Interpretation of short-time spectral analysis.

e
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< N
L ooy, < Jn
If we define y,(n) = X(e ")e (N ty
< g d A 3
th‘en “from equation (5) | - S ' : O
vl = T x(nm) hy(m) G
L * N s B .

fe. y, (1) ¥s sinply “the output of a bandpass filter with “cotplex inpulse
response l_|k(n) (Fig., 3.2)..

- . -juyn Ju
N . i

x(n)

Fig. 3.2. Method of iMplementing the synthes’is of a\sing\e channel in
ptems of linear filtering.

This provides the key to a ‘practical method ' of reconstructing the
input signal from its short-timesFourier transform. In -thg filter

bank anlysis of speech, the entire frequency range is divided into N
v

frequency bands. Hence for a N fyter bank design, the output is
obtained as .
o -
o e N2 .
oy Ty, :
k=0, " .
2, ke

S B P
" ¥ = I Xle wk) e K
=
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In implementing the f:nter bank design given by Eqn. (9) the following
precaut fons must be observed (1) to mike the filter a lowpass filter with®
a narrow band, the window function p,(n) in equations (2) and (4) should -
appear as an impulse response with respect to X(e uk) Mving non zero values over ¥
narrow band around zero frequency; and 2 the- effectlve bandwidth of the ambu E N
shwld‘ be equal to the bandwidth of the individual filter. Equation 9 is
N grapln‘cally illustr‘ated by Fig. 3.3 where the output signal is obtained as : %
the sum of the sunals from each band oi the filter bank translated to the .
original center luquem:y of the band.

Dl 2

3.3 SEARLE FILTER-DETECTOR MODEL AND SHORT-TIME FOURIER TRANSFORM. N
The filter detector pa'nd model ‘inplemented by Searle is given in Fig, 3.4.

Signal

Filter

carrier frequency

N e ! )
' carrier ¥requency e
“ o
|
ol
Input :
Speech ' Output
0 Signal
I
1
I
!

‘ﬁ—— ——— Analysi _m:ti0n-—4:
1

Fig. 3.4 Implenentation of thy filter detector model.
8 i 5 .
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Assuming that the output of the kM fiiter in the N filter Bink
model is the real valued sequence a“(wk). the output of the filter
detector nodel is (Fig. 3.5) given by [Rabiner and Schafer, 1978 and
Flanagan.’ 1972). : ‘

) 2 Lo (w)? o+ 3 (w)??

e + b2 = ja (e S

where 'b'.‘(mk) Is'the complex part of the outpit™ from the kt? filter
and ;" (mk)/is the Hilbert transform of the real output sequence a,(wy)
of the k"' filter. Hence the output of the 11 ter bank model after the

detector stage is” the anplitude of the complex valued seqlence represented

by %

Bandpass | a (w,) e Lo»(:s‘s
x(n) Filter ok Rectifier Filter o -
. . [EN O]

Fig. 3.5 Practical measurement of the short time spectrum by means of the
bandpass, filter and detector. R

/ : : :

3 o =dun
) = Tale ) v gbfe )] e N
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where xn(edmk) is the short-time Fourier transform of the input sequence i
x(l:). Hence the output of the Searle's filter bank mdel after the
detector stage is the absolute ampljtude spectrum of the short-time Fourier
trans-fnml [F1anagan, -1972]. Consgquently the short-time Fourier transfannv
is obtained by the pracedure given in equation (1), where b (u,) s the
Hilbert-transfom of the real sequence a (). Once the short-time
Fourier trine a1 computed, the reconstructed signal y(n) is obtained
by the use of egution ().

In the Searle's model, the bandwidth of the individual filters have
been taken as 1/3 octave (variable bandwidth) reflecting the characteristics
of the humn auditory system. Since t(Z ot possible: to ‘achieve both

quo.d temporal resolution and freguency resol ution, narrow ban&width filters

. were used below 400 Hz to achieve good frequency resolution and

increasingly wider bandwidth above~400 Hz to achieve good temporal resolution.
Even though it is different from some of the conditions imposed on the
windows (Section 3.2) these variable bandwidth filters are found to give

good results as seen in chapter 2 to characterize the speech. (Searle et. al.

1979, 1%82). . . S P { <F

B 34 DATA REDUCTfDN USING THE DISCRETE COSINE TRANSFORM .

One of the most important applications of the orthogonal transforms is data
conpression.  The key to securing data compression is signal representation
of a given class of signals in an efficient manner. If a discrete signal is

comprised of N sampled values, then it can be thought of as being a point in




o 45 u
an N dimensional space.‘ Each’ sample is then a component of the data
N vector X which represents the signal in this spacé. For more efficient
J representation an orthogonal transform of X {5 obtained such that.
¥ T where Y and T denotes e transform vector and the transfnm
matrix respe:tway. The main objecl(ve behind data reduction is to
‘select a subset of M components of V where M is substantially less than .
- N. The (N-M) components can then be discardell without introducing
nbje:{(onah]e error, when t\qe ;ignal is reconstructed using the ret.ained °
M components of Y. ' .
S .

= L 3.4.1. Discrete Cosine Transform A
EscuCte ChSin. Teans fomn)

The DCT of a sequence x(m), m .‘fi\(m-]) is defined as 4

. ) -'y , g :vl . &
: - . \ . .
6.(0) = g mED x(m) . . G

v

. -
AGIEEE z:) xim) Cos (ZRAUKE 4=y o (1) (12)
; & ) Al SRR

swhere G, (k) is the k"1 OCT coefficient.

Inverse discrete cosine transform is defined as 4
L wr ! (me) s P
) x(m) = —G,(0).-+ I 6, (k) Cos *=5 k. - (13)
7 X Tox m- . .

This can be written i_n the matrix form and A\ is the (M x M)‘matrix that denotes’

the cosine trans!om\auon. then the orthogonal property can be expressed as

AN £ mon : : v y
" where Afs the transpose of jy and I is the (M x M) identity matrix. )
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4. SIGNAL ANALYSIS USING A DIGITAL IMPLEMENTATION OF THE SEARLE'S MODEL

This chapter describes the various design considerations taken into
account in the design of the software model. Fig. 4.1 shows the block

diagram describing the work done. " /. B

-3 The digitized speech is passed through a filter bank, which simulates ‘\
the frequency analysis of the basilar.membrane, and then through a detector
bank which simulates the detection function of the hair cells. The output

of the filter detectors is used to create a running spectral plot which
reflects the temporal and spectral characteristics of speech. Thest;

spectra are then subjected to a linear transform - Discrete CnsmsTransforll

- to concentrate the data to a minimum ;mmber of perceptually important

. channels.  The Inverse Piscrete l:usine Transform is done on a reduced b

_nu'mhe'r of channels to obtain the output. spedtra. The output is modulated
and bandpass filtered to obtain the signal for perceptual testing of
the intelligibility of speech. ' )

4.1 DESIGN OF THE DléITAL BANi)?ASS FILTERS 'Ill THE BMK‘.

The design considerations that were taken fito accomt by Searle
in,developing the hardware mode] of the auditory fripﬁery ‘are considered
in the iuplengnt;t‘lon of the digital saf?nre model. The physical
arrangement of the filter bank provides 18 second order Butterworth
bandpass ﬂjters. The filters are logarithmically spaced with a bandwidth
of 1/3 octave. The 3 db upper and Tower Eut;:ff frequencies are calculated '
using thé relation Fh =1.26 Fl . With 125 Hz as the|cutoff frequency of
the lower channel ar‘vd using the above relationship the higher and the
lower cutoff frequencies of the 18 bandpass'fﬂters in the channe] are

calculated. Vool .

.

3

s
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4.1.1 Digital Bandpass Filter Design L ) -

Butterworth'filters which have maximally flat frequency response -

*are used in }he design of the digital filters. ~ The digit’a] bandpass

filters are derived from second order Buittervorth analog filters by the

. < 2 ’ )
bY1inear transform method. Three such filters are cascaded together . .

to implement a sixth order bandpass filter using the design equations

of Ahmed and fmarajm (1983). For speech processing, the cascade form

is preferred as it exhibits superior performance with respect to round-off

noise, inaccuricies and stability. In addition cascade realizations are
preferred for hardware implementation since they require shorter word
Tength and are less prone to overflow problems. s

The transfer function of the k'th stage second orrder Buttervorth

“bandpass filter is given as RZK(S)

¥

g s st2 . . ¥
Rk(8) = — o - =B
& st - 2 cos 0, 8% /(2&02 + W)s? - 2m? cos s + ot (.

where o, tan (mD1 T/%). i=n2 ) ‘ .

. - ‘l

T

up is the analog frequency variable wrres?svd‘lng to the critical
} 5 W
digital frequencies uy ) ,
i
w? = : E p E

" wp
o Ay Ay

Y . {2k +n - Un
& = =

ks
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where T is the sampling frequency, n is the number of cascaded stages.

) N ' A
C R = Rs) b ayen) st B ‘ .
. R Y "
: T N T
i where:D, = (1 +-?%) [1-2N Cos 8, +u?] + W .
k o k T %
B = llgZ 1) W oos e +ull S o 8
N Fo= amo"-&mczg(s-zuz)J ¢ §. #

G = 4(mu2 1) [+ W Cosley + u?] - o

3 = 0+ wh) [0 +2 cos oy +u,l) + W ) i

- U;'ing these equations the bandpass filter coefficients can be found

for all- the stages. The output of the k'th stage is obtained by \\
‘ A8 22+ g2t ' N
. - 3 k ok B
Yileh = D+ E ) 4Rzl 620 +4 20 .
k ki k2R K k : PR
where A, B .and C, are the umerator coefficients and Dy, E,, . . -\‘_’/
Fy» G and J, are the denoninator coefficfents which are calculated s

using the above mentioned equations. The input-output equati‘ons of the

filter can be writtenas s °




= g TxdD) 8 x (12) e ny (L)t ST
T B 1) - By y(1-2) - 6 3 {19) 3, v, (1]
’ .

where k denotes the huhber of stages x(l-lz). x(I-4) are the‘paS‘t input
wilies and y([<1), y(1-2), y(1-0), y(1-0) are past output valies.
The bandpass filter algorithms are'iritten in HP BASIC and are
lmplemented using the HP 54518 fourier fnalyzer System.
In order to obtain the impulse _response of the bandpass fﬂt‘er’. :
unit impulse lnput data block is created and used as the input to the

.inpnt/uutput equat!nn. F\g‘ 4.2 shows the frequency response nlot of the - ot

bandpass filter \n channe] 4. !t can be seen from the n10t that the 3 db' = 1s
cutoff frequencies are 3% hz and 500 Hz for the pAréicu'{ar cna\nnve'l. The

digital filters are i‘ﬁ\p]emented using §onv01 ution ap&uach. The values

of the impulse response h(n) are stored in the system memory and as the

samples of the input signal x(i) enters the systen, the operation of = =

a o v 2
(n'] = g x(m))\(n~m) is perfnnned nhere y(n) is the nutpu?: sequence.”
m=0

Asinilar approach is Followed in inplementing  the 18 bandpass ¢ lters o
in the chamnel. Fig.. 4.3 shows the log magnmde vs. Tog frequency p.at .

_of the filters in the filter bank. It cn be seen from the magnitude. - . A

plnt that the lmpulse response |s max\maHy ﬂat with a slope of 120 db/octave

The two flners with f =4 and 178 Hz ﬂre combined as are the . ]
two Filters with f. % 224 and Hz, reaucmg the system to a set of 16 ° T oAy

filters. These filters in the low frequency range are combined so that the Ty
bandwidths used are comparable with the ear's critical bandwidth. ' 4

2 % . - "
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\ The combination also provides a good frequency resolution in measuring

N the vowel formants. Fig. 4.4 shows Tog magnitude vs log freqfifihy
. plot of the 16 filters in the filter bank. : .
e v 2 “
i > ® . §
4.2 DESIGN OF THE ENVELOPE DETECTOR a : .

The envelope detector in the filter bank sinulates the rectification
detection function of the hair cells. It consists of the rectifier
followed by a Tow pass, filter. The rectifier is implemented by finding

the ahso]ute magnitude of the output of the bandpass filter.

© 4.2.1. The DeSign of the Lowpass Filter in_ the Detector

The detectors A the model are designed such that the “bine - constinits E

-are optimized for the individual filters. Filters with broader bandwidths

have faster rise tines; detector’ time constants are chosen to be’ comensurate . 8

with filter rise tines. According to Seyrle's dehnit(on of process

domain,. the rise time forothe 1 KHz envelope detector is chosen to be 5
" millisec and the other detectors have appropriately scaled rise times

(i.e. proportional to the channel center frequency). The rise time in

millisec for each channel = 5A9/f0 where fo is the channel center frequency *

“in KHz. Cutoff frequencies of the lowpass filters are calculated as

follows. . gy
Rise time of the 1 KHz channel . =5 millisec
Center frequency of the 1 KHz channel =.897.3295 Hz.

Rise time = frequency product -(based-on-1-KHz: channel).is .= 4.4866476 o

2
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Rise times of each envelope detector in the channel = 4.4866476 * 1/f. ,
where f_ is the qhannel center frequency of| the particular bandpass

filter. Using this rise time the lowpass clitoff frequency of the single

stage R-C lowpass filter is calculated.

Rise time of the single stage R-C lowpass filter = 2.2/u_ ,

- ﬂ.JS/f:

where f_ is the lowpass filter cutoff frequency. Table 4.1 gives

the rise time for each channel and the cutoff frequency of the lowpass

filter in the cbannel. i
The digital lowpass filter is ‘redlized using the bilinear

transform technique.

The_transfer function of the lowpass filter is

-1 N
Wz - AL s
: 14827 ’ : ’
) . .

uhefe A = mn‘/(u‘llr‘) }

B = (uAI - 1)/(uA] +1) -

T . B ;
Also f_ is the cut off frequency of the lowpass filter and Tthe

" samp)ing interval. If x(n) and y(n) are the-input and the output, the

"following difference equation is satisfied.

¢ y(n) = Ax(n) + Axln-1) - By(n-1)
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. 2 ‘ B .
-5 * Frequency Band Center frequency Rise time Low pass
8 of the filterss of the channel. of the, filter cut off
% in the channel (Hz) envelope frequency
£ (Hz) . & detector (Hz)
£ MSecs)
s
1 125 - 157.5 141.25 31.720599 11.03384°
2 157.5 - 198.45 177.975 25.209576 13.883613
3 198.45 - 250.047 228.2485 20.005962 17.494785 H
4 250.047 - 315.059 282.553 15.879143 22.041492
5 315.059 - 396.975 356.017 12.602544 21.77217
-6 396.975 - 500.188 448.5815 9.9734587 35.093142
7 500.188 - 630.237 565.2125 7.9377769 44.09295
8 630.237 - 794.099 - 712168 6.3001506 55.554228
] 794.099 - 1000.56 | 897.3295 5.000001 69.999986 .
10 | 1000.56 - 1260.71 1130.635 3.9684398 88.19587 )
N | 1260.71 - 1588.5 1424.505 © 349178 M.1401
12 | 1ses.s -2000.5 1795 2.4995118 14002737
13 | 20005 - 2521.9 2261.7 1.9835469 176.45159 - .
»a | 25219 - 3177.59 2849.745 1.5743646 222.31191
15 | 3177.59 - 4003.76 3590.675 1.2495314 280.10501
16 | 4003.76 - 5084.74 4524.25 0.9915491 352.98302
“17 | 504474 -.6356.57 5700.655 0.7869579 444.7506 )
18 | €336.57 - 8009.03 ns2.7 0.6245413 5604113 »
* ’

Table'd.] Cut off frequencies of the bandpass filter and the lowpass
filter (detector stage) in the channel. e
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The impulse response is obtained by implementing "the above equation.
The procedure used for the implementation of the bandpass filter is followed
for the lowpass filter also. The impulse response of the lowpass filter
is obtained and normalized. Fig. 4.5 shows the magnitude response of
the lowpass filter in channel 4 and the lowpass Filter cutoff frequency
can be seen to be 35 Hz.

The overall rise tine of the channel i5 T2 = T2+ T 7 where
T, is the rise tine of the bandpass filter and T, is the.rise time of the
detector. In the Searle's model the overall rise time of the channel is
5.9/f_ where f_ is the center frequency of each bandpass filter in Kiz.
Table 4.2 gives the values calculated using the ahov‘e mentioned relationship
and the determined values. There is a snall varfation in the calculated

values and the determined values. '

4.3 ’lHPLEﬂENiAYION OF THE SEARLE'S MODEL

The bandpass and lowpass filter impulse responses are normalized and
stored. The filter detector model is implemented in the HP 54518 Fnur.ier
Analyzer System using the Fourier Keyboard Programmes. Fig. 4.6 shows
) the block diagram of the digital implementation of the filter detector
model.

The time domain implementation of the model is..realized by convolving
the d}iqiuud speech block with the bandpass‘ filter impulse response.
Detection is done by taking the absolute magnitude of the filter output
and by convolving the rectified signal with the lowpass filter impulse
re;bﬂnse. This operation gives the envelope of the input speech signal.
The output is stored as data files in the m;gnetic tapes for further
processing. ) B




- .
s o B
2 Filter detector Determined values of the
2 rise’time according to filter detector rise time
= the relationship
E‘ Rise time = 5.9/f _ (mSecs) necs.
3 : .
1 41.769912 : 44.831415
2 |s . 3350723 33.786963
3 26.310098 26.959011
) 20.881038 21.508386
5 16.572242 17.147597
6" 13152571 13.661293
7 10438552 10.873676
8 . 8.2845621 8.6570073
9’ 6.5750652 6.930392
0 5.2183065 5.4370148
n 4.1414989 4.3160872
12 3.2869081 " 3.455862
13 276086572 N 2.7419348
1 2.0703607 ¢ 2.217953
15 16431451 17582692~
16 1.3040835 1.1094857. . _
17 1.0349688 1.0994682
® 0.8214181 0.835001
Table 4.2 Comparison of the filter detector fise times.
!’ o,
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4.3.1 Data Acquisition K
The sentence spoken for analysis is:

'THE WATCH DOG GAVE A WARNING GRON“L'. .
Speech is recorded and,p]ayed‘ using a HP JQQSA lnstrumentaﬂon‘

tape recordeér. The continuous speech is recorded with a normal tape

speed of 7 1/2 ips; and played back at a reduced speed of 1 7/8 ips.

The speech is band Timited at playback using a lowpass filter with a

cutoff tragiiency F 2 Wi ! '

Analog to Digital Conversion Particulars:

Input Fourier Block size: 2048

Sampling frequency © : 5 KHz for the reduced. speed of

"7 7/8 ips. (20 KHz effective)
Sincé the impulse response of the filters use a block sizé of 4096, and

to eliminate the error that occurs due to convolution the speech data

“blocks aré converted to a block size of 4096 by overlapping. .
The digitized spegc_h data block is analyzed using the filter detector

mdel. Fig. 4.7 shows the inplementation of a single chamnel in the

nodel. Fig. 4.8 shows a block of speech and 1ts magnitude spectrum. Fig..

4.9 shows the bandpass filtered _Dutput through' channel 4. The magnitude .

spectrum which indicates the particular band of signal ca;l be seen from

the figure. The rectified output of the bandpass filter and its magnitude

spectrum is Stioi Fig. 4.10. It is seen that the rectification N .

results in a dc value, low frequency components up t‘o approximately 80

Wz and the higher frequency companents in the range of 800 Hz to 1000°Hz.

These additional higher frequency components were filtered out using the

Towpass filter and the lowpass filter output and the magnitude spectrum
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Bandpass filter output‘(channel 4)

(a)
(b)

Fig. 4.9

Magnitude spectrum:




Rectifier output of the detector stage (channel 4)

Fig. 0 “(a)

.

Magnitude spectrum

(6)

i
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s shown in.Fig.- 4,11 From the figure it is evident that the cutput
of the filter detector provides the envelope information. The )
rectification also results in the input signal and higher order tevms.
The higher order terns are filtered in the detector as explained.”

" In orders to test'if all the informtion in the input speech signal
is preserved or not the output of the filter bank i3 summed toghther and
cogverted to an analog signal using the digital to analog converter.

Fig, .12 shows the filter bank summation output and the magnitude
spectryn. Comparing with the input signal in Fig. 4.8, it can be seen |
that there is & slight distortion in the signal but the magnitide reains

“to'be the same. 5
; N
?

¥

4.4 SPEECH ANI}LVS[’S USING RUNNING SPECTRUM PLOT

In order to visually compare the amplitudes of different channels at
a given time and to view the spectral and temporal characteristics of speech,
the output of the filter detector system is plotted as a succession of spectra,
that is magnitude vs. frequency with time as parameter. Fig. 4.13 and
Fig. 4.14 show the running spectrum plot of the underlined portion of the
sentence 'The watch dog. gave a warning growl'.

In plotting the running spectrum the log amplitude was considered.
Since the spectral and temporal characteristics were not clearly visible from
this running spectrum, the ’l\'near magnitude spectrum is plotted for further
analysis. Fig. 4.15 and 4.16 shows the running spectrum of the log magnitude
data plotted which corresponds to the linear data plotting in Fig. 4.13 and

Fig. 4.1,

.

e
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(a) Filter-detector output (channel 4)

(b) Magnitude spectrum

Fig. 4.1
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(a) Filter bank summation output

Fig. 4.12

(b) Magnitude spectrum
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Fig. 4.14 Run

n]’ng spectrum plot of the underlined

of the com

versational speech
The watch dog gave a warning grow!'

portion



the log
of the filter detector
sentence fragment

plot of

Fig. 4.15 Running spectrum
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The amplitndé of the output from the 16 channels at a given h\st_ant
.in time is plotted. This gives a cross section at that time of 16 discrete '
values. These 16 discrete values are joined with straight lines to obtain -
the short-time amplitude spectrum with 1/3 (‘1ctave frequency resolution. This
is repeated for successive instants in time one above the ot;\Er-on the page
+and "it emphasizes a cvwear observation of the changes in time of the frequency «
spectrum. The horizontal axis shows the 1/3 octave h"eq‘u.ency scale in steps
of 4 channels (4,1/3 octave channels) between divisions. “Frequency increases’ *
from left to right with the first four channels indicate freguency range from
125 Hz to 500 Hz, the second four channels from 500 Hz to 1260 Hz, the third
four channels from 1260 Hz to 3177 Hz and the last four channels from 3177 Hz
to 8000 Hz. The vertical displacement upwards indicates the progression in time.
The time resolution between the spectra is 1.6 millisec. Time averaging can
also be performed. The vertical axis upwards shows’ the linear amplitude. &
The plots are tapered down in width.from top'to bottom to enhance the
“perception of depth. This gives a three dimensional perspective to the plot.
N . N ) Each time spéqtra represents 1.6 millisec and each time marker on the ‘
right represents a block of 16 spectra giving a Lim? scale of approximately
25.6 millisecs per division. The underlined portjon of the continuous
speech "The Watch Dog gave a warning growl" is plotted. .The sentence
fragment consists of 8 blocks of speech data equalling 256 blocks of filter
detector output data. The block numbers are marked on the .right. The

block numbers are categorized as follows:




THE WA[TCH |DO[G ~
(—Zblocks—J . -
—-dbh)cks'——J . ’ )
k———6 blocks X )

p—————————8 blocks

i
\ The corresponding blocks are re:onstruvcted for audibility in. steps
of first 2, 4, 6 and 8 blocks of speech. Each plot has 4 block markers
with 64 spectral lines per block each rep_resent(ng 0.1024 secs of speech.
The first plot has 0.4096 secs of speech and the second plot has 0.4096 secs
of speech which agrees with the time taken (0.8 secsf to speak the sentence
in real time. The spectral and temporal characteristics of s’peech can be
seen from the running spectrum plot and the linguistic, categorization of the
running spectrum plot is explained in the next chapter.

- .G.S PROPOSED CHANGES IN THE MODEL !

) The output of the filter detector can be thought of‘as a lowpass
repiesenta’tipn of the bandpass signal. One of the import3nt aspects‘ N
of choosing the lowpass cut off frequency apart from the rise time »
consideration is that the lowpass filter should preserve all the )
information that is passed by the bandpass Filter. In this regard the, :
amount of information that comes out of the 1/3 octave bandpass filter Ean .
be calculated as follows. . . R

' B | £ il 5 c
i e . . m/sq

: . .
. . o % fu .




Log fh - Log fc = Log f, - Log f = 1/6 Log 2

" ‘From whence the bandwidth is ) g . ‘

B, = plbg fclzva

= 0232 f, 3 7
where ﬁc_is the center frequency (_Jf the bandpass’fﬂter.
The above discussion implies that he cutoff frequency of the lowpass
“ filter has to be 0.232 time.s the cénter frequency of the bandpass filter
to retain all its informat'ipm In the filter detector model implement.ed. -
for thwﬂo Hz channel the center freque;lcy is 897.331 Hz and the
Towpass cdt of f frequency is 70.0 Hz. The ratio of the lowpass cutoff
frequency to the bandpass filter center frequency is 0.078. This ratio  *
indicates that there could be an information reduction of as much as a
factpr of 3 (as Cm’;lpar‘ed to 0.232). To preserve the information potential

of the signal in each channel, the lowpass.filter cutoff frequenc;' is increased
§ o .

to three times the original design and the filter detector model is implemented.

Fig. 4.17 shows the output of the detector stage for the modified channel 4.
The running spectrun of the filter detector output’is also plotted. Fig.
4.18 shows the plot c;rresponding to the one shawn in Figure 4.13 from which

the slight enhancement of the spectral energy at the peaks can be visuaHzeﬂ'.

.

N
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fig. 4.17 Comparison of implementation of detector stage accnrding to
; Searle and md i fled desigy considerat fons.
a) Filter-detector output - . . 4
b) Magnitude spectrum &
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3.6 “SIGNAL RECONSTRUCTION FOR PERCEPTUAL TESTING o e
In the tine domin implenentation ‘of the model, the output of the
filter detector provides the envelope infomation of the speech signal.
The envelope is used to reconstruct the speech signal for perceptual
testmg T, . o 5
" The bandpass spectrum of the output of the filters ‘In the bank
is rectified and Towpass Tiltered in the inplementatioh ‘of the mded. i
The detector stage t/?s'\ates the frequency q Rhent of the bandpass
signal to zero frequency with 1oss in information which is discussed
in the next chapter. The'output of the detector can be thought of as a
1owpass representation oé abandpass signgl. - Hence in order to reconstruct

the speech from the detector autput’ the. detector output ‘is to be amphtude

- modulated with a carrier frequency by which the frequency contents can be 5 0

‘shifted to the band centered'around the carrier frequency. The clioice of

the carrier frequency is an important factor as it deterf‘nines the N
infomation preserved in ‘the band. In order to investigate the choice

of the carrier frequency in the reconstruction procedure, the idealized

case is considered. The reconstruction procedure for the idealized case

is shown in Fig. 4.19. Fig. 4.19 (a) shows the bandpass spectrun of the -~
signal. Fig. 4.19 (b) shows the bandpass spectrum translated to the

" zero frequency. Fig. 4.19 (c) shows the mdulation using the center frequency

of the channel and Fig. 4.19 (d) sows the nodulation using the lower
cut-off frequency of the chanel. In order to get rid of the irrelevant
infomation, the bandpass filter in the chanmel is used. The frequency

response of the bandpass filter to extract the correct data is shown fn




: N

Fig. 4,19 Recunstruction procedure for idealized case.

The bandpass signal (b) the lowpa
Modulating with the center f{eq#
§ Modilating with the Tower cui

ss equivaledt
ncy of the channel .
frequency of the channe'l L




“ ;

. ‘explained in the.next chapter. ' . :
; . ¥ . # S

fgure it fs evident that for the reconstruction

dotted Tines. From the-
procedure, the choice of the lower cut-off frequency as the carrier _

provides the.maximun relevant information. This.apsroach is followed

“in the reconstruction of theSignal. The block diagram in Fig:4.20 shows

the implementation of the reconstruction procedure. - The filter detector
\ouzpu;’ is amplitude modulated with the lower cut-off frequency as the .
carrier frequency and: the nodulated output.is bandpass filtered with
the bandpass filter in each shannel. The outputs are suméd together
ang the Sum.is, convénged t an analog signal using the digital to analog
converter. “The converted signal, is taped using the 1nstrumentat|on tape
recorder. -The implenentation of the reconstruction procedire is done
using the Fourier Amalyzer Systeri. The results of ecsist IS

4.7 . SIGNAL PROCESSING ~ DATA REDUCTION USING DISCRETE COSINE TRANSFORM
Having outlined a method of reconstructing the signal from the output

of ‘the filter detector model, a study to investiqate the reduction “in

the dimensionality of speech is to be carried out. The Discrete Cosine

Transform (OCT) is used to study the reduction in the dinens fonality

representation of speech at the output of the nnde\l‘. The log magnitude

of the mter detector_output is subjected to DCT. Flg. 4.21 shows

the output of the filfer detector in Fig. 4.18 subjected to DCT. It cin be

seen from the plot that the OCT forces the'data into fever chaniels than

the original representation: The'main objective of the study is to

[ S
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1m=sngate if pef\-.tptuﬂly relevant |nlounr.|ys concentrated in

a ikely mamer so that an effec‘me data reduction can be lmmpted .
by setting the higher ‘Chaiels of the trinsformed data to zers'and v %
reconstructing the signal with. the minimun nulqbe; of chinnels. The.

lower channels are set to zero nr;d with the data'in the remaining

Chariiels, the signal is reconstructed using the Inverse Discrete Cosine

to T and 6 channels set to zero. Fig. 4.23 shows the signals reconstructed

i
: : i
Transform (16CT). Fig. 4.22 shows the output of the model subjected =1

i
froul the transformed data in Fig. 4.21 using the IDCT. The spectral and E
twrﬂ degradation nf the signal as the numberof chennels cut out Increases !
are studied. The implementattion of the data reduction technique is carfied
out 1n PDP n/so uputer. The resul ts of this sigml processing are

—expmned in, detail in the next chter. +% o a1
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"5, RESWTS A DISCUSS 10N ' ' * : '

This chapter explalns Lhe various procedures fol\owed to test the

\
d(gita'r model and discusses the results obtained at the output of the
mndel

.5 1 < DESIGN CDNSIDERATIONS IN T"OE FILTER DETECTOR MODEL

: Ofe of the main objictives of the work 1s.to study an effective
reconstruction of speech from the output of the filter detector mbdel for -
inte111gibi11ty testing. Hence the information preserving capacity of the

cmotel is studfed. . T o ' . ’ "

. N
Th! detector that fuﬂows the filter consists of full ‘wave rectiﬂer
fullowed o — Filter. Itas argued in the previdus! chapter ‘that in
order to -preserve the .information content pussed by “the band pass filter, -
‘the low pass filter in the detector stage shau1d have a cutoff frequency of
. three times the tutoff frequencx proposed by Searle's model and based on this
arqurient the cutoff f}equencies of the low pass filter are changed for further
analysis. In order to study the infornation preserving capacity ‘nf the detector

_ stage, a deliberatly asymetric ramp signal with a frequency spectrum of 0 to

1000 Hz s (Fig..9.1a) and 1s applied as input to the fourth channel

_—pf the filter detector bank. Fig. 5.1(b) indicates the particular frequency
r\qge selected by the band pass filter in the fourth channel. " The eutput of

the bandpass Filier s shifted to the origin using amplftude mdulation with Lo
397 Hz carrier frequency (the lower cutoff frequency of the channel). The =
modulation results in (Fig. 5.2) a lower frequency band whose bandwidth is
approximtely equal to the bandeidth of the channel (104 Hz) and higher

firequency components in the rangé of 800 Hz to 900" Hz. The spike at-

the origli in (Fig. 5.2 results from the overlap of positive and




reel

Ramp signal to test the model.

Bandpass filter output in channel 4 to the ramp input.

(a)

1

5.

Fig.

(b)
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8 B o :
| nEgtive halves of chespectrum a8 the carrier frequency chosen for "
| " modulation s the 3 db'lower cutoff frequency. Using this a low pass = -

: ’ * representation of a bandpass sifml 4 obtained. The Jowpass Filter ; J

/ hasa cutoff frequency of 108 Hz which is approximately-equal to_the bandwidth i

(of the translated signal, Fig. 5.3 shows the cofiparison between the & o
. lmzpass filter responses for chamel 4'due to Searie's{‘mdﬂ and_the

fodified mdel (lowpass filter cut off frequencies ar? 35.093 Hzoand + ‘.
1052794 H2). 1In Fig. 5.4 the outputs.indisating th ‘effecc’nf Towpass . R
Filtéring of the frequency translated input signal are compared, 1t is

“noted fron the, figires that even though the bandwidth is preserved there .
“ is a spectral degra lation in the shifted spectral shape. i
; " The output of the bandpass filter in Fig. S is rectified, The. ! —
| o raetiios output 15| Towpass Filtered using Searle’s design and the odiFied” ‘
| desin (Fig. 5.5)./ Fig. 5.5 inticates neglfoible enhincement in the ¢ -
. 4.7 ePectran tifaration i e modified design. It is evident that information % -
g “Toss.occurs in the detector stage primarily due to rectificatior.

In the digita] implenentation of the model the nonlinear rectification

dong using the diode in'the detector stage of.the analég model is sinulated
5 by taking the absolute magnitude of the output/of the bandpass filter.

This is equivalent to full wave rectification. "In order to see the effect Tl w ¥
of perforning a half wave Rectification in the detector stage the output of °
the tandpass filter is half wave rectified and Fig. 5.6 shows comparfson

of the outplit of the detector stage which includes a half wave rectificatiin

and full wave rectification. The better perfomance of full vave rectiFication
| against the half wave rectification . as shown fn Fig. 5.6 Governs the chaice

of full wave rectification for the detector stage even though the ﬁmce\§s1ng ]

done by the hair cells of the ear is essentially a half wave rectification
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process. The objective at the maoment 1s_to effect the best recunstrﬁction ’

possible and once achieved the exact configuration of the detector stage

" can be looked at more c\&seli.

5.2 SPEECH RECONSTRUCTION FROM THE OUTPUT OF THE MODEL

' In the numerical modelling, 1/3 nctave‘ b;ndpass filters with maximal]y’
flat frequency résponse are used. In comparing the 1/3 octave frequency
response with theé response of the auditory nerve fiber in Fig. 1.9, the

1/3 octave fﬂters in the numer1ca1 model do not have the same asynmetr\cg

frequency response skirt as shown' by the psychuphysical experiments done /

on the membrane (Kiang, 1974) Apart fromgthis. only, 16 Togarithmically

‘spaced channels are used as compared to t!ru.l BC}.OOO channels. In order to

test the validity of the model, and to test the output of .the model. for the: * °

speech intelligibility, the output ¢f the mdé]}\at em;p stage, ie., at the
Filter bank and at the detector bank. are reconstructed.

5.2.1. Filter bank summation

The digitized speech data block §s passed through the filter bank
and summed at the output. The summation signal.is converted to an analog
signal using the digital to analog converter and is taped. The input speech

signal and the Filter bank sumatioh output and its pagnitude spéctrum are

shown in Fig. 4.8 and Fig. 4.12 respectively. «The speech signal shown i
in Fig. '4.12 corresponds to the voiCed portion |WA| of the sentence fragment

‘watch'. The sudden stress in the signal followed by the periodicity in

the waveform can be seen. - The waveform.corresponds. to, approxinately 0.1

sec of speech. The filter bank sumation. signal wherf tested for. audibility
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indicated that it is intelligible and the message content of the sentence
is also preserved. This is cleirly evident by examining the magnitude
3 i ; 4

. s.
spectrum of the input and the filter bank sumation.signal. The slight
|

spectral degradation of the filter bank summation signal can 'be seen

but the spectral formant energy peaks are evident and are in close resemblence——

to the input signal.
In order to test the effect of phase on the filter bank\sumation output,
the alternate channels of the filter bank are phase shifted by 180° and - ’

the signal is sumed. The summed signa] is converted to an analog signal

 and 15 taped. Wnen tested for audibﬂity. the speech sounded similar " %

to the sigial obtained frnm the, earher filter bank summation. Fig. 5.7 .
L shnws the phase Shifted hlter bank sumtiun signal and its magnitude
% spectrum. It can be seen that there is more spectral information but this
did ‘not nive much {nfluence on t.he audibility of the signnl. A pu'isar.lon was
also noticed. in the signal which was due to the system limitations in the
analog to digital conVersion of the signal. These ekperiments indicate

that ‘the model preserves enough informdtion for analgsis.

~ @ I
: 5.2.2 Filter Detector Bank Reconstruction &
i K i . The output of the filte’ detector model provides the envelope information
of the mput signal. The ‘output of the model is, to be reconstructed for

intelligihﬂity test(ng. It was observed ea‘rlier that there is |nfonnat'lun s
loss due to rectificat‘mn and this makes (t]il!posrlbce for perfect.
reconstruction. It was discussed in the previous :hhp.ter t,m the speech
'15 reconstructed at the output of the model by -modulating the output of the

filter detector bank with the carrier frequency. ' The choice of the, carrier
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l.frequ'ency is shown using the rama signal of Fig. 5.1(b). Fig. 5.2 .
_shnus the frequency translated signal. The lower cutoff f:‘eduency
and the center frequency of the channel are considered in the
reconstruction.. As discussad in the previous chapter, the bandpass
filters ih the channel are ;:sed to remove the‘redundant informtion ' b
s "=+ =that occurs due to modulation. In this regard the lowér cutoff:frequency
) modulation followed by the bandgass filter in ':ng_ channel provides a ; i
‘ more effective reconstruction. This can be seen from the Fig. 5.8 where .
in the reconstructed signal obtained using center frequency as carrier
and, Iquer cutoff frequency as carrier are shown. Since we have used te ..
bandpass filter in the channel to extract relevant information ahe reconstructed
»signal obtained using lower cutoff frequency resembles more closer to
", the. input spe:t@rum. Center frequency as carrier can be used provided i
. we use diffeant filter_to extract the information. In addition to ‘ : E
this recanséructinn, bandpass fﬂtered r\oise is also used to modulate the 4
output A’(‘)the filter. Flg; 5.9 shows the modulation obtalned at the
output of channel 4, (with bandpass filtered noise) wherein, it can be
seen that there,is more 1nfnrmatian but the spectral shape of the translate‘d
envefnpe is distarted. FIQ. 5.10 shows the recunst_ructed signal using
'lawer cutoff frequency as carrier along with {ts magnitude spectrum.
— Fig. 5.11 shows the reconstructed signal using center frequency q; carrier

Fig. 5.12 shows the reconstm:ted signal using bandpass Hltered noise.

o =

The' specty shift caused due ‘to the choice of lower cutoff frequency as
cai be seen from the Fig. 5.10. L

‘the carri
N

Eomparlsnn of the Fig.. 5.10 and Fig. 6. 1! Indicates hat the use of p
Tower cutoff’ frequency preserves more relevam 1nfom\at10n and resembles
\ 2 i
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(2) Speech signal reconstructed using the channel™

Fig. 5.10

Tower cut off frequency

(b) Magnitude spectrum
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Fig. 5.1

»




g

L K
T T T ¥ T T T TSR )

re Q@ @ & 8. & o @ .

1 g8 8 8 8 8 g 2 8 '8 8

-] -. 8 ® ¥ i N © ‘o @

2 i =
T T T T R T T )

62t (a) Speech signal reconstructed

T

SR

(b) Magnitude spectrum.

é 2

16080 -{




103 7 =

better the inpuf speecﬁ spectrum. The spectral peaks are ':learly .
e‘vid'en:. The magnitude.spectrum of the above processed speech signal
indicate that the -spectral_\infunnatiun content of the original sighal |
are present in the reconstructed signdl. But when the reconstracted
.s|gnal is tested for audibility the reconstruction is found tp be imperfect
Due to system 1imitations, tnere is'a cansiderahle pulsation. Also. a
mgher frequency ringlng snund is heard in the signal But it is noted o
“that the. audibility of ‘the different segments of -the spoken sentence are
clear. The Signal reconstricted Gsing the bandpass filtered noise’ -
nodulation sounds 11ke 2 hoarse whisper but the sentence is underStandable.
Comparing the carrier frequency modulated. signal wIthEthe noise nl{duTatéq'
one, the éari‘ier frequency modulated signal is [much clos\évL t_o"the nr’iginal

al as it retains the inﬂec‘ion 'and the origina]ity of the speech

‘spoken by the speaker. The better performance of -the signal mcunstructed
usifg lower cutoff.frequency is clearly seen in the signal when,tested
for audibility. 'But no(se and other disturbances have to be remved if
reconstriicted s1gnal has to be tested for inte1hg1hﬂ|ty
5. 3 LINGUISTIC CATEGORILATIDN OF THE RUNNING SFECTRUM PLOT

ﬁ’he «running spectrum is linguistically categorized to emphasize the

“linguidtic featutes in the spoken sentence. This is done to show that the. i

Tinguistic features are preserved and are clearly evident in the rgnning

_ spectrun plot. The phonetic structure of the sentence is categorized”

as follows




_____ Voiced segménts % 3 .

Unvoiced segments KT e ) L 2] =

e D . g ¥ . i

Stress . : . z
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- C " . . ol
% .~ HRigh{Mid Vi . °
= i ! T 8 & .- S
- ~ Low Mid & e . g e
Y vt oLow ¢ T T ey w Bt .

5.y § K . R
- The sentence is cTnss'f(ed as havmg 3 voiced segments and an unvoiced '
segment. The stress in each segment is alsq mdlcated ‘Fig. 4 13 shnws the .
, running spéctrum plot of the portion 'THE WATCH' and Fig. 6 M shq'ns the
rumnng spec?.rum ptot of the portmn 'DOG'. It car\he seén from the ploty . \
owat T, tnat the strungest peak occurs in speech data block 2 in Fig. 4.13. [ The
Y " semivowel /WA/ in the'l’mgu!s‘éic categarhatiou is the stfong‘&y stres‘sed e
portfon of. the sentence. So, the strangest peak nf amphtude toincides '
with the strongest stress nn the vowel of 'The Watch'. - : N
, From the Tinguistic catequrxzation of the sentenl:e \t can be seen‘that
all the linguistic segments are vo{ced and Lhey have a- peuiodic source of
: } excitatmn except for the ITCH/ wh(ch is unvoiced sound which has a sﬂent L .

closure period followed by sudden onset of energy in.the higher channe]s.




B

spee!:h data-block 4 of Fig..4.13 to have a short burst ofnoite.f

by & prolonged noise., ‘It can be seen that there.is no fundamental frequency

" in the block. % " . .
In Fig. 4.14 the sudden burst of ‘the voiced segment /D/ in 'Dog' car
i

~/0/_is a plosive which has a short burst of noise followed by &

| be seen
. pm’lo;\ged “vowel 7}\7 - The sentence has a voiced segment /A./ repeated and - _. !
‘ hence, it should have some reséiblence in chafacteristics. This can be .
© 77 noticed by, examining the /WA/. and the /DA po portion e “Spectrumin F_G.‘/Ah T

o © .7 4.13 and Fig. 4.14 where thére is a sharp r{se and a fall off. The

__formant geaks of the §poken sentence is also seen in the Plots. It; can be ;’

concluded from-the ana'lysls that the |dent1ﬁcat{on nﬁ the Hngulst‘lc

gments are re]atwe'ly easy’and the syllables are also clearly seen ——

-.-separated in the plot.

. _ Even tholigh many of the speech characteristics are evident in the
- 109 magnitute’ plot (Fig. 4,15 and Fig. 4. 16), the running spectiun anélms
couldn’ t be carried out because oﬁn\mgmmse Tevel present 4n the(
pro_cessed data. This was due to system limitations mpm@m section

”—

"\ .'5.6) and also to the modification in the detector deswn which y\elded

~

f’nster.rise times than‘-the ones obtained uéing Se‘ar'le's‘mcdel. Comparing” &

‘_Flg. 2.4 w|th Fig. 4.15, the sharp changes in character between the vmced .

snunds the unvoiced sounds (B]ucks kil to 34 of Fig. 2.4) and the sllent . ) . )
. periods evident in Fig. 2.4 are not ¢léarly evident in Fig. 4.15, But . 15N
: r:wnparj,ng with Fig. 4.13, Fig: 4.14, the changes bet‘ween voicgd and . ;

_"unvoiced sounds are’seen (Blocks 12-16 of Fig. 4.13). The abrupt attack

c of the /D/ (BTock 37 of Flg 2. 4) is also noticeable in Fig. 4.14

(B]ncks \3 19) Apart from this in Fig. 2.4, 0‘7163 seconds of spE’e’c)r'a?e’ = 1

o RS

s \ g
o 7
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p'ln\:ted where as in Fig 4 15 and in ng, 4 15 u 8192 seconds of. speech ' T

-are platted. The* variaﬂon-in speech due to different sneAkers can he seen o ﬁ)\/

Fig: 5.13 and Fig. 5. - show thie; Séntence “The Wate D\Sg- spoken’by another. " & 1,1 .

sentence s oken . =

* male, speaker and Fig. 5.15 and Fig:
Th! prekus]y exp]nned hnguistic categanzatinn

b_v a emale speaker.

can be extended to these runmng spéictra 4150 ;Cam aring the male vofce’.
sasircambe oo

“in; Fig 4 13 and Fig. 5. 13 wH‘.h the ﬁma'(e voice in Fl

L seén “that " the spectra] fomant ‘peaks of the female vulce are closer an éhe X

peaks are strong cumpnred to-male voige: spectrum There is a rapwlfalloff

\n the malespectrum wherea‘s there 1s no sm:h -fall for.the femalé sgectrum

. and thg formant. peaks ar,eq more py‘nno’unced in athe Female voite SpECtVUmr
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Tot of the

spectrum p

nning > sentence
: fragment ‘nog" spoken by a‘'male speaker,

. Fig. 5,14 Ru



y a female speaker.

5o
-

Fig. 5.15 Running speqt;um plot of the
sentence fragment 'The watch!
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sentence fragment 'Dog’ spoken by

Fig. 5.16 Running spectrum plot of the
a female speaker.
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This the ruining spectrmides a clear visual picture of the lemporal -

and spectral cnaraccerxsucs of speecn. . 4

5.4 STGNAL PROCESSING .
In the s1gm1 processing carried mn in this stidy, the data reduction A
scheme uifng the orthogonal transform ‘Oiscrete Cosine Transform’ (0CT)

is investigated. The output of the filter detector when subjected to DCT

eﬂectwely packs tﬂe daté intoa fewer number of lower chamels. One of
the obj ectives in signal frocessing using DCT is to test if perceptually
relevant information is.packed in a su1‘[able manner or not so that an
effective data reduction can_ be achieved. x

The signa1l vm:essjng carfied out Is show in thé b1okk diag:m\given
below in Fig. 5.17. s

R s
’ Filter N Point seiitm | [ #roint, o
ity —of ey Bl | omanes)  Inerse | e
i Transform Set others |\ | Cosine,
S o3 to zero Trans Forn co
> I\
o ' -
Fig 5.17 m;ck diagram of the signal ploces;ing done .”
_The processing is arried wt and on “aifferent stud-es are Yone while
transforming the filter detector output, viz., subjecting m the log magiitude
* data and (Z(\';he linear data of the model to discrete cosine transform; the =

_merits and limi tations of the {wo procedires are also réviewed. In the amalysis ~



m
! . « ' k . ) ' '
the running specan plot is obtained o visualize the temporal and i
i .spectral degra‘da‘ti and the nulnut of the processed speech is, reconstructed
for testing the 1nj:1ﬂg|h‘ll ity.of speech.
5.4.1 Log Magnitude Dat‘a'Subj}cted to Discrete Cosine Transform . ~
The output of the filter détector is subjected to DCT and the signal’
Feduct fon 1s investigated by retaining 16, 12,10, 8,6, 4, 3, or 2 components -
_Of ICT. In each case the remaining conponents are set to - - After setting
the necessary channels to zero the s;;nal is transformed back using the IDCT.
The output is reconstructed using the method explained before. The underlined - «
. .| - ‘portion of the sentence is used for processing viz., The Watch Dog'. The
" riming spectrum representat fon for eagh case is shown fn Fig. 5.18t0 <
Fig. 5.24. By-closely comparing the plots with the qutput of the filter T
. getector fn Fig. 4,13, the spectral and-temporal, degradation of the signal
<o+ cnbe seen‘as the number of channels of data retained is reduced. The .
* strong pesk in block 2 fs degraded and the spectral peaks Zan be ‘seen to be /
flattening. The variation in shape is noticente even though the basic forn . o
remafns the same. Signal reconstruction using up to § channels of data .
e indicates signal degradation lthough the temporal and spectrd] character fstics i
- are preserved to some extent.  But as the channels are reduced . further the .
© spectrum gets smothed, with considerable loss of inforpation.
In order- to test the intelligibility of the recnn;tructed sig al, the
output of the filter detector, subjected to the DCT, is recm.scrﬂc ed and
" taped; due to system Tinitations (See Section 5-6) th! reconstruction is far

from perfect - considerable pulsation (s present in the reconsu‘ucled L

- voice. .In spite of that, the spoken mrds could be MEntiﬁzd by a "trained" .
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Tistener i.e., one who a'lreadj/ knows what is beingvsaizf This is"true even

* when'oniy four chanels are used in the recans:ruch n. But when the channels o

.are. reduced further the signal cannot be, ldent'\fmd The nmse an‘d “other

disturbances in"the signal. have to. be ellmlnated if. the synthesized output -
is to be used for perceptual testing. Never\:neless. data reduction appears * s

‘to be possible using the.transformation: for speech recogtition.

The reconstiucted speech signal and the magnitude spectrun for.each *

£ e vnf the reduced-chanriel systems‘ describd above are plotted. Fig. 5.25to

- 5.30 shows. the professed speech signal and its mgni tude spec'mm The, i i

* figures are conpared with the signal recohstructed uding '|6-cha|me'|s of © : |

. B data. (Fig. 5.25). 1t can b not tad From the magnitude spectrun that  the ¥ li,
v reconstricted signal is totally distorted for the reconstruction with: dnanms o

less than 6. The speccm energy is cnnsiderab'ly reduced and it can be . '

seen that unwanted spectral mformatmn and lower frequency components are o8

o &
\ ; . introduced. The signal degradation can s be seen’ fron the tlme S\gna'l

' - . ".given in Fig, 5.25 to Fig, 5.30.

5.4,2 Linear Data Subjected to Discréte Cosine Transform -

7' In the second case the linear output of the filfer detector is

2 sul;jer,'ted to the DCT. (Fl 5.31). ‘It is seer from the plot that (_?ie
. infornation is concentrated in the Tower channels but noticeably nore
ir\foi‘matioﬁ is aiso a’vailab'l'e in the'higher channels, as c;mipar‘ed with
. the plots. obtained using the Togarithmic datd.. Thus it canbe- mferred
* . that the DCT doesi't corcentvate Vikear data nearly as effemvewy as
Togarithmic data., Hhen the reconstruction procedure using 10CT 1s foTloved - -

at the output of the transformed data, the exact signal is recnvured
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with 16 channels
(b) Magnitude Spectrum.

Fig. 5.25 (a) Speech signal reconstructed after, transformation

¢



121 .

ez
[ eost
L oag!
ool
- eozi

- oea|

NITZH g @l

Speech’signal reconstructed after transformation

with 8 channels

Fig. 5.26 (a)

Magnitude spectrum

)
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Fig. 5.27 ().

y5

Speech signal reconstructed after transfo)
Magnitude spectrum.

with 6 chanpels.”

(b)

m
!
|




4 channels.

(a) Speech signal reconstructed after transformation with
(b) "Magnitude spectrum.

Fig. 5.28
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Fig. 5.29 (a) Speech signal reconstructed after transformation

= with 3 channels,

Magnitude spectrum.

(b)
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Fig.'5.30  (a)  Speech signal reconstructed after transformation -

with 2 chandels’..

(b) Magnitude spectrum
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. (Fig._s.aé). Since Togarithmic transfornation eyens ‘out the time signal
ito:ﬂ mor‘e smogther data the DCT with l.ogitransfu d data, concentrates the
information more in the lower channe'li triian the linear data. The same
channel ‘cutoff followed for the log magnitude data are repeated.for,
the linear data and the signal processed. Fig. 5.33 to Fig. 5.39 show . B

*_the running spectrum representation with.data retai‘ned in 16, 12-.‘ 10, *

[T . 6, A{S or 2 channels respectively. By comparing the running 'spectrum plots

obtained by Tinear and log magnitude data trans“fmpat‘iun it can be seen
that data reduction with logarithmic data gives a better spectral.
-. preservation when larger number of channels are cut off but when fever
y+| chamnels are cut off, the linear data gives better spectral ‘presei-\;an.on.
' The Hl:ear processed data,is’ also reconstructed (with data retained in . : ,
16, 12, 10, 6 and 4 chann'els) and taped for intelligibility testing. '

The spoken words are identified with data in only 6 channels

e . and with data in two channels the spoken words cannot be understood.
The time history and the magnitude spectrum of the Ngnai ‘are 'g|ven

5 in Fig. 5.40 to 5.4? from which the distortion intioduced in the

sigfal due to data reduction can be seen. .
Comparing the signal reconstructed for the linearfand the log '
i px,o' ‘essed data with 4 channels (Fig. 5.28 and Fig.:5.44), the degraded ol *

. spectral peaks are seen inspite of distortion in the log processed data . :

h_ut in the '[inear case the distortion is. more’ pronounced: which makes,
the audlbi“t‘y difficult. ) i .
One-other result that can be discussed regarding the transform is. ‘that the,
2N | . transform is speaker independent. In order to test this, the same sentence
‘The Watch Dog' spoken by a male and female speaker are proc‘essed using the
R B
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Fig. 5.39

@
£
s
-
s
5

ning spectrum p

Runt

s
s
g
5
g
2
z
5
g

Vinear d

with 2 c



136

rplrﬁ T T |

NIT12ZH o @l

Fig. 5.40 Speech signal reconstructed (linear data) after transformation

with 16 channels. -

Magnitude spectrum.

(b)



) after transfomation

(a) Speech signil reconstructed (1inear data

5.41

with 12 chamels.
. (b) Magnitude spectrum,



TEER R B EEREEf

with 10 channels. i

5.42 (a) Speech signal recanstmcted (Vinear duu) after Lnnsfonuuon
J (b) Magnitude spectrum.

—
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5.43 (a) Speech signal reconstructed (1inear data) after transformation

with 6 channels.
(b). Magnitude spectrum.
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(linear data)’after transformation

5.44 (a) Speech signal reconstructed

with 4 channels.
\(b) Magnitude spectrum.
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mode}. The running spectrum representation is already explained in Figs: s
3.13: t0 5.16. The filter detector outputs are subjected to OCT and Fig.
. 5.45 shows the detecu:r outp«t subjecud w OCT for the male speaker
and Fig: 5.46 shws the filter detectnr wtmt subjected to DCT !nr the
female speaker. By comparing the two figures, it can be noticed that
irrespective of the speaker the transform forces the.data into the lower
chiannels and in both the cases 90% of the total data can be seen to be
concentrated in the']ou'er 5 to 6 chamnéls.
5 5. COMPUTER FACILITIES USED AND PROCESSING DO‘E ‘ . ¥
. As:most of the wark done related to the research was @ study of the
pnssihiliﬁes in speech recognlﬂon for real time imp’le«nentation a real
time processing was not attempted at»this early stage of work. The d\gitﬂ“
bandpass Filter in the mode] weré realized using the HP BASIC in HP 54518
Fouriér Analyzer System. The system is -equi;lped with a disk, magnetic
tape storage, plotter ynd a screen display; it is a 16 bit machine with a
" 32K core memory, performing most of the signal® processing operations. The
iiwle-_mntim of the various stages in the model, the real time data
. acquisition and the reconstruction of the speech were done using the Fourier
A lée,ybnard programs. s -
The signal-processing involved larger amounts of data. The amlint of*
data ct’wld be estimated as follows. The :L;nﬂnuous spe:cl{ sentence that was
processed is 'THE WATCH DOG GAVE A WARNING GROWL'. This sentence h;ﬂ 32 )
digitized blocks of data with 4096 data points in each data block. “Since * ;
the data reduction and processing were carried out at the output of ‘the Y
filter detector, with 16 channels in the model, the total no of blocks that
b = e
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needed to be processed was 512 b10:ks with 4096 data points in each dati block. ‘n
This large amnt of data processing r.&x'ldn 't be dune using the fourier
Analyzer Systen due to memory limitations. Hence lhe 'signaI prnc:s_smg
ws _carried, out on a POP 60, a B bit mching vith 256 K core mewory. -
Even in this system fenory limited the processing to 4 speech blocks

P at a time.. ﬂns procedure yas repeated 8 times to :mplzuly “process the

sentence. 'The data representation of the Fourier Analyzer System and ¥
tpe PDP 11/60 were differev‘xg and every time data is read.in, it was made o -
,tmpétible -with the PP data format, processed and changed to Fourier
‘format for further processing. Hence suitable tape routines to read and write -,
: the data were developed using FORTRM-77. Each signal processing of the ~* ~

continwous Speech sentence (4 data blocks) took approximately 8 hours in the

PP 11/60 systen and 4 hoars in the fourer Analyzer Systen totalling 12
. I\uurs of prnczs ing. | i . '

The runnify spectrum plotting s obtzined using the Four fer Analyzer

Systemscreen’ The processed data from the Fourier was also plotted usitg - '
POP 11/60. The ploting algorithms vere developed in FORTRAN-77,

5.6 POSSIBLE SOURCES OF ERROR

As discussed previously, the filter :hiracteristh:s obtained nslng the
: piychnphysici] experiments have asymetric frequency response characteristics
whereas in the design, only maximally flat respon‘se :harl:teri‘sucs were
considered. Besides this; the 30000 redundant hair cells have been modelled

using only 16 channels: As the model is “implemented in software these

¥ S e

‘!ssn‘xes can be addressed in the future relatively easily.

o




properly.
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~The detector function which Searte modelled with a diode, was modelled
" using the absolute valub function. Since a virtually perfect reconstruction
of the siqnal is possible before detection, the exact characteriscv : . ¢
of the ear's detectors, should be examme& ‘more closely to see if, in facc'.
" better reconstru:tmn may not e possible. 1 .
Due to hm\tatwns in the Fourier Ana‘lyzer System in real time conversion
“feom zhg]ta'l dats to analog signal, the processed data couldn't be taped
o The DAC available nn]y‘pruvided 10 bit conversion; moreover
shen the data was output to it through an internal buffer, there occired
/2 delay of approximately 20 msecs betieen block transfers due to switch-
over from one b‘uffe‘r to a-second one. . This introduced a »pu]satibn~ in. the
converted analog signal. Moreover the procussinlg was done in two different .“

systems with different data representations.

This effect.also introduced
noise” in the ‘processed signal. In the reconstruction, the moduTation
introduced a high frequency tone. Because of these noise interference the
processed signal coum!'t be used for psychoacoustic testing ﬁ;r speech
-recagniti_on. But by listening to the ym?:essed sentence it was clear .
that the message content  and the proper ihﬂecﬁon in the signal was present
which made the processed speech intelligible. — R
) 1
5.7 SUBSESTION FOR FUTURE WORK .

In the yresent “work most of the analysis done in the three stages vu.,
implementation of the model, reconstruction-and si_qnﬂ processing; the
analysis was carried out in a digital signal procgs;ing perspzétl‘ve. It

was inferred from the linguistic categorization of the speech, the Hnguisticv
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. .
features were clearly seen at the output ‘of the model. In data reduction.

from the reconstructed output, it was evident that msp\te of the spect&ﬁ/and
. tempora] degradation in the signal, the perceptna] information for
recognitien was present in the reduced data. Hence a stuéy of the
variation of the 1inguistic feat,ures' with data reduction, cou?d be
done to derive the optimum va]ue; of the features for_ recognition

(sim:e most of the research in this area are carried out in recngnizmg

‘e the Imgu!shc features; ‘as \t is considered to be the manner in'which

brain 1nterprets the data). Use of reconstructwn based on s\gna] modulation

. theory, analysis based on s\gna'l prneessmg and an extensive hngul\tlc ana'lys!s
based on psychophysicﬂ expervments may unravel facts in this research -
area leading; to a real twle speech recngnitmn with-reduced memory storage
© As such in this work, un'(y 16,1/3 octave filters were used. But :
" this can be mcreased to a 1arge; number of. fﬂters by ‘reducing the bandmdth
to 1/6 br 1/8 octave within the speech analysis range. This may Jead
to'a better rediced dimen'siun for analysis. .
The DCT is applied and data reduction is based on ‘the variance criterion.
The errcr intm&uced due to setting of. channels to zero depends un the number
of c‘hanne'ls cut off. ‘One measure of “the errnr is the mean sguare error
criterion. lt is suggested by Tribolet et. al. (1979) that the mean square
error criterion is not the appropriate error criterion used for testing o

in terms of speech perception. Hence a suitable measure can be investigated

. to relate the spectral degradation. to perceptual informatisn degradation.

The information reduction can further be studied using this procedure
by samﬁling the input signal at a Tower rate or by éveraging the output of
the filter detector. '




. k.
. - . - .
’ 5.8 Conclusions - - .
ST The software model based on humen audmon was built to invéstigate .

* the FeasibilityDf reﬂucmg the dimensionality representation of speech.
S '[he model paralled the Sear'le s hardware model. The software model provided

fLexlbﬂny to change the design characteﬂst]cs and the implementation

of the model for research The output of the mode] was subjected to a .

+ linéar transform, the discrete cosine transform to reduce the data to a

ninimun nunber of perceptually important dimensions. In-order to study an

“effective reconstrucﬁan procedure for reconstructing the speech from the.

S f\ltered detected and* transformed output of the model, the mode'l was

- ° tested in-each stage of implementation for mfommt\on loss lt was Kol R A
seen that even thuugh there was information loss m the vmde1. sufhcment 5 . wag
information; requived for - recognlhon was avaflable at the cutpiut nf the. ..o 0

model Severa‘\ approaches based on signal ‘processing: techniqués were
* invesugated to recon,strucc the spee;h so that an effectwe mte]hglb‘hty :
tektmg r.mnd be resnrted ~ K reconstructmn was impl emented by modu]atmg-

. " the output of the odel with the charinel Tower. Cutoff frequency and by

bandpass fﬂtermg with the chénnel bandpass filter for each channe] ln ‘
g the model. The continuous speech sentence 'THE WATCH DOG GAVE A WARNING R
“GONL! vas analyzed, processed and reconstructeds, Informal“testing with a .+ +1 S
' few trained ]»iste"ne%s"'led us.to believe that it might be possible to  » 4
: " recngnize»speech with a minimum of three Out of sixte;n channels, thus - i ' .
" ,: «.<ieading to a possibility of data reductisn: Thé effect of'speaker wrigtion b
’ on the periormance of the model was- also tested by pmcessing a mle and
a female voice, and 'H, appeared that the transform is speaker lndependent But ’ ‘
much wnrk has to. be done. - = . ’ . . “'
p ’ @ Pl : §
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APPENDIX A i - . W
HFOBASIC PROGRAMMES USED FOR THE IMPLEMENTATION OF, THE DIGITAL

BANDPASS FILTER AND LOWPASS FILTER (DETECTOR STAGE) IN THE FILTER DETECTOR

BANK MODEL. ) : a2y ”

The following programmes are implemented in HP 54518 Fourier Analyzer

System.

BPF: This routine calculates the coefficients for a cascade of N,
L] fourth order Butterworth bandpass filter and obtains the impulse

response of the bandpass filter. .
LPF: This routine calculates the coefficients for the first order ’ T
- RC low pass filter and obtains the impulse response of the

Towpass filter. . = ‘




CALL SCOREC7>

REM: PROGRAM BPF.BAS

REM\DIGITAL IMPLEMENTATION OF THE SEARLE'S 1/3 OCTAVE

REM:FILTER BANK MODEL BASED ON HUMAH AUDITIOIN

REMiCALCULATION OF BAMNDPASS FILTER m:FFIcJE

REMsROUTINE TO CALCULATE THE COEFFICIENTS FOR A CASCADE

REM:OF N 4‘TH ORDER BUTTERWORTH BAIDPASS FILTERS.

REMiEQUATIONS ARE AFTER “AMMED & HATARAJAMN®;DISCRETE

REM:SIGNALS & SYSTEHS.(1883)

RINT *WOULD YOU LIKE TO RUN THE PROGRAM OR EXIT? ENTER | TO EXIT®
INPUT Al

IF Al=1 THEN 18856

REM:CONSTANT VALUE DECLARATION

LET P1=3,14158 b

DIM PL8, 1281, X8, 1281, 001261, YL8, 128,208, 128 .
DIM W8, 1281,V(8, 12681 .

REM/THE ARRAY SIZE ACCORDING TO THE SET BLOCK SIZE

D3=8 -

PRINT “PLEASE INPUT THE LOWER CUT OFF FREGUENCY®
PUT

PRINT “AlD NOW THE UPPER CUT OFF FREQUENCY"

INPUT i

PRINT “PLEASE INPUT THE NO. OF BUTTERWORTHS Iil CASCADE:®
NPUT N .

PRINT *PLEASE INPUT THE SAMPLING FREQUENCY IN MZ.:*
PUT Pa

LET Ti=

LET u»-Ym(Pl-nnn ;] ¥
PRINT °F2*,F2

PRINT *T1°,T1I -

LET w-m&mus‘z-n)

LET W3=(L2-W

LEr \a-\.x-uz

RINT
PRIHT *THE BANDPASS FILTER COEFFICIENTS®
PRnn *THE NUMERATOR COEFFICIENTS®

PRINT

REM1ACK) sCONSTANT 1Ew:hsu<>.m:r OF 2°-2,
REMICCK) 1 COEF OF 7

PRINT “ACKD®, B(K:' ‘CLKJ‘ e
PRINT i

FOR K=1 TO N '

LET N-t(z-chN)—l»PD. C4mND B

LET T5=43COSCT . .
LET nz-:|.uo-u-2-Ts~u4).u3-2

LET ACKImCW3nn2),/02 N
LET BCKIm—C2wW3wn2)/D2

LET CCKI=(L3mm2),D2 ’ 1
FR.'[N"I ALK2,BLK], CIKT

s |

NEX'VK
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PRL:IT - :
PRI *THE BAOPASS FILTER DENGUIATOR COEFFICIENTS®
REHADO()-GOhS'Y TERH;E(K}!COEF oF !...F(K)meF OF ZnwC-2)

REM:GCK) : COEF Of 5 He COEF .OF Zws

PRINT “DCKO“, ‘E(K)' *FCKD" 'G(K)' PHCKD®

PRI ; i -
FOR K=1 TO H

LET T2=(C2mCKeN)=1 P13, CAntI)
<ET T3sU3wC0S(T2)

LET DI=C1+H4InC]~ZRT3+H4D+U3nn2

LET DCKI~1 i
LET EEK!B(%(\H—D&(I-Y&E‘» D1 :
LET FIKIm(BuUAnn2—-ini4r w2201 - of
LET s'n-(-u-cw—u-c)dmu) D3 : . :

LET HOKIrCC1vk40mC 1 +20T3+U4) +kBun2),D1 -
PRINT DCKI, ELKZ, FOKI, GLKT, HIK]

REMa THE® FOURIFR KEYBOARD' PROGRAM IS USED TO COLLECT 1824
REMI1POINTS OF DATA. THE SAMPLING PARAMETERS ARE SET ON THE
REM:CONTROL PANEL. THE FOURTER KEYBOARD PROGRAM RESIDES Il
REMIRECORD D OF THF PROBRAN AREA IN 'nE DISK $& DATA IS STORED
Rzmm RECORD OF THE DATA AREA IN THE D:

wu'm *FOURTER KEYBOARD'PROGRAM® . .
PRINT -
CALL FCOREC4) % G ¥ .
PRI} \
PRI:T *THE BLOGK SIZE IS TAKEK TO 3E 1824°
PRINT
. LET Ad=1824

Ad—
REn-'n: Rzm KUMBER WHERE INPUT DATA IS STORED IS : 0
LET

&ENAREAD THE FOURTER DATA INTC THE BASIC ARRAY IN
REn.:meER FORMAT

\.ALL DREAD(PU 12, Ktl: A4,48,a7
REHHOW DISPLAY THE DATA IN THE BASIC ARRAY
I:M.L DSPLYCPC1, 12, Ktl!.ﬂ,Ab 0

AUSE
CALI. HODIS
REMROUTINE 70 CONVERT THE FOURIER DATA CINTEGER FORMAT)
REM:IN THE BASIC ARRAY TO FLOATING POINT FORMAT FOR BASIC
REMsPROGRAM MANIPULATION. THE ROUTINE HANDLES BLOCK SIZE > 258
ARE THE ARRAY VARIABLES. R
REN:CONST VALUE DECLARATION e
LET =1




PRINT v
Pmn *INPUT TO THE STAGE HO:1®
p

x 9 T
c.u.L DsET(PEI 11.KC13,1,B1,48>
LET B2=ASwJ
IF I=B2 THEN 1048

1862

LET Jmdet L

LET k=2 g

EY KmKel o
LET XLJ.K2e1

Rmmum THE VALUES IN THE INPUT DATA ARRAY

LET J=i
FOR K-l 10 cf . L
PRINT J,K,XCJ,K]

NEXT i i

REM(ROUTINE “TO REALIZE THE BANDPASS FILTER FUNCTION
REM\THE K‘TH SECTION HAS THE FOLLOVING TRANSFER FUNCTION
Rem A(KJrB(K)hI’-%ﬁ(K)hT‘

REM, o o

REH: n(x:ve:o()-z'*—-|oF(K)-z»—zoccn-z’\—a—n(x)-z*—«
REM:

REMiIF XCND AND YCND ARE THE INPUT AND OUTPUT OF THE K’TH
REM:SECTION, THE FOLLOWING DIFFERENCE EQUATION IS SATISFIED

REM:YCND=1/DCKIWCACKIMXCNI ¥BCKO BXCN-2) +CEKIRX Chim4>-ECKIRY CN-1D

CREMi —FCKIRYCN-2)-GCKIRYCN-3D-HUKO WY (N-4)
FOR K=1 TO N
PRINT
LET QC13=ACKIWXCH, 1] . A

LET QC2=ALKIWXC1,2]-ECKIQC1]
LET QC31=ACKImXC't, 33+BCKIwXC1, 1 3-ECKInQL23-FLKINGC T

bl
'LET OC41wACKInXC1, 41+BCKInXG1, 21-EKInQC3]-FCKINAL2]~GLKIRACD
REM: .

0 128
LET Mi=ACKI®XCI, JI+BLKIWXCI, J~23+CIKINXLI, J-41
LET N1=ECKINQLJ~13+FCKINGCU-21+BIKINALI~SI+HIKINALI~ 41
LET 0CJI=C1/DIKIINCHI-NT)

EM:
FOR L=i TO 128 .
LE’ vl:x LI=QrLd . -~

XF I-DS 3 THEN 1483
LET H2=ATKIWXCIe1, |14BCKIBXCT, 12729COKINXC, 1263

|LET 112#ECKIwQC 1281+F [KInQC127 3+GKINAT 1 261+HKINAL 1257

LET uEll-(!/DtK!>-<H2—NZ
REN
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LET H‘S"A[K]-Xl'lﬂ 214BIKINXCI, 1281+CCKIWXCI, 1261 .
CKImac ) :om:-m:xzuoctxl-un27:«:!0-0:126:
LET DCZJ-(I/DIK!:-(H’J— >

REM: "
LET M4mACKINXLI#1,' ::vnrn-xuﬂ,mc:m-x:x 1272
LEY N«E:x]»ﬂ(znvﬂx]-ntnqa:x:-n:|zn:mu<3-uuz7:|
ch QC33m=C1/DIKIINCHA-NAD

BT MS~ATKINKCI+1, 414BIKINXCTo 1. 230CTKINKET, 1283

LET NS=ECKIWQC31+F[KIQC2I+GLKINGL | J+HCKInGL 1263

LET QC43=C1/DEKIINCHS-NSD .

REM: %

NEXT I |

REM:

PRINT

PRINT

FOR I 1009 . 2

FOR J=1 TO ) 2 ©e

LET X1, R . i

NEXT . i

e H
EXT K

REMHROUTINE TO CONVERT THE BASIC ARRAY DATA'T0 INTEGER

RENIFORNAT FOR CONVERSION TO FOURTER DATA BLOCK

PRINT OUTPUT OF THE FILTER-OUTAUT OF CASCABED STAGES:*
PRINT J | R
LET U=t L

CALL DPLI'I(Z(I,H KC13,I,B3,A8)

NEXT I

REH:PRIN‘I THE OUTPUT ‘DATA-IN THE BASIC ARRAY.
LET J=

FOR lo-l T0 C1 ..
PRINT J,K,VEJ,K]

NEXT

RENINOW DI&’LAY THE DATA IN THE BASIC ARRAY

PRINT
PRINT *THE OUTPUT OF THE FILTER IS DISPLAYED®

PRINT i
"TCALL DSPLYCZCT, TTKCTT, C;AS; C

PAUSE o . &
CALL NODIS N
PRINT

REH: A




REMILRITE THE CUTPUT DATA ON 0 THE DATA AREA IN THE DpISK
PRINT *TYPE THE RECORD KO. WHERE THE DATA 38 T0' BESTORED?
CALL nu:rran 13.KC1,B4, A4,A7)

PRINT *OATA I3 STORED IN THE DISK DATA AREA:*;B4

?um" ;\;r:nz WOULD YOU LIKE TO STORE THE INPUT DATA?* l

PRINT & '
ol l
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\
CALL SCORE(6) .o
REM: PROGARAM

REM(DIGITAL IHPLEﬁENTATXuN OF THE SEARLE’S 1/3 o:'wfz
REH:FILTER BANK HODEL BASED ON HUMAN AUDITION

REnnRolrmE T0 FIND THE GOEF.AND TO THPLEMENT THE FIRST
REM:ORDER RC LOW PASS FILTER CDETECTION FILTER) \mlch FuLLnus
REMiTHE BANDPASS FILTERS IN THE |/3 OCTAVE FILTER B

REM:
PRINT *WOULD YOU LIKE TO RUN THE PROGRAM OR EXIT? ENTER I TO EXIT*
INUT AL

I At=1 THEN 1858

REM:CONSTANT VALUE DECLARATION

LET p1=3. 14150

DR PL1G, 1283, ¥16, 1263, d 1283, vC16, 1263, 216, 1263
REATHE ARRAY' SIZE ACCORDING *T0 THE SET BLOCK SIZE
LET D3=

PRIIT 'PLEASE INPUT THE LOWER CUT OFF FREQUENCY It HZ®

NPUT
;nrm *AND NOH THE UPPER CUT OFF FREQUENCY"

RETO FIND THE RISE TIME OF THE LOW PASS FILTER

LET FamCF1vF2)/2 -
LET T5=1/F4
REMITHE CONSTANT 4,48 ‘IS OBTATNED FROM THE DESIGN CONSIDERATION
LET T6=4,5u75
REMiTO FIND THE CUT OFF ‘FREQUENCY OF THE LOW PASS FILTER
LET F5=C.35/16)

PRINT *PLEASE INPUT THE SAMPLING FREQUENCY IN HZ..*
INPUT F3
REM\TO CALCULATE THE NUNERATOR AND DENOHIMATOR COEF CF,
RENILON PASS FILTER TRANSFER FUNCTION.

REH: A NUMERATOR COEF), B: DENOMINATOR COEF .
PRINT

LET Ti=1/F3

LET Wi=TANCPIWFSWT1>

PRINT °*THE NUMERATOR AMD DENOMINATOR COEF®

LET A=N1/CH1«1d

LET B=CH1=1D/CHI+1> . ’

PRI
PRINT A8,
p :

1THE FOURIER KEYBOARD PROGRAN IS USED TO COLLECT 2048
REM:HUIN‘IS OF DATA. THE smPLINE PARAMETERS ARE SET ON THE
1CONTROL PANEL. THE KEYBOARD_PROGRAM. N —
REHIRFWRD 0 OF T Pmeﬁm AREA I THE DISK $& DATA IS STORED ~
REMiIIl RECORD | OF THE DATA AREA IN THE DISK.

PRINT a

PRINT *FOURIER KEYBOARD PROSRAI*

—




825 PRINT _ * i 5 .
830 CALL FCORECS> ’
8s3 PRINT 2
835 PRINTTHE BLOCK SIZE IS TAKEN TO BE 2048°
838 PRINT P
840 LET A4=2048 i
852 LET AS=Ad-1
es5 REM:THE RECORD, NUWBER WHERE INPUT DATA IS STORED IS
880 LET A= i
885 REMIREAD THE FﬂURIER DATA INTO THE BASIC ARRAY IN
866 . REM:INTEGER FOR
878 LET A7=1
€83°  CALL DREADCPL1,131,KC11,A6,A4,A7>
881 REM:MOW DISPLAY THE DATA IN THE BASIC' ARRAY
) CALL DSPLYCPC1,11,K[11,0,45,8>
se8 PAUSE
‘p1e CALL NODIS
220 - REM:ROUTINE 70 COVERT THE FOURTER DATA CINTEGER FORMATY
925 |, REMiIN THE BASIC ARRAY TO FLOATING POINT FORMAT FOR BASIC
38 REM1PROGRAH MANIPULATION. THE ROUTINE HANDLES BLOCK SIZE > 266
35 EH.J.K ARE THE ARRAY VARTABLES.
840 REMICONSTANT VALUE DECLARATION . i B
ad LET J=t ® A
962 LET K=o .
970 LET As=a 2
ceg LET AB=128 =5 .
984 % " A
985 PR:NT “INPUT TO' THE,STAGE NO11® :
980 g
090 FoR T-0 10 A
1808 CALL DGETCPC1,13,KC11,I,B1,A8) .
1818 LET B2=ASiy -
1820 ° IF I=B2 THEN 1248
e3¢  GOTO -

nis REM: THE FOLLOWING DIFFEiENCE znumnu I$ uum

Keel

IB70 LET XCJ,K1=81

1290 I

1128 REMiPRINT THE VALUES IN THE INPUT DATA ARRAY
1111 LET Jet -

1116 FOR K=1 TO Ci
1120 * PRINT J,K,XCJ.K3
NEXT K «

1125

1130 REM: .

1140 REMIROUTINE TO REALIZE THE,LOWPASS FILTER FUNCTION

1146 REM: .

1150 REM: 3 AmC1ez7-1> .
El

1160 REM: CHeBRZ 1>

1166

REM:
1170 REMiIF XCND AND YCNY ARE THE INPUT AND




{
4 ' 3
i g 160 - . B} e
-
1168 REM y %
1188 Rﬂh YCND= AWKCHD+AMKCN-13-BHYCN-1D o
1180
- 1280 Ln nn:-n-xu 13 : {
1210 FOR I = .
1220 FOR J =
1z LET DEJ]-A“XEI.JJN.IXEI.J—l]—Bhut\l‘-ll .
1240 .
\e0  rom Lo To 128 « T
1268 LET YCI,LI=QCLY" . i . )
1278 NEXT L . . .
1280 IF I = D3 THEN 13@8 e
{280 LET OC1mAnXCIr. XﬂrAnx[‘,lzﬂl-BwUZB] .
x 1300
\ )‘SIB .
: /1318 Rm-ROUYD'E TO GENERATE THE BLOCK QUALIFIER INFORMATION =
1318 REMIUCI 185y UG 1 SF).UCS) + CALIBRATOR) UC4>' + FREQ CODE'
o\ 1328 REM/UCEY + COORDINATE CODE 3
1826 LET UCI) = 2048 ; .
. 1330 LET UC@).= ~16 X
. 1335 LET UC3) = 32767 - sy
1340 LET UC4> = 48 . . s
1345 LET UCB) = 8
1350 CALL FIXQCUL1]
1380 REIROVTINE TO CONVERT THE BASIC ARRAY. \DATA.TO INTESER
{SEE. REM:FORNATFOR. CONVERSION (70; FOURIER DATA BLOCK
1656
1658 kam *OUTPUT OF THE, FILTER-OUTPUT OF CASCADED STAGES:*
1658
Vo0 . LET et
1670 LET k=@ X B
1680 FOR I-0 TO AS
s 1680 LET B2wABwJ
1700 IF I=B2 THEN 1728 2
- 1718, BOTO f
1720 | LET k=8 .
s 1738 LET Jedei L d
1748 LET KeKr!
1758 - LET B3=VLJ, % s
760 caL DP\IT(ZEI 13.KC12, 1,83, 48>
1768 EXT T
1781 RaﬂPRINT THE OUTPUT DATA IN THE BASIC ARRAY.
- 1782 N . .
" 1785 For kel To c1 3 5 .
i 1785 PRINT J,K.VCJ,KD ‘
d 1788 NEXT K A
1700°  REMNOW DISPLAY THE-DATA' TN THE BASIC Amv E F
1705
T 1898 PRINT"THE OUTPUT OF~ THE-FILTER IS DISPLAYED'—-
18065 .

PRINT .
181@  CALL DSPLYCZC{,13.KC11,C,A5,8) .
1828 PAUSE .
1830 CALL NODIS




4 . 5
: 8 161 . "
T a - ? 5
coeo1e34  PRINT . e :
Lol e - : :
‘1880 - vk
1800 aaa.m'r: THE OUTPUT DATA ON.TO THE DATA AREA I THE 13 S " :
. 1891
. 1080 Pmn‘ *TYPE THE RECORD NO., WHERE THE DATA IS T0 BE STORED”
1918 INPUT B4
1820 CALL DMRITCZCI,13,KC13,B4,A4,A70  ° . . -
1823 PRINT
1839, PRINT “OATA IS STORED IN THE DISK DATA AREA: ;B4
. 1938 PRINT
1640 PRINT *UKERE VOULD YOU LTKE TO STORE THE INPUT DATAT*
1845 INPUT B7 i,
1858 PRINT q
1952 PRINT 7~ - .
1954 PRINT ' . .
1856 . CALL EXIT = -t d
. 1958 . END
’ % L " .
: . . ¥ ¢ «
. v
, \ . 2 ;
F A 0
¢ e Tt - - i
.
A . » 3
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‘ APPENDIX B o3 g "

FOURIER KEYBOARD PROGRAMMES USED IN THE DIGITAL IMPLEMENTATION OF

THE SEARLE'S MODEL BASED ON HUMAN AU[HTION. ~
\ These programies are also implemented in the HP 54518 éhur\'er Analyzer
VR Vo
g . . B ¥
\ . .

1. Real time g‘ata acquisition. %

- o
2. Generation of the impulse response for realizing the bandpass filter

input/output equation.

w

- .Fourier progran to input the impulse response.  °

N

- Dverlapping input ‘data block. ) i
% 5. ImpTementation of t;xe filter detector.

S ' 6. Filter bank sumation. :
7. Filter bank sumation with alternate channels phase shifted.

© 8. Extracting the data for conversion to analog signal.

. 9.. Digital to analog signal conversion.
+© 10. Generation of thg sinusoidal carrier frequency for reconstruction.
A 11._Reconstruction of the output of the nodel.

. @12, Plotting programme.




. corrosponding to the maximum frequency (20 KHz)
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v

THIS APPENDIX GIVES THE IMPORTANT FOURIER KEYBOARD
PROGRAMMES USED IN THE DIGITAL IMPLEMENTATION OF THE
SEARLE’S MODEL BASED ON HUMAN AUDITION USING THE

HP S451B FOURIER ANALYZER SYSTEM

REAL TIME DATA ACQUISITION

COMMAND USED 7O ACQUIRE THE REAL TIME DIGITAL DATA
THE COMHAND IS USED AFTER SETTING THE NECESSARY
SAMPLING PARAMETERS AT THE FRONT PANEL OF THE
FDLRIER ANALYZER SYSTEM

N + NO OF SPEECH DATA BLOCKS TO BE DIGITIZED . »

Ms 22 1 N

GENERATION OF THE IMPULSE RESPONSE FOR
REALIZING THE BANDPASS FILTER INPUT-OUTPUT
EQUATION.

X ° [ 2

K -4 e 48
1 e

=4 s the scale factor & 46 le the frlq\ll;ﬁ:y code

| 1s the amplitude of the Impulse.

FOURIER PROGRAM TO INPUT THE IMPULSE RESPONSE

. THIS PROGRAMHE IS CALLED BY THE BASIC PROGRAM WHICH e

REALIZES THE BANDPASS FILTER. THIS PROGRAM RESIDES IN

_STACK N C'Refer BASIC programma for further detalled

1 L e s

5 -BS . 1024

9 MS 31 2 -
14 MS 11



OVERCAPPING THE INPUT DATA BLOCK f
THIS PROSRAMME CONVERTS THE DISITIZED INPUT DATA BLOCK
OF BLOCK SIZE 2848 70 A BLOCK SIZE-OF 4896 OVERLAPP
mnﬁmm«nm«wuﬁm

: No of data blocke to be processsd
REC + record nusber on the tope to recd/write

1 L ]
5 s 2

9 . s k3 REC -~

4. BS, 2048 s

18 Y 8823 , REC

23 M |e 1

28 Hs 12

22 X 1

36 s 12, .

49 X |

44 BS 408

4 Y. 22

s2 L 1

58 8S 2048

6 s 12 .
64 X | X

68 8S 4296 .

2 Y 8822 —

7 + 1 N

82 .




IMPLEMENTATION OF THE FILTER DETECTOR
THIS PROGRAMME INPUTS THE DIGITIZED mm DATA

OUTPUT THUS OBTAINED IS STORED

RESPONSE . THE
IN THE HABNETIC TAPE.

165

+ NO OF FILTERS IN THE

1+ RECORD NUMBER HP‘ERE IIPULSE RESPONSE

RESPONSE IS STORED

+ RECORD NUMBER TO READ/WRITE THE DATA
+ NUMBER OF SPEECH DATA BLOCKS TO BE

PROCESSED

8BJJRBA2RBBRBBRGz O

C e QNI TS <T

\

]
4808
8823
8833
1
8831

4
3

—NR-Q-

\,

REC
REC

NFLTR
NTIMES
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"TFILTER BANK SUMMATION  ° 5
THIS PROGRAMNE IMPLEMENTS THE FILTER BANK AND ;
SUMS THE OUTPUT FOR CONVERSION TO ANALOG SIGNAL - “

REC : RECORD NUMBER' ON THE TAPE TO READ/WRITE
NREC ' RECORD NUMBER WHERE BANDPASS IMPULSE RESPONSE

NFLTRx NUPBER OF FILTERS IN THE MODEL E
NT]HE?! NUMBER OF DATA BLOCKS T0 BE PROCES&D

1 L ]
5 BS 4096
9 ¥ 8823 REC .
14 Y 8833 REC - g 4 .
18 L 1 : .
22 cL 2
26 ¥ 8821 #
38 x> ! .
35, MS 31 NREC
39 L 2
43 Ms N -
47 cv 1
51 A+ 2
55 x> 2 .
58 * 2. NFLTR
63 Y 8832
68 * 1 NTIMES
73 .
: N
- /
.
¢
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i ~
.
! FILTER BANK SUMMATION WITH ALTERNATE CHANNELS
P PHASE SHIFTED
! REC + RECORD NUMBER ON THE MAGNETIC TAPE TO READ/WRITE
1 NTIMES: NUMBER OF SPEECH DATA BLOCKS TO BE PROCESSED
1 7 .
| I 8 F P
5 8BS 4296
9 M 23  REC
’ 14 y 8633 REC
9 L !
23 L 1
27 L 2
3 Y 8821
3 A '
39 x> 1
43 Y 8821
47 " ) -1
52 A+ '
- 58 x> |
- 68 + 2 8
68 Y 8832
7 + ' NTIHES
% £ , . .
~
' -~ .
'y > - w
R g ¥ .
" " . [}
‘. . p -
Y .
¢ ' ' » .




EXTRACTING THE DATA FOR CONVERSION TO
ANALOS SIGNAL

THIS PROGRAM EXTRACTS THE Dml:'l’ DATA BLOR of
BLOCKSIZE OF zua FRON THE OVERLAPPED D/ EDQ( OF
BLOCKSIZE 4296 FOR DIGITAL TO ANALOS m

4896 FOR DIGITAL TO ANALOG CONVERSION

NTIMES : NUMBER OF SPEECH DATA BLOCKS TQ BE PROCESSED

I L 0

5 BS 4o >

10 Y 8831 ¥
15 BS 2048 ‘
18 X< 1 5
23 Y 8822

27 + 0 NTIMES

DIGITAL TO ANALOS SIGNAL CONVERSION
THIS PROSRAMME OUTPUTS THE PROCESSED SPEECH DATA

BLOCK THROUGH THE DIGITAL TO ANALOG CONVERTER AND THE
INALOS SIGNAL IS TAPED

NTIMES + NO OF SPEECH DATA BLOCKS TO BE PROCESSED
. 7

Loa# L ° .

5 Y esat

9 8 ° 1

7] RA '

18 ‘ e - NTIMES i

{
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GENERATION OF THE SINUSOIDAL CARRIER FREQUENCY

'S GENERATES THE SINUSOIDAL CARRIER FREQUENCY

THIS COMMAND:!
, USED FOR THE RECONSTRUCTION OF THE SIGNAL FROM THE

OUTPUT OF THE FILTER DETECTOR

X = (Fc » 2048)/10000

X+ PARAMETER FOR GENERATING THE DESIRED FREWWCV
Fo + DESIRED CARRIER FREQUENCY

2848 1 REAL DATA POINTS

19000 : NORMALIZING FACTOR

] X X

K
K -4 4 Fe
° 5000
F
X + CALCULATED PARAMETER
Fu + SAMPLING FREQUENCY s
5020  : NORMALIZING FACTOR .
x s "
N .
/
X o = e ﬁ.
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gl )
1 RECONSTRUCTION OF THE OUTPUT OF THE MODEL

1 THIS PROGRAMME MODULATES THE OUTPUT OF THE FILTER
1 DETECTOR WITH THE SINUSOIDAL CARRIER FREQUENCY .

1 " REC . RECORD.NUMBER TO READ/WRITE THE DATA
1 . NREC i RECORD NUMBER WHERE SINUSOIDAL CARRIER
. I FREQUENCIES ARE STORED .
1 NFLTR  NUMBER OF FILTERS IN'THE NODEL
1 NTIMES : NUMBER OF SPEECH DATA BLOCKS TO BE PROCESSED 4
el :
1 L ° E
5 BS 4096
9 Y 8823  REC
14 M 8833 REC
19 L 1
23 MS 31 NREC
28 L 2 -
32 Ms 1 .,
36 x> !
0 Y 882! . s
44 » . 1
48 Y 8832 .
. ‘s2 + 2 NFLTR
58 + I, NTIMES ‘e
o4 : . vy e y
22
N .
' z
R o B
' - L]
i . i "
. .
e ) _— * » .
; 4 4

Sip




m

PLOTTING PROSRAMME

THIS PROGRAM PLOTS THE INPUT SISNAL AND ITS
MAGNITUDE- SPECTRUM

1 Le

4 BS 4096

7 Y s821 6

11 Y 5808 @ © |
14 Y 5814

18 Y 5807 ~{

24 Y 5805 | 508
27 Y 5804 1000 500
31 Y sse@ 1|

36 F

a1 TP

45 Y 5810 1000 @
47 ¥ T .
49 Y § 1

54 .
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FORTRAN - 77 PROGRAMMES I{SED IN SIGRAL PROCESSING - DATA REDUCTION
USING DISCRETE COSINE TRANSFORM AND FOR OBTAINING THE RUNNING SPECTRUM
PLOT.
_ These programmes are used 1n°PDP 11/60 minicomputer.
-k

¥, FTREAD: - This foutine reads the "Fourier Analyzer" processed data

(implementation of the model) and transforms it into .
[

reaJable PDP 11/60 data for subjecting the data to data

ction using discrete cosine transform.
\

2. FTPRICESS: This routine reads the data into an array and subjects the
log magnitude data to dafa reduction using discrete cosine
transforn. The reduced data is reconstructed using inverse

By discrete cosine transform and is stored as data files.
3. FTWRITE: . This routine transfers the processed data to magnetic tape
- as Fourier readsble data for’recontriction using Fourier ‘
Ma’lyzer systenm. ) ° '

40 PLOT:  This routine reads the filter-detector output and plots the

running spectrum to visualize the temporal and spectral characteristics

* of speech,
- ~




s T7F ek & N

5.7 LPLOTIDCT:  This routine reads the filter detector output and sl‘AhJects‘
the Tog magnitude data to data reduction using discrete
cosine transform. The transforméd data is reconstructed

= using inverse discrete cosine transforn and used to plut
the run\b\g spectrun’ t0 visualize the tenporal .and
spectral characteristics of speech subjected to data
reduction.

6. ORTH: This routine is written to test the orthogonal property

of the discrete cosine transform.

by
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I PROGRAM FTREAD.FTN

THIS ROUTINE READS MASTAPE DATA FROM THE FOURIER ANALYZER -
AS BS 4996 AND TRANSFORMS IT INTO READASLE PDP11/68 DATA .
AS DIRECT ACCESS RECORDS OF RECORD LENGTH 512

FOR EACH TAPEBLOCK ..
® READ A BLOCK OF DATA CDafoul €3 ST E
» RE‘/ERSE THE BYTES IN THE BLOCK\IMDVSIZE R

EXTRACTSNHE SCALE FACTOR & CALIBRATI t
» ACIAL. DATA = CFOURT DAYAuCAU)/(32757u3278()NlB--'SFH
» WRITE. THE DATA T0 ;ﬁn:n ACCESS FILE
REPEAT N BLOCKS *

INPUT: FOURIER BLOCKSIZE .
REC N0 ON THE TAPE WHERE DATA IS m BE READ FROM W s
CStored in data: file ‘FTREAD.FTN .
DATA FILE NAHE TO STORE THE'DATA. 8 .
NO_OF DATA BLOCKS.T0 BE . TRANSFERED TO DISK P

STARTING RECORD NUMBER i

OUTPUT: READABLE POPI1/6D DATA FILES FOR PROCESSING

BYTE TEMP, BUF(8200)

% 3 *INTEGER DATAC41@8) ¥
INTEGER BLKSIZ, 1(x BLOCKSIZE IN BYTES w) L

SFW, iCe SCALE FACTOR WORD -) .

| & CAV, 1(» BLOCK CALIBRATOR WOR Bu @
1 ICu # OF ACTUAL  DATA P'!s PER BLOCK »> | .
EQUIVALENCE (DATACI),BUFC1)) .
REAL ACTDAT(512> . E

! CONSTANT VALUE DECLARATION —

FACT ='32767. oo .

IBLK = 40896 i
NFLTR =

NUM = | ‘(51ARYING REC NO)

NREC = NO OF SPEECH DATA BLOCKS >

1 INPUT THE PARAMETERS

OPEN(UNIT=3,NAME=FTREAD .DAT’, TVPE-’OLD')

READ(3, »ONPEC, IDUN 4
CLOSECUNIT=3)

TYPEN,'THE K0 OF SPEECH DATA BLOCKS TO BE TRANSFERED: /,NREC
TYPEw, ' THE FOURTER BLOCKSIZE IS 4096:

TYPEW, 'THE DATA FILE IS ASSIGNED IS : SPEC.DAT’

1 REWIND & POSITION THE TAPE TO READ THE DATA -

BLKSIZ = CIBLK#2)+6 : o




- NPTS Lo (BLKSIZ—G)/Z ®
TYPE w, /NPTS = .
NBLOK = 512
* NSEG = IBLK/NBLOK

IDMAG
CALL SPBMAGCNPEC) -
CALL STAMAGCJREC, ISTATY P
- WRITEC6.300) "
300 FORMATC/, 10X, “ROUTINE TO READ DATA FROM MABTAPE’,//)
URITECE, 302) i & K i 2 % B
302 FORMATCSX, ‘MAGTAPE REC NO 1/ - el ; .
. 5 WRITECE, #ONPEC, JREC 4 # - «

I . READ THE TAPE- pata REVERSE THE BYTES & FIND, THE ACTUAL, DATA

uPEN(IINIYnLNAHEn'SPEc"A:\:Esf %/DIRECT, STATUS="NEW’, * -
ECORDTYPE=’FIXED’, FﬂRh-'UNFoRNA'rTED' RECL-S]Z) a
Do za LL = | NRE\: B

oaL usnns(sur Biks1z> . . . Ay
DO 12 K = 1 , BLKSIZ ,2 . ™
TEMP = BUF (K> . : L B
BUFCK) = BUFCK+1) | - SR
BUFCK+1> = TEMP : o
12 . CONTINUE . <
SFW = DATACNPTS+1> . .

CAW ‘= DATACNPTS+2>

1 CWSHIFT SFW RIGHT 6 BITS T0 GET SCALE FACTOR "’

[ SFW = IISHFTCSFW,- .
SFW = SFW/64 S

1 WRITE THE DATA TO DIRECT ACCESS RECORD
DO 14 KK = 1,NSEG - : - i
0 16 I = 1,KBLOK s %
KD = CNBLOKCKK=13+1)
FLDAT = FLOATCDATACKDY)
Amncn-c<an-—FLaAnmu):/(FAcnrAcm-w.--rl.oucsru)
16 CONTINUE .
WRITECT, Reu-numucwn(m,nn NBLOKY
NUH = NUM+
147 cnmmue '
. TYPEw, “NO OF FILTER OUTPUTS READ IN:’,J .
10 CONTINUE ; 5
NUJ = NUM-{ .
TYPEw, “NO OF SPEECH DATA BLOCKS READ IN:/,LL £ w
TYPEW, /TOTAL NO OF RECORDS TRANSFERED :,NU1 s
WRITECG, 310> ; &

. 310 FORMATC/. SX, “NO OF SPEECH DATA BLOCKS READ IN 173
° WRITECS, wOLL i .

2 . e WRITECS,312) . . . .




2 - FORMATC/,5X, ‘TOTAL N0 OF DIRECT ACCESS RECS TRANSFERED 1/)
WRITE (6, wON1 : g .

OPENCUNIT=4_ NAYE= * FTREAD . DAT, TYRE=/NEW >
NPEC = NPEC+84 i

WRITEC4,%) NPEC,IDUM
CLOSE (UNIT=4)
CLOSE CUNIT=7)




|
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I
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PROGRAM FTPROCESS.FTN -

Tnls ROUTINE READS, THE FILTER DETECTOR OUTPUT DATA FROM THE.
IREET ACCESS DATA FILE AND STORES THE DATA IN THE ARRAY.THE

DATA IN THE ARRAY'IS SUBJECTED 10 DCT.THE REQUIRED NO OF
CHANNEL'S *ARE .SET T0 ZERO AND THE DATA IS SUBJECTED T0'IDC

T
THE PROCESSED DATA IS WRITTEN ON TO A DIRECT ALCESS DATA FILE,

INUT 1 No of chennals to b- set to zaro - g L

OUTPUT  +*Processsd: data (DCT/IOCTY 1n' Girasy
accass fllas E

CONSTANT VALUE, DECLARATION

REAL ACS12, 16> BC16> N
NBLOK = 512 L

NFLTR = 16 S ‘
Pl = 3. 1415927 .

NSEG = 8

I0FS = . 2

NUM = 1 1CHSTARTING -REC NO FOR DATA RETRIEVAL)

NSTO'= LICGTARTIG REC N0 FOR STORING)

26RO = .
ST = 5.000001 1(TO AVOID LG OF ZERD) . ‘

‘NREE = 4|(NU OF SPEECH DATA BLOCKS .TO BE PRDCESS‘ED)

1(NO OF COMP SET'TO ZERO) _
INUT THE PARAHE\‘ERS ‘

TYPEN, *NO OF SPEECH DATA BLOCKS T0 BE PROCESSED: <, NAEC
TYPEw, * THE DATA IS RETRIEVED FROM: SPEC.DAT”

TYPEx, “& STORED IN: PROCESS.DAT’

TYPEW. “ENTER THE 10 OF CHANNELS TO BE. SET TO ZERO: ,NZERO

WRITECG. 300

FORMATC/, mx,'DATA PROCESSING ROUTINE',//>
WRITEC6, 362)

FORMATCSX,‘NO OF CHANNELS SET T0 ZERO :/)
WRITECS, wNZERO

OPENCUNIT=7, NAME=/SPEC/, ACCESS=/DIRECT/, STATUS=/OLD", )
ORDTYPE= FIXED” , FORN=/UNFORMATTED * ,RECL=512)

UPENwNIV-s,NAnE-'PRocEss' ACCESS=’DIRECT , STATUS=*NEW’

RECORDTYPE=* FIXED' , FORN=UNFORNATTED , RECL =512>

READ THE DATA IN T0 THE ARRAY

DO 110 KK = 1, NREC v
00 o8 Ui = 1. Nete (v
D024 K = 1,NFL

.| READCT, REO-NUH)(A(ID K),10=1, NBLOKY




NUN = NUM+NSEG N
CONTINUE

~_TYPEw, ‘DATA IS READ INTO ARRAY.FOR PRocEssmc' . .

TYPEw, 'FOR SEG & SPEECH BLOCKi . Ju

FIND THE LOG HAGNITUDE OF THE VALUES IN THE ARRAY
‘quszxnlwﬂ.m - . ot
0 S2 ID'= 1,NBLOK ]
s&nA = ACID.K) I
. IF CBDATA. LE . ZEROBDATA=CONST

. FDATA = 8.43429448wALOGCBDATA X . .

ACID,K> = FDATA
CONTINUE °
FIND DCT COEFS OF THE DATA IN, THE- ARRAY <
D0 10 I = 1NBCOK ¥

SUM1 = 0.

D0 28 K = 1 NFLTR

" SUMI = ACID,KD+SUM1 ® o, ¥

cnmmus
Bk 701 4142196/ FLIATCNRLTRODwSUH1> N
00 3@’ KB .
SUM2 = - ™
DO 40 N

15 4 - 3
_ " THETA = (C2. i Lun<n~|)n )-fmA':(x—x)-P()/(z.-ﬂ.onmnm)

XA = COSCTHETA)

XK = ACID, M>uXA * ®
SUM2 = XK+SUM2 W 3
CONTINUE d g -
B(K> = ((2./FLOATCNFLIRIIWSUH2) - .
N'eru N i .
D0 58 K = 1,NFLTR
A(ID x)-stx) !
'
cammus -

. SET THE PCT CONPONENTS TO™ ZERO FOR DATA REDUCTION

NSET' = NFLTR-NZERD+1

INVERSE DISCRETE COSINE TRANSFORN

DO 68 ID = 1.NBLOK

poren- LiAw . =
-1

- -




.70

%@
6@

AR
g

198

310

N2
1He

6xe - u 71,4142 138RACTD, KD e 7

SUM3 =
DO g9 K & 2 NLTR
THETAI = CC2,WFLOAT(H-1+1 DWFLOATCK=15P1>/C2 . -FLUAT(N‘LTR;)
6X = A(ID,K)-cnscTnEYu) v
SUM3 = 8X+SUI
‘EONTINUE
BCMD = EX@+SUHS -
CONTINUE

DO 96 K = 1,NFLTR :
ACID,K) = BCK) iy ;

CONTINUE : 3 ¢
CONTINUE ‘ <
TYPER,'DATA IN THE ARRAY IS PROCESSED, ocr. ¢

TYPEW, FOR SEG & SPEECH BLOX: *,J,KK B %

CONVERSION T0 LINEAR SCALE sv TAKING ANTILOG
CFor Reconetruction)

DO'STK = LNLTR - . S

%DO §7 ID = i,NBLOK . X C g b

EDATA = ACID,K) " = T ,
BDATA = EXP(2. WZSBEIIEDATA) Do P
ACID,K) = GDATA N N i1

CONTINUE S \ i

' 'WRITE THE DATA IN THE.ARRAY TO A FILE - ¥

D0 77K = 1.NLTR
WRITE®, REI:-NSTU)(MID. K3, ID=1_ NBLOK)
RSTO = HSTOAIOF

CONTINU
NST1 = Ns‘ro
NUM = Nun—(mm-nsza:
NUM = NUM+1
CONTINUE~ o
NUM = Mummmk—n-nses &
TYPER, 'NO OF SPEECH DATA BLOCKS PROCESSED:’,KK \
En, ' TOTAL NO OF RECS TRANSFERRED: /,NSTI ”
WRITE(6,31@)
FORMATC/, SX, ‘N0 OF SPEECH DATA BLOCKS PROCESSED 17>
WRITE(S, -> K
WRITE(6,3 7
FORMATC/, sx ‘TOTAL o o recs TRANSFERED 1) -
FRITECS. nNSTI
ONTINUE

cLosE(uNrr-7) f
CLOSECUNIT=8) 4

SToP

END




PROGRAN FTURITE. FIN 3 L

THIS ROUTINE READS THE PROCESSED PDPI 1760 DATA FROM DIRECT

ACCESS FILE AS RECORD LENGTH S12°2 TRANSFORMS 10 READABLE
FOURTER DATA BLOCK OF BS 4806 ON TO 'ms MAGTAPE,

FOR EACH FOURIER DATA_BLOCK
» READ THE DATA FROM THE DIRECT ACCESS FILE
w FIND THE SCALE FACTOR & CALIBRATION FACTOR
» FOURIER DATA = (PDR DATAWC3276732767)3/CC 1 DNNSFWONCAWD
» REVERSE THE BYTES IN THE BLOCK .MORD SIZE
» WRITE 70 THE TAPE

,REPEAT FDR N BLOGKS P

INPUTS: FOURIER BLOCK SIZE (Defoultd,

REC NO ON THE TAPE WHERE DATA IS'TO BE WRITTEN
(R.l.—uv.a from FTREAD.DAT - Paroneter passed by
FTREAI

DATA FILE NAHE FROM WHERE DATA I 0 BE RETRIEVED:
CDafaul k)

NO OF DATA BLOCKS TO BE TRANSFCRRED TO TAPE |

OUTPUT: FOURTER READABLE DATABLOCKS WRITTEN ON THE MAS TAPE

BYTE TEMP, | BUFCeza0) @ g S

. INTEGER; DATAC4188),KDATAC8)

INTEGER BLKSIZ, I(w BLOCKSIZE IN BYTES %)

SFW, 1(x SCALE FACTOR HORD . )

CAW, I¢w BLOCK CALTIBRATOR WORD w)

TS |C» & OF ACTUAL DATA PTS. PER BLOC{( »
EquVALE E (DATACI), BUFCI))
REAL ACTDAT(5|2>,BDAYA<B)

CONSTANT VALUE DACLARATION

FACT = 32787.4
AMNV = @1
AMXY = 1.
NFLTR = 16 - : '

NUM = 1 |CSTARTING REC NO 1D
NREC = 41CNO OF SPEECH DATA BLOCKS TO BE TRANSFEREDD

INPUT THE PARAMETERS

OPENCUNIT=3, NAME="FTREAD. DAT* , ACCESS=* SEQUENTIAL/, TYPE=0LD*)
READS, w3IDUN, NPEG
CLOSECUNIT=3;

+ TYPEw, ‘DATA IS RETRIEVED FROM :PROCESS.DATY

TYREW, ‘NO OF SPEECH DATA BLOCKS T0 BE TRANSFERED:’, NREC
o L




TYPEw, “REC NO TO WRITE THE DATA’,NPEC t
!

v *;
REYIND AND POSITION THE TAPE TO WRITE THE DATA
BLKSIZ = (IBLKw2)+6

CALL .STCHAS

CALL RUDMAG g
CALL SPBMAG(NPEC) o
CALL STAMAG(JREC 'ISTAT> .
WRITECS, 300)

FORHATC/, 18X, ROUTINE TO' \(ﬂITE T0 TAPE’,//>
WRITECE, 382)

FORMATCEX, ‘MAGTAPE REC NO +/> *

WRITECE, »INPEC, JREC

TO FIND THE SCALE FACTOR WORD £

FIND THE MIX VALUE IN THE DATA BLOCK & FIX THE SCALE FACTOR

OPENCUNIT-G NAME='PROCESS’, ACCESS='DIRECT/, S‘TATUS-'OLD’
RECORDT YPE=‘FIXED’, | FDRH-’UNFMATTED' RECL=S 12)
Da 15 MM = 1,NREC

D018 J = ILKFLTR ’ '
VAL = 0. »

ISFACT = @

DO 16 K = |,NSEG %
READ(B,REC-WH) CACTDAT €, Jum1 ;NBLOKD B

DO I LL = I,NBLOK +
CDATA = ABSCACTDATCLLY>
IF (CDATA.BT.VALIVAL=EDATA
CONTINUE P
NUM = NUH'NH.TR '

——CONTINUI P
NUN = NUM=CNFLTRwNSEG) T ¥

© IF (VAL .BT.ANXVDE0TO 66
IF CYAL.GT., va)wm 68

. .
TISFACT = I'+ISFACT .
IF (VAL . GT.ANV. AND.VAL .LT.AMXV)G0TO 68
GoT0 7

VA). - vAL/IB.

ISFAC’T - -I'ISF CcT
IF (VA.L GT.ANNV. AND,VAL..LT. AHXV)BOYB es

IF (ISXGN EQ.1DSFW = —~ISFACT
IF (ISIGN.EQ.2)SFW = —XSFACT | -
CA = FACT ., ’




e DATAINPTS+{)=6FUnE4  + .
8 DATACNPTS+2)=CAW .
e, . DATACNPTS-3)-FCODE ! « .

1
- 1 * CONVERSION 70 FIXED POINT FOLRIER DATA
1.

DO 12 KK = 1, .
N . READCS, R Réc-numucm‘ru» JJ=1,NBLOKD . .
PLOATa ACTONT CLL 9sFACTHFACT/ CELOATCCANS#12. waFLOATCSFUD) -
KD = NBLOKWCKK-1D+LL . )
DATACKD), = FLDAT 2 B .
78 CONTINUE . N
© UM = NUMsNFLTR ot - ,
2t CONTINUE . .
1 : ) 5 .
4 ... I, 'REVERSE THE BYTES IN THE BLOGKWORD SIZE
1

Lo D0 13K = 1,BLKSIZ,2
E . TEMP = BUFCK!
BUFCK) = BUF CK+1),
¥ | BUFCK+1> = TEMP
3 CONTINVGE . L

‘MRITE THE FOURIER DATA 70 THE HABTAPE
i % . CALL WLBMAGCBUF, BLKSIZ)

e KU = nun—cnszs-urus; i s

N
: . e rvpz-,'nu OF FALTER.OUTPUTS TRANSFERRED: v,
: 18 . CONT. N
YPEw. N0 OF SPEECH DATABLOCKS TRANSFERRED: *, i
NUM = KU« CNSEG=14NFLTR b
‘- NUI = NUH-
: TVPER, “TOTAL N0 OF RECS TRANSFERED +*,NUI
: VRITEC, 3103 < :
T 3ie 7,5, 'NO OF SPEECH DATA BLOCKS TRANSFERED /)

312 |, FORMATC/,BX,‘NO OF Recs TRANSFERED )
" WRITECG, »ONUI i
15 CONTINUE \ . ¥
r:LoﬁcuNrT-
OPENCUNITo4, NAME="FTREAD .DAT , AccEss-'sEmzmzAL' TVPE-'NEU'D
NPEC=NPEC+84 .
"MRITE(4,»)IDUM, rPEC .
CLOSECUNIT=4) :
© sjop

’,-gw’g:.du— 5%



mmmmmrmmmuumvm
DIRECT ACCESS FILE AND PLOTS THE RUNNING SPECTRUN

INPUT  + SCALE FACTOR . , . o

CAlL the other plotting paramsters were
Defaull valuesdd

CONSTANT VALUE DECLARATION
REAL AC258, 183, PC58R), PHAXCE20),B<16) B A
BTE ALPrcae), S0 (283, TsuxCasd %mm

M-‘lm . . & b4
IBLOK = 2848 .,

NFLTR =18 .
P = 3.1416627
NUM = |
NAVE = 32

NSEG = 4] CCORROSPONDS TO NO OF SPEECH BLOK TO PLOT)
NP = 1@ 1CNO OF POINTS FOR INTERPOLATI|
DX = Q.08 . . CINCREMENT FOR X AXIS S

| CINCREMENT FOR Y AXIS) .

SICUIDTH OF THE CHARECTOR)

BHT OF ERD

ICANGLE FOR Y SHIFT)
N -

1CINITIAL PmN T0 START)
|CVIDTH OF THE PLOTY

|<mw1xcmmx»ﬂ§:
1<NO OF TIC MARKS FOR Y AXIS)




ce 1 DPNT THE PARMETERS

nr:--uu.nmmmn.mn}r' 2= ¥ po o R S A
4 e * TYPEw.t THE SCALE FACTOR +¢ cl s

o TYPEw, ENTER TITLE OF X AXTS1/ 3
ACCEPTIS2, CISHXCK), Kel, 283 . , i :
132 FORMATC28A1D - . :
( TYPEw, ‘ENTER TITLE OF Y AXTS:” : o . Lo :
ACCEPTISS, CTRYCRD. Kel, 283 . : .
133 FORMATC20A1) S .
TYPEW, ‘ENTER TITLE o n: Bloc: ¢ - . O .
L ACCEPT134, CIBHBCK), K . < e
: . 134 FORMAT(20A1D p .
o m'mvmsrmnﬂmmxm-l C € :
& . ACCEPTw, . ¢ 8

. TYPEU'.‘I FOR THE m DATA uu:.l P, . i g
ACCEPTw, | |

mdm-nm-'m . ACCESSa=DIRECT ﬁATUSF’CI.D'
> 1 RECORDTYPE=| fm n-wumm RECL=84)

o 1 mm'n‘mm:mm:mg

X2 ax . :
. 20 24K = LR § v

IBLOK/NAVE -
DO 84 I = | NSE® ¥ '
READCT, RECMUN CACID, 0, ZDoh. 1> . .
TYPEW, ‘N ¢, NUM \

NUM ¢ NFL - 1

YVPEi /REPOSITION REC M
MM-WLTMO)

M-ll - NUMw1 !

CONTINE P i




DO 288 J = I, NFLTR
*, ACT,)=ACT, JIRSFACTeX! :

~—~

ACCEPTI

CALL PLOTS E

GALL FACTORCI./DMULTY '
Y1 =0, .

PO 288 I = 1,NBLOK
X1 = X1+DX

|
m 9,NP 4 i
(U-133+Ke1+IVS
CACT, GO+ 1)-ACT. J»m‘rw;m’unmu w

'?’.'

m J = {,IPT ¥

IF CPJ> . LE.PHAXCU)BOTO 550

PHAXG. = P> i
<

00 6 J = Ivs,IPT

Y = TNXCYDISMFLOKTG/FLONTCCNALTR-1 06>

X =

ST Besoro s g

CALL XYPLOTCX,Y.3) - - -

CALL XYPLOTCX,Y.2) g o f

CONTINUE -
- I¥S = IYSeIY : 2 N
TYPEw, ‘IYS 1/, IYS - ‘

CONTINUVE
WwIT=Y & IR
YDIF = YMAX-YDIS

CALL X2, YDIF, 2) o<
u.z;m;a.vmx,» o

FIXDG UP THE AXTS & LABELLING THE PLOTS

Y aas i

DSX = X2

DEY & VHAX : .

VS‘!E’ - YDIO/FLOAT(NV'I‘IC) 4 . .
DXN = DSX-XSHFTN . i °

.-DXL = DSX-XSHFTL : 3 e ¥
DYL = DSY-YSHFTL . 2 |




© . CALL SYNBOLCDSY, nsv,om,m YANG, - 1)
r DSY| = DSYs@.4
- CALL NUMBERCDYN,DSY1,DH, YARS, 3., * CI), TN 6o %
. IN = T4 . " . -
. o DSY = DSY-YSTEP <o : .
s 5

CALL SYNBOLCDXL,DYL., YH, ISHY. YANG, NCHAR) ) ®

Jo X ATS LABELLING

CALL g X
DSX1=D38X-0.5 - - o« .
& mmam DYNI,DH, XANS, 3.0, “ T/ NI © v R
DSY = m-vs'm: . J .
. NUMX = NN+ T
= CALL SYIBOL COXL, DYL, ¥, IS, XA |

1
o 1. -. MARKING THE BOWNDARIES FOR THE PLOT .
2 1 -

N W'Mmmmmm-mu

DSY = YOIF - g g

. YSTER = CYDRF-1DIT>/FLONTCNSES i
' XSTEP = XDIS/FLOATCNSE) 4 5 @5 {
i




wun-lm
mwsx,nsvnm_:sxxmn

DSY'= DSY+YBSTEP

CONTINUE

DSY = DSY-CBSTEsQBTICH)

D - borexsTEr/z.@> .
DSBXI = DSI-C

CALL NUMBERCDSEX1, DYBN1 phm,anss 2, (I337, >
N = NUBe| .

CALL’ SYMBOL(DXBL,DYBL, YH, ISHB. XANS, NCHAR)
CALL DUMP E
LABEL THE DIASRAN

m'mn:mmmmsrrmlmm.'
READ(S, 1JALPH

FORUTCBRA1)

K =8

IF GALPHGO.NE. ¢ /280 TO 2
K = K-1 -

s -A‘J;'...».u—-*-“ =




< *NUM = NUM+1|

TYPEw, ‘DATA IS RETRIEVED FROM :DWTHEI1.DAT’ °
'rvPs- wn:noorcmm1 0 BE SET TO ZERO:*

TVPE-. 'l "E SCALE FACTG! g

Acc‘EPr-,
° *,NBLOK.
ENTER TITLE OF X AXIS:‘ : =
Acewnsz CISMXCKD . K=1,20) el i .
FORMATC28A1) N

. TYPEM, SENTER TITLE OF ¥ XIS

ACCEPT 133, CISNY(K), K=1,22)

>
TYPEw, “ENTER TITLE OF THE BLOCK:”
ACCEPT134, CISHBCKD. K=1.29>
FORMATC20A1)
TYPEw, “INPUT THE STARTING NO FOR X AXIS:*
ACCEPTw,

L NUMX
* TYPEw, ‘2 FOR THE SPEECH DATA BLOCK:’ = _ |

ACCEPTw,NUMB

0PEN(I.NIT-7 NAE=: /DUTHE1 1+ ACCESSmDIRECT #, STATUS/0LD,
RECORDTYPE=‘FIXED’, FORM=‘UNFORMATTED ,RECL=64)

READ THE DATA IN TO THE ARRAY

X2 = X1
DO 24 K = 1.NFLTR

TYPew. ‘NFLTR ikt
NI = ot -
Ns - NowtreLoK ravey 3

'TVPE#, “REPOSIT[ION' REC’, NUM
NUM = NUH-CNFLITRWNSEG)




N, e s v' .

CONTINUE . 1 f
) ! .
FIND THE LOG MAGNITUDE OF THE VALUES IN THE ARRAY ° - 5

———n
2

DO SO K = I,NFLTR —
00 Sa Iv = {,NELOK - . .
BDATA = ACID,K). CE B .
3 : = FDATA = 0.434204484ALOGCBDATAY
. ACID.K> = FDATA
CONTINE ' o

DISCRETE COSINE TRANSFORM - % ’
TO FIND THE VALUE OF THE DCT COEF-OF THE ARRAY . —

gy -

DD 220 ID = |, NBLOK", .

SUMI = B. . o

DO 248 K = 1,NFLTR £ . -
? SUMI = ACID,K)+SUMI [ J
240 BDNTINUE “

mo =l 4|4zma/rL0ATcNFLmJ)~sum> : o g
. DO 260 K = 2,NFLTR Lt v 1t
SUM2 = 0. o ~
D0 288 M = 1,NFLTR - . :
© THETA=CC2.WFLOATCM-1>+1. )mnﬂtbn-m>/<4_-Fwnmr|_m>) -
s XA = COSCTHETA) -
XK = ACID,MwXA / . 3
SUM2 = XK+SUM2 s “ .
g 260 CONTINUE . : i
§ -BCKD = ((2./FLDAT(NFLTR))~SUH3) . *
. 208 CONTINY . s
e 0 SIBK-INFLTR ; -
ACID,K) = BCK: ¥
’ 318 CONTINUE s
228 CONTINUE E . . 7
E ! .
-1 TO SET THE COMPONENTS TO ZERO FOR DATA REDUCTION 3 s e
\ z 4 A .
7 NSET = NFLTR-NZERO+! 4 @ E ® K
. . DO 3 ID = 1,NBLOK . : .
- DO 40 K = NSET,NFLTR | f .
ACID,K) = 8.0 ! P . ¥ .
40 CONTINUE -_— : %
") CONTINUE g o e ! .
1 5 |
1 INVERSE DISCRETE cosnjz TRANSFORM - R
B
DO 320 ID = 1,NBLOK . ol oy e
DO 348 M = 1,NFLTR . ! ] .
K= : : . \ . F
¢ : 6X@ = C1./1.4142136IWACID, K> / } ; 5, » &
{ R s SUM3 = 8. % B .

Do SQBK-ZNFLTR A~ . B . g




200

300

881

* CONTINUVE
BCMD = GXO+SUM3

' po
X1 =X

191 g

THETAI'((2 WFLOATCM=1>+1.J#FLOATCK=1DwP1)/C2. IFLOAT(NFLYR))
- AL KIuCOSCTHETA1D
suns = Gx’sun:s .

J =g

CONTINUE .
DO0'395 K = 1,NFLTR -
ACID,KY =-BCK)

CONTINUE

CONTINUE

FIND THE ARRAY FOR PLOTTING '
Converalon to linear scalo by ‘taking the Antl Log

© DQ.57 K= 1,NFLTR *

DO 57 ID = 1, NBLu(
EDATA = ACID,K:

* GDATA = EXPC2. SBZSKI-EDATA)

ACID,K> = GDATA
CONTINE )

RUNNING SPECTRUM PLOTTING ROUTINE

TYPEw, 'ser THE PLOTTER PLEASE 1 -
ACCEPTW, NPJ .

CALL FACTDRU /DHULT),
-

zwx-leux ¢ §

DO 200 J = 1,NF] .
ACT, U=ACT, J)-SFAc!oxl . .
CONTINUE,

NT = NFLTRIQP

DO 480 I = 1,NBLOK
20 a1 § - 1:NFLTR-1
D0 501 K = QNP

IPT = (NPwCU=1)>+Kei+.
PARTS = CACL, G133 R, .I))/FLOAT(}P)-FLDATCK)»A(I o
CONTIN _

IF (PO, LE FACG0TO 550

PHAXCU) = PCU) .

CONTINUE

DO 62@ J = IYS,

Y- mx-vDIS-FLDATNwFLOA'Y:<NFLIR—L)\~NP>




192 ¥ 5
Y g .
\ . %
X = PHAXCUD s
—_— IF J.6T.1¥$)60T0 601 .
. CALL XYPLOTCX.Y:3) . i
oo CAL XPLGTOCY,2) . i .
600 s . P R e
o CH t « §
” 408, e s
YDIF = YHAX-YDIS T e e

CALL XYPLOTCX2,YDIF, 2) © 5 e oA
CALL XYPLOTCX2, YNAX, 2> X N

FIme UP THE AXIS & LABELLING THE PLOTS

DSX = X2 o ¢ // i
DSY = HAX . AN o
YSHFTL, -

i ~ YDXS/FLOAT(NYYIC)

T i g
B = DSXIXSHETN . B e £ g
|

- DXL = DSX-XSHFTL \ . \
E DYL = DSY-YSHTL it . : B
DO 62 KK = 1, A \ .
CALL svnau.msx nsv DNH, ISY. YANG, ~1> . %
DSY1 = DSY+8.4 . .
CALL NUMBERCDXN,DSY!,DH, YANS, 3. n,’(;m)' m ' ’
% IN = INe4 7
DSY = DSY-YSTEP 4 ‘ .

CONTINUE .
“CALL SYMBOL(CDXL,DYL, YH, ISHY, YANG, NCHAR)
o ) . : : /
1 xaas LABELBQG . g o
DSX = X2

Yo o 2 . x -

SHFTN = XSHFTN * s

XDIS = CX1-X2) ‘- % .

DYN = DSY-YSHFTN . o .

DXL *= DSX+CXDIS/3.) Y " , .

D\'L = DSY-YSFTLX ‘
- <vn:r-von>/rma1<urrrc>

S/FLOA

xs‘mv XDT .
DO 64 JJ = 1,NXTIC ; i Co x
CALL SYMBOL(DSX, st L ISX, XANG, ~1> 4 x
R DSX1=DSX-2.5 v ) N

DYN1=DYN-. 1

CALL NUMBERCDSX1 ,DYNI , OH,XANG, 3.8, /T3>, NN
DSX = DSX+XSTEP

DSY = DSY-YSTEP

DYN = DYN-YSTEP E \
SNUMX = NUMX+1 . °

B




84 .
CALL SYNBOL CDXL, DYL, YH, ISHX, XMENCHRD ” -
CALL -DUNP

1 MARKING THE BOUNDARIES FOR THE PLOT, I
* TYPEw, ‘PLEASE C)MMSE THE PEN’ FUR HARKING BLOCKS:* wy o ¥ -

DSX = X2 2 B % v
DSY = YDIF
XDIS = X1-X2 £ . ‘
YSTEP = (YDIF-YDIT)/FLOATCNSEG) .
XSTEP = XDIS/FLOATCNSES) E
\%  YBSTEP = YDIS/FLOATCNBTIC) . .
DYBN = DSY-YSHFTB . -
DXBL = XDIS/3. ¥ 8 .
DYBL = DSY-YSFTBL : . X u g
DSX = DSX+XSTEP s s
DSY = DSY-YSTEP .
oosau.-nnsea N . i 5

88 KK = 1,NBTIC+

CALL SYNBOLCDSK, DSY. DBH, TSK, XANG, 1>

DSY = DSY+YBSTEP N
CONTINUE \ .

DSY = DSY-CYBSTEPWCNBTICH12) | # ]

- DYBN1 = DYBN-0.0 Ea '

DSBX1 = DSX-CXSTEP/2.,8) :
CALL NUMBERCDSBX1,DYBN1,DBNH,BANG, 3.8, / CI3)*,NUHB)
NUMB = NUMB+1 :
DSY = DSY-YSTEP .
DSX = DSX+XSTEP - v i ‘-
DYBN =" DYBN-YSTEP
CONTINUE

CALL. S‘VNBOL(DXBL DYBL, YH, ISHB )(ANG NCHAR>
[CALL DurP g
1 e *

1 LABEL THE DIAGRAM . -
I

TYPEw, ‘HOVE THE PEN TO THE POSITION & ENTER LABEL:‘ X iy Bt
READCS, 13ALPH- .

. FORMAT C8OA1D w o8 -
K= .

IF CALPH(K).NE.’ ‘360 TO 2
K = K-l
2

6070 3 : . :
CALL ASCALECXH,YR> . * i
CALL ROTATCIANG) . £ -
¢ CALL CHOUTCALPH,K> ] o 1 .
CALL PLEXIT . B i
CLOSECUNIT=7> +
op :

END )




194
8 s / N
¢ N g
[ : :
| 1 PROGRAM ORTH 3 T
i 1 . R 3
i PR ROUTINE TO TEST THE ORTHOGONAL PROPERITY OF THE' e ¥
1 | . DISCRETE COSINE.TRANSFORM '
ot ; 2
i 1 ‘ \
¢ 1 . CONSTANT VALUE DECLARATION
. I .
‘vmensmn Auu@ BC16, 162,16, 16) . i
; P1 = 3.14159; B
s NCOMP = 16 :
NPRINT = 16 . . J
o CALCULATION OF THE COEFFICIENT MATRIX o
d l # R P .
. a LI -
K= : 5 ‘ N
.~ D0 12 1D = 1, NCOMP ©ou @ Il
| ACID,K3- = 1'./CSQRTCFLAOTCNCOMPYY) :
10 CONTINU : 2 = . «
21 DO 28 M = 1,NCOMP . . . v

DO 30 K = 2,NCOMP .
» THETA=CC2., WFLOATCM=[D+1 . )HFLOAT(K—DIPI)/(Z hFLOAT(NCmP)) .
: XA = COSCTHETA
ACH,K> = SORTC2. /FLOATCNCOMPY XA N

3 CONTINUE e ) A s
20 CONTINUE #2 w
: WRITECE, 12) i

i2 . FORMATC/, 16X, 1D, EX°K* , "ACID, K>*, /> E
> DO 48 .10 = 1,NPRINT ., 24 . J !
; 3 \

DO 48 K = 1,NCOMP
WRITECE, I“‘);D K, ACID, Ko™ =, .
§ 14 FORMATC 10X, I8,5X,F12.8) R * "
40 OON'I'INUE .t - . . Ve

\ [N TRANSPOSE THE CO’EFFICIENT MATRIX' {

i o D@ 58 ID = 1,NCOMP | & i / Ty L
| . D059 K = 1,NCOMP . : : . e .
- BUCTD) = AID.KD " 2 - B

WRITECS, lﬂ) &
18 - FORMATC/, SX, *TRANSPOSE OF THE COEF. MATRIX'ID.K,ACID,K>",/> 2
P DO 52 ID =°1,NPRINT s R




8-

N
. :
L .
DO 52 K = 1,NCOMP 3 .
WRITECS, 18>ID,K, BCID, KD -
FORMATC|8X, T8, 6%, 18, 6X /F12.8) w g ) . .
TO FIND THE PRODUCT OF THE HATRIX
,NeowP ) 5 i
WRITECS, 22>ID,K, CCID, K: i B }
FORMATC] @X, 18, 6%, 18, 6X, 216, SX,F12.8) 5 :
> 7 ] ~ 7 P .
" . -
;‘A i 3
- i
; , ;
. .
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