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#### Abstract

Fish growth models are crucial for fisheries stock assessments and are commonly estimated using fish length-at-age data. This data is widely collected using length-stratified age sampling (LSAS), a cost-effective two-phase response-selective method. The data may contain age measurement errors. We propose a methodology that remarkably reduces the bias in the estimation of fish growth for LSAS data with age measurement errors. The proposed methods use empirical proportion likelihood methodology for LSAS and the structural errors in variables methodology for age measurement errors. We provide a measure of uncertainty for parameter estimates and standardized residuals for model validation.

To model the age distribution, we employ a continuation ratio-logit model consistent with the random nature of the true age distribution. We also apply a discretization approach for age and length distributions, which significantly improves computational efficiency and is consistent with the discrete age and length data typically encountered in practice. The simulation study shows that neglecting age measurement errors can lead to significant bias in growth estimation, even with small but nonnegligible age measurement errors. However, our new approach performs well regardless of the magnitude of age measurement errors and accurately estimates standard errors of parameter estimates. Real data analysis demonstrates the effectiveness of the proposed model validation device. Computer codes to implement the methodology are provided.
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## Chapter 1

## Introduction

Fish growth modelling is a scientific approach that involves developing mathematical or statistical models to understand and predict fish length at different ages. Predicting the length of fish at different ages is necessary for converting fish age to length and vice versa in fisheries stock assessment [e.g. 43]. This process considers various factors that influence fish growth, including species-specific characteristics, populations of a species (i.e. stocks), and year classes within a population (i.e. cohorts) [e.g. 21].

Researchers use fish growth models to gain insights into the health of fish stocks and fisheries. These models can help assess the impact of environmental changes, manage fisheries, and make informed decisions for sustainable fishing practices. In order to make informed decisions about sustainable harvest rates and predict the effects of future fishing quotas on stock mortality, it is essential to have reliable information on body growth rates [e.g. 73]. Therefore, growth model estimation is pivotal in assessing and managing fisheries stocks.

The statistical inference about fish growth is based on the paired length-at-age data
[e.g. 39, 47], which we also refer to it as growth data in this thesis. Such growth data are widely available through large-spatial-scale multiyear surveys conducted by various countries, which provide valuable insights into fish growth and ocean ecosystems. For example, Fisheries and Oceans Canada (DFO) has been conducting seasonal multispecies surveys for over four decades, accumulating vast growth data for various fish species in the northwest Atlantic Ocean. As explained subsequently, fish growth data are often collected using response-selective sampling [see, e.g. 45] with substantial errors in age determination. The objective of this research is to develop an effective methodology to accurately estimate fish growth that takes into account both the sampling scheme and age measurement errors. Additionally, this methodology includes a measure of uncertainty for parameter estimates and provides a validation device for model fitting. To our knowledge, such a methodology has not been proposed before.

Fish age measurement involves examining the structures in a fish's body that accumulate growth increments over time. The most common method for determining the age of a fish is by analyzing otoliths found in the fish's inner ear. The analysis involves extracting the otoliths and examining the growth rings under a microscope. In some cases, it is necessary to slice the otolith across the core to see all the annuli. Other structures, such as scales, vertebrae, and fin rays, may also be used depending on the species and the researcher's preference. All these processes make age determination far more time-consuming and expensive than length measurement. Therefore, fisheries surveys commonly use a two-phase length-stratified age sampling (LSAS) method to obtain fish length and age data. In the first phase, a large number of fish are randomly caught. The captured fish are then measured for their length and divided into length strata, such as 2 centimeters ( cm ). For example, all fish within the range of $10-12 \mathrm{~cm}$ would fall into one length stratum, and those in the range of
$12-14 \mathrm{~cm}$ would be in another stratum, and so on. In the second phase, a fixed number of fish from each length stratum are randomly selected for age measurement. In this way, with only a small number of age measurements, the selected fish are evenly distributed across different length bins, which aligns with the actual growth curve of the fish population. The actual growth curve refers to the real pattern of fish growth that fish exhibit over time. The two-phase Length-Stratified Age Sampling (LSAS, acronyms for key methods and terms are outlined in Table 1.1) method in fisheries surveys offers additional advantages, such as greatly reducing age sampling costs, improving population representativeness, and enhancing measurement manageability. However, LSAS can significantly bias growth model estimation if not properly considered [e.g. 31, 53, 79]. [49] offers an extensive review of fish growth models, which typically treat age as the covariate and length as the response variable. Treating age as the response and length as the covariate can be mathematically inconvenient because fish length is confined below a certain asymptotic length. LSAS is thus a kind of basic stratified sampling (BSS) in response-selective sampling (RSS) as defined in [45]. To introduce the methodology for addressing LSAS, I will begin by providing a review of the statistical inference of RSS.

### 1.1 Inference for response-selective sampling (RSS)

Consider a random sample from a target population of $N$ observational units, where each unit has a response $y_{i}$ and a vector of covariates $\boldsymbol{x}_{i}, i=1, \ldots, N$. These responses and covariates are generated from the joint distribution $f(y, \boldsymbol{x} \mid \theta)$, which based on chain rule probability theorem can be broken down into a conditional distribution of $y$ given $x$, de-
noted by $f(y \mid x ; \theta)$, and a distribution of $x$, denoted as $g(x)$,

$$
\begin{equation*}
f(y, \boldsymbol{x} \mid \theta)=f(y \mid x ; \theta) g(x) . \tag{1.1}
\end{equation*}
$$

The parameters $\theta$ include all the parameters describing the conditional distribution of $y$ given $x$.

Response-selective sampling (RSS) is widely used in various fields such as epidemiology, finance, and social studies. In RSS, the partitioning of the range of $(y, x)$ into $K$ strata labelled as $S_{1}, S_{2}, \ldots, S_{k}$, the process is influenced partially by the values of the response variable $y$. In one of the simplest examples, this approach deals with a binary response $y$ that can be 1 or 0 . We take separate samples from the population of units with $y=1$ and another one from the population with $y=0$, then measure $x$ for all sampled units. In contrast to prospective sampling, which involves selecting samples during the study, RSS chooses samples based on outcomes established at the study's beginning. This makes it particularly advantageous in clinical studies due to its effectiveness in saving time and costs.

Now, I review the semi-parametric maximum likelihood and pseudo-likelihood estimations of $\theta$ for RSS in the literature. Let $G(\cdot)$ denote the corresponding distribution function of $g(\cdot)$, and define the following inclusion probabilities,

$$
\begin{align*}
Q_{j}(\theta, G) & =\operatorname{pr}\left\{(Y, \boldsymbol{X}) \in S_{j}\right\}  \tag{1.2}\\
Q_{j}^{*}(\boldsymbol{x} ; \theta) & =\operatorname{pr}\left\{(Y, \boldsymbol{x}) \in S_{j} \mid \boldsymbol{x}\right\}
\end{align*}
$$

In the context of RSS, the response and covariate vector $(y, x)$ are only available for a subset of size $n$ out of the total $N$ units, referred to as complete data. In contrast, for the remaining $N-n$ units, only a partial subset of $(y, \boldsymbol{x})$ is observed, making them incomplete data. Let $N_{j}$ and $n_{j}$ represent the number of observational units and complete data in the $j$ th stratum, so it is obvious that $\sum_{j=1}^{K} N_{j}=N$ and $\sum_{j=1}^{K} n_{j}=n$. The set of fully observed
units in the $j$ th stratum is referred to as $D_{j}$. The full likelihood for RSS samples is provided by [45] as follows,

$$
\begin{equation*}
L_{F}(\theta, G)=\prod_{j=1}^{K}\left\{\prod_{i \in D_{j}} f\left(y_{i} \mid \boldsymbol{x}_{i} ; \theta\right) g\left(\boldsymbol{x}_{i}\right)\right\} Q_{j}(\theta, G)^{N_{j}-n_{j}} \tag{1.3}
\end{equation*}
$$

To make an inference about $\theta$ using the full likelihood (1.3), I briefly describe a semiparametric maximum likelihood approach as outlined in [45]. The full likelihood function $L_{F}(\theta, G)$ depends on the parameter $\theta$ and the distribution of function $G$, both of which need to be estimated. By holding $\theta$ fixed, we can maximize $L_{F}$ over all discrete distributions in the data and obtain the profile likelihood for $\theta$. When $\theta$ is fixed, we can ignore the constant $\ln f\left(y_{i} \mid x i ; \theta\right)$. The resulting profile log-likelihood function is [see, e.g. 66]

$$
\begin{equation*}
l_{\mathrm{FP}}(\theta)=h\{\theta, Q(\theta)\} \tag{1.4}
\end{equation*}
$$

where $h(\theta, Q)$ is defined by

$$
\begin{equation*}
h(\theta, Q)=\sum_{i: R_{i}=1}\left[\ln f\left(y_{i} \mid \boldsymbol{x}_{i} ; \theta\right)-\ln \sum_{l=1}^{K} \tilde{p}_{l} Q_{l}^{*}\left(\boldsymbol{x}_{i} ; \theta\right)\right]+\sum_{j=1}^{K}\left(N_{j}-n_{j}\right) \ln \left(Q_{j}\right) \tag{1.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{p}_{j}=1-\left(N_{j}-n_{j}\right) / N Q_{j} \tag{1.6}
\end{equation*}
$$

Then, $\partial h / \partial Q=0$ can be solved for an estimation of $Q$ 's. The resulting score function from profile likelihood is

$$
\begin{equation*}
S_{\mathrm{FP}}(\theta)=\frac{\partial l_{\mathrm{FP}}}{\partial \theta} . \tag{1.7}
\end{equation*}
$$

The semi-parametric maximum likelihood estimates of $\theta$ are obtained by solving the score equation $S_{\mathrm{FP}}(\theta)=0$ using the Newton-Raphson algorithm. The observed Hessian matrix of $l_{\mathrm{FP}}$ is detailed in [45].

For problems that involve response-selective data, besides the likelihood approach, there are several estimating function methods based on pseudo-likelihoods in the literature. One of these pseudo-likelihoods is the "estimated pseudo-likelihood" [see, e.g. 36] which is based on an empirical estimator $\tilde{G}(\cdot)$ of the covariate distribution $G(\cdot)$,

$$
\begin{equation*}
\tilde{G}(\boldsymbol{x})=\sum_{j=1}^{K} \tilde{G}_{j}(\boldsymbol{x}) \frac{N_{j}}{N} \tag{1.8}
\end{equation*}
$$

where $\tilde{G}_{j}(\boldsymbol{x})$ represents the empirical cumulative distribution function derived from the observed covariate values $\boldsymbol{x}_{i}$ of the complete observations in the $j$ th stratum. Substituting Eq. (1.8) into the logarithm of Eq. (1.3), and obtain the logarithm of the pseudo-likelihood,

$$
\begin{equation*}
l_{p}(\theta)=\sum_{i: R_{i}=1} \log \left\{f\left(y_{i} \mid \boldsymbol{x}_{i} ; \theta\right)\right\}+\sum_{j=1}^{K}\left(N_{j}-n_{j}\right) \log \left\{\sum_{l=1}^{K} \tilde{p}_{l}^{-1} \sum_{i \in D_{l}} Q_{j}^{*}\left(\boldsymbol{x}_{i} ; \theta\right)\right\} \tag{1.9}
\end{equation*}
$$

where $\tilde{p}_{j}=n_{j} / N_{j}$, and $R_{i}=1$ if the unit $i$ is completely observed, and 0 otherwise.
When all of the $N$ units had been observed completely, the log-likelihood function would be

$$
\begin{equation*}
\sum \ln f\left(y_{i} \mid \boldsymbol{x}_{i} ; \theta\right) \tag{1.10}
\end{equation*}
$$

An estimation of this value can be calculated by considering only the fully observed units and adjusting their impacts using weights according to the selection probabilities [see, e.g. 76]. In the pseudo-likelihood function, when each element of the dataset is assigned a specific weight, it refers to "weighted pseudo-likelihood" and is given by

$$
\begin{equation*}
l_{w}(\theta)=\sum_{j=1}^{K} \tilde{p}_{j}^{-1} \sum_{i \in D_{j}} \ln \left\{f\left(y_{i} \mid \boldsymbol{x}_{i} ; \theta\right)\right\} \tag{1.11}
\end{equation*}
$$

which has been studied since the 1980's for response-selective sampling. This method utilizes the Horvitz-Thompson technique to address issues related to differential sampling rates [see, e.g. 6].

Another method is the seudoconditional likelihood [9, 76], for which the log pseudolikelihood function is

$$
\begin{equation*}
l_{C}(\theta)=\sum_{i: R_{i}=1}\left[\ln \left\{f\left(y_{i} \mid \boldsymbol{x}_{i} ; \theta\right)\right\}-\ln \left\{\sum_{l=1}^{K} \tilde{p}_{l} Q_{l}^{*}\left(\boldsymbol{x}_{i} ; \theta\right)\right\}\right] . \tag{1.12}
\end{equation*}
$$

Alternatively, the mean score pseudo-likelihood method can be obtained by applying the EM algorithm to maximize the full likelihood $L_{F}(\theta, G)$ [see, e.g. 25, 62]. Here the complete-data likelihood $l_{\text {com }}(\theta, G)$ is defined as the log-likelihood based on complete observation of all $x_{i}, i=1,2, \ldots, N$ (conditional observation of $y_{i}$ only when $R_{i}=1$ ),

$$
\begin{equation*}
l_{\mathrm{com}}(\theta, G)=\sum_{i=1}^{N}\left(R_{i}\left[\ln \left\{f\left(y_{i} \mid \boldsymbol{x}_{i} ; \theta\right)\right\}+\ln \left\{d G\left(\boldsymbol{x}_{i}\right)\right\}\right]+\left(1-R_{i}\right)\left[\ln \left\{Q_{j_{i}}^{*}\left(\boldsymbol{x}_{i} ; \theta\right)\right\}+\ln \left\{d G\left(\boldsymbol{x}_{i}\right)\right\}\right]\right) \tag{1.13}
\end{equation*}
$$

where $j_{i}$ denotes the stratum that unit $i$ has taken. The EM algorithm iterates between an E-step and an M-step. In E-step, it calculates the expected value of $l_{\text {com }}(\theta, G)$ based on the current estimates $\theta$ and $G$, given the observed data. The expectation of $l_{\text {com }}$ is

$$
\begin{equation*}
\sum_{i=1}^{N}\left(R _ { i } \left[\ln f\left(y_{i} \mid \boldsymbol{x}_{i} ; \theta\right)+\sum_{j=1}^{K} \sum_{i \in\left(S_{j}-D_{j}\right)} \mathrm{E}\left[\ln Q_{j}^{*}\left(\boldsymbol{X}_{i} ; \theta\right) \mid\left(Y_{i}, \boldsymbol{X}_{i}\right) \in S_{j}\right]\right.\right. \tag{1.14}
\end{equation*}
$$

Then the M-step adjusts the values of $\theta$ and $G$ to maximize this function resulting from the E-step and gives [for details, see, e.g, 44, 45]

$$
\begin{equation*}
l_{M}(\theta)=\sum_{j=1}^{K} \sum_{i \in D_{j}}\left(\left[\ln f\left(y_{i} \mid x_{i} ; \theta\right)+\sum_{j=1}^{K}\left(N_{j}-n_{j}\right) / n_{j} \sum_{i \in D_{j}} \ln Q_{j}^{*}\left(x_{i} ; \theta\right)\right.\right. \tag{1.15}
\end{equation*}
$$

Subsequently, the estimating equation is obtained from Eq. (1.15).
To estimate $\theta$ based on these pseudo-likelihood methods, we need to solve $S(\theta)=0$, where $S(\theta)=\partial l / \partial \theta$ represents the score function associated with a log-pseudolikelihood $l(\theta)$. In all cases considered here, the Newton-Raphson algorithm can be employed to solve the estimating equations [for details, see, e.g., 45].

### 1.2 Inference for length-stratified age sampling (LSAS)

LSAS typically involves a large amount of first-phase length data and a relatively small number of second-phase length-at-age data. To utilize the full likelihood given by Eq. (1.3), it is necessary to accurately model the covariate (i.e., age) distribution to obtain the distribution of first-phase length data by integrating age from the joint distribution of length and age. However, due to the highly variable nature of fish recruitment, the age distribution of a fish stock is often complex, with multiple modes and substantial skewness and can change significantly over time.

As a result, no valid parametric or non-parametric model has been identified, so that involving the distribution of first-phase length data in the likelihood can improve the inference of growth model parameters [53]; that is, the full likelihood is not suitable for growth model estimation with LSAS data. In the remaining part of this thesis, we will consider only the distribution of the second-phase length-at-age data. Inference for RSS data in other fields, such as health and medicine, also involves only the distribution of the second-phase response-at-covariate data [e.g. 67, 19]. Nevertheless, without the first-phase data, the RSS cannot be addressed. The first-phase data is incorporated into the likelihood via weights or inclusion proportions [45, 53].

Conditional likelihood [see, e.g., Eq. 1 in 67], given that the individuals are selected for covariate measurement when their true covariate values are known, has been implemented for RSS data in various fields, such as econometrics [35], biostatistics [9], case-control study [76], and survey sampling [54]. In these implementations, the conditional probability of an individual present in the second phase sample, given its true covariate value, is approximated using the observed sampling proportions of all response strata (see, Eq. 2.8).

The resulting approximation to the conditional likelihood is referred to as the pseudoconditional likelihood (Eq. 1.12). [14] applied the pseudoconditional likelihood approach to estimate growth models in fisheries. Their method for addressing trawl fishing selectivity differs somewhat from the pseudoconditional likelihood approach defined by Eq. (16) of [45]. To address LSAS data [53] conducted simulation studies to compare nine approaches found in statistical and fisheries science literature. The results showed that the pseudoconditional likelihood approach had substantially better performance than the other methods. In fisheries' LSAS data, some length strata include small and long lengths, but these strata often do not contain any observations. To address this issue, [81] extended the pseudoconditional likelihood method. Their approach was also more consistent with Eq. (16) of [45] in terms of incorporating research gear selectivity, as compared to the method used in [14].

### 1.3 Age measurement errors

The conditional and pseudoconditional likelihood methods do not consider any errors that may occur during covariate measurement. Unfortunately, such errors are quite common in fisheries age determination, due to process and subjective factors [27, 12]. For instance, one year's growth may not always correspond to a single distinguishable ring on an otolith [3]. Additionally, age readers and laboratories may show significant variation in the preparation and interpretation of periodic features in otoliths [7, 13]. In both cases, it led to subjective errors. Here, both types of errors in age determination are referred to as age measurement errors. For nonlinear models, covariate measurement errors have been shown to cause biased and inconsistent parameter estimates, leading to inaccurate conclusions in subsequent analyses to varying degrees [17, 29]. In addition, it is widely acknowledged
that age and length measurement errors can substantially impact the accuracy of estimates for fish growth, mortality, and recruitment patterns [e.g. 8, 60].

There are two primary methods used to address age measurement errors: functional errors-in-variables (FEV) and structural errors-in-variables (SEV) [e.g. 69]. In FEV models, the actual unobservable covariates of the fish are treated as fixed unknown constants (i.e., parameters), while SEV models consider them as random variables, which vary in repeated sampling. The SEV approach is highly efficient and suitable for likelihood-based inferences, while likelihood-based inference can be more challenging with FEV models due to the numerous parameters involved [e.g. 17]. Even though the SEV approach requires the specification and estimation of the distribution of unobserved covariates, SEV models are widely used in comparison to FEV models because of their versatility, straightforward computational process, and potential for improved efficiency. To further strengthen the robustness of SEV models, two strategies have been proposed: semiparametric models [e.g. 71] and flexible parametric models [e.g. 16]. It is worthwhile to mention that accurately estimating the variances of age and length measurement errors can be difficult without additional information regarding the precision of at least one of them. [65] utilized a hierarchical Bayesian growth model to integrate age measurement error as a random effect. The variance of age measurement error was considered known in this model. Later, [34] extended this approach by introducing a true age prior distribution to the hierarchical Bayesian model, and claimed that this approach allows for the estimation of age measurement error variance using data with only one age read per individual. However, the effectiveness of this method was not evaluated through a simulation study.
[24] addressed a situation in which a smaller sample of fish with multiple age measurements exists to estimate aging error variance. They proposed a SEV model with a gamma
distribution for the unobserved true ages. The results of their simulation study showed that this method provided more accurate estimations of von Bertalanffy (vonB) model parameters than the conventional 'errors-in-length' non-linear least squares method. However, validation or repeated age measurement data is generally not readily available.

The model proposed by [50] builds upon the work of [24] by incorporating a gamma distribution for unobserved ages, accounting for length measurement error variance as a known parameter, and introducing between-individual variation in the growth model. [50] also estimated the aging error variance. Results from the simulation study of [50] revealed that the misspecification of the distribution of unobserved ages did not introduce bias in the estimation of parameters for the vonB growth model. However, the estimated aging error variance in [50] was very small. The von Bertalanffy growth model is a mathematical formula used to describe the growth of living organisms over time. The model has been widely used in fisheries science to estimate growth parameters and understand the growth patterns of various species.
[11] employed a hierarchical model of growth that utilized a gamma distribution for the age distribution. The model accounted for between-individual variability and measurement errors in age and length, with known variances obtained from external sources. The study found that a more flexible parametric age distribution did not significantly affect the vonB parameter estimation. [37] revealed that the asymptotic bias of parameter estimators in SEV models is close to zero when the covariate measurement error is low. However, model misspecification and the magnitude of covariate measurement errors can introduce bias, which was not considered in previous studies such as [24], [50], and [11]. [37] introduced a method to evaluate bias arising from the misspecification of random-effects distribution in SEV models.

### 1.4 Previous studies on LSAS and age measurement errors

[26] recommends the use of the SEV approach, which is also called structural modelling strategy [e.g. 78], due to its high efficiency and the ability to perform likelihood-based inference. SEV considers both the observed and true covariates as random variables that vary in repeated sampling, as described by [17]. Therefore, for the SEV approach, it is necessary to have an effective model of the covariate distribution. However, the irregularities often found in fisheries age distribution, such as multi-modality and skewness, can make this challenging. To address this issue, [26] proposed a parametric normal mixture distribution for the true age and demonstrated through simulation studies that this model can improve growth model estimation even with the misspecification of the true age distribution. However, [26] considered a random sample. Preliminary simulation tests conducted by [53] showed that the normal mixture model does not perform well when applied to LSAS data, even in the absence of age measurement errors. [53] introduced an empirical proportion (EP) likelihood method for LSAS data (see, Eq. 2.6). This method is similar to the pseudoconditional likelihood, but instead involves the joint distribution of length and age, and hence requires an age distribution model. For variable probability sampling (VPS), the EP likelihood is also similar to the complete-data likelihood [Eq. 11 in 45] by replacing the specified selection probability for full observation with the observed sample proportion. Ages are typically represented as integers rather than continuous numbers, making the age distribution a type of distribution for compositional data. The simulation studies in [53] found that the EP likelihood method performed better than alternative approaches when applying the continuation ratio-logit (CRL) model to analyze the age distribution in LSAS
data. Compositional data cannot be independent due to the fixed total. Neutrality, as introduced by [23], is the concept of independence for compositional data; complete neutrality represents the highest level of independence.

In CRL, parameters are independent if the compositional data is completely neutral. Given the high variability in yearly recruitments of a fish population, it is reasonable for the sizes of cohorts (or age groups) to possess some degree of independence, resulting in neutrality in age composition. This may be the reason for the popularity of the CRL transformation in modelling age distribution in fisheries literature [e.g. 5, 10]. [53] did not account for age measurement errors. We will evaluate the performance of the EP likelihood method in the presence of age measurement errors. Additionally, we will introduce a combined approach that utilizes both EP likelihood and SEV methods to address age measurement errors in LSAS data.

When modelling age measurement errors, the variance of age measurement error is difficult to determine. It is frequently assumed known [e.g. 65, 11] or proportional to that of length measurement error [e.g. 40], which is an inconvenient limitation. For growth model estimation, the variance of age measurement error is a nuisance parameter. My study also aims to investigate the precision of estimating this parameter and its impact on the inference of growth model parameters.

### 1.5 Model validation

To ensure the accuracy of the statistical models, it is crucial to validate their fitting to the data. Measures such as Akaike Information Criterion [AIC, e.g. 70], Bayesian Information Criterion [BIC, e.g. 77], and likelihood-ratio test [e.g. 46] can provide insight into the
relative quality of models for a given dataset. It is necessary to have a means of assessing the absolute quality of the model fitting. One commonly used method is to examine the residuals, which can indicate how well the model fits the data. [81] discussed that the conventional random-sample-based residual is unsuitable for LSAS data, and proposed a residual evaluation method for LSAS data in cases where age measurement error is negligible. The residual formula in [81] requires knowledge of the true age values, as it involves the conditional expectation of response given the true age. In cases with age measurement errors, the true ages are unknown; hence, the residuals in [81] cannot be applied. In Sec. 2.4, we will introduce a new set of standardized residuals that can be used for LSAS data with nonnegligible age measurement errors.

As part of my MSc training, I gained expertise in utilizing TMB [Template Model Builder; e.g. 41], a powerful modelling package. In this thesis, I successfully implemented various methods using TMB, and I would like to provide a concise introduction to TMB in the upcoming section.

### 1.6 Template Model Builder (TMB)

The calculation of derivatives plays a vital role in computational statistics. Automatic differentiation [AD; e.g. 32] is a technique to compute derivatives of a function when giving the computer algorithm to evaluate the function. This method is being integrated into statistical software, e.g., C++ packages ADMB [e.g. 28], Stan [e.g. 72] and Ceres Solver [e.g. 1]. In particular, the R [58] package TMB [Template Model Builder; e.g. 41] uses the state-of-the-art AD package CppAD [e.g. 4] to calculate first, second, and third-order derivatives of a user-defined function written in C++. The package facilitates the solving of complex
nonlinear mixed-effects models. It calculates the marginal likelihood through the integration of random effects automatically using the Laplace approximation. This approximation and its derivatives are achieved by using automatic differentiation of the joint likelihood function. These computations are optimized for speed, especially for dealing with problems containing a substantial number of random effects $\left(\approx 10^{6}\right)$ and parameters $\left(\approx 10^{3}\right)$. The structure of TMB is shown in Fig. 1.1.


Figure 1.1: The structure of Template Model Builder (TMB).

Table 1.1: Definition of the acronyms. In the definition of RSS, the terminology twophase stratified sampling is used. In a two-phase stratified sampling, the sampling units are partially observed and classified based on their response and/or covariate in the first phase. The classes formed are used as strata in the second phase, where the sampling units are selected for full observation.

| Acronym | Full name | Brief definition |
| :---: | :---: | :---: |
| BSS | Basic stratified sampling | A RSS where in the second phase, a prespecified number or proportion of units in each first phase stratum are randomly selected and observed fully. |
| CEP | Conditional empirical proportion | Defined by Eq. (2.7). |
| CRL | Continuation ratio-logit | Defined by Eq. (2.13). |
| EP | Empirical proportion | Defined by Eq. (2.6). |
| LSAS | Length-stratified age sampling | A BSS where the response length is observed for all the sampling units in the first phase, but the covariate age is observed only for the selected second phase subsamples. |
| RSS | Response selective sampling | A two-phase stratified sampling where the probability that a unit is fully observed depends on the response. |
| SEV | Structural errors in variables | A method to address measurement errors in covariates by modelling the true covariates as random effects. |
| VPS | Variable probability sampling | A RSS where the units are observed sequentially and independently, and their strata are identified. In the second phase, a unit in a stratum is selected for full observation with the specified stratum probability. |

In order to perform maximum likelihood estimation and hybrid MCMC (Markov Chain Monte Carlo) sampling, first-order derivatives are often sufficient. For example, the Stan package utilizes first-order derivatives [e.g. 72]. However, in complex models with random effects, computing higher-order derivatives using automatic differentiation can greatly simplify the optimization process of the Laplace approximation for the marginal likelihood [e.g. 68]. This method has been implemented in the TMB package and is particularly useful for random effects models and Gaussian Markov Random Fields (GMRF). The TMB package combines several high-performance libraries, including CppAD for automatic differentiation in C++, Matrix [e.g. 2] for sparse and dense matrix calculations in R, Eigen for sparse and dense matrix calculations in $\mathrm{C}++$, and OpenMP for parallelization in $\mathrm{C}++$ and Fortran. Utilizing these packages results in better performance and simpler code.

Due to the good performance of TMB, the theory and methodologies in my thesis are all implemented with TMB.

My thesis is structured as follows. In Chapter 2, I extend the SEV and EP likelihood methods for two-phase LSAS data with age measurement errors. I also provide standard errors for the parameter estimators and introduce standardized residuals for model validation. In Chapter 3, I evaluate the performance of the proposed methods through extensive simulation studies. In Chapter 4, I apply the proposed methods to a set of growth data for American plaice. Finally, I provide my conclusions and further discussions in Chapter 5.

## Chapter 2

## Methods

### 2.1 Notations and background

Suppose there is a sample of $N$ fish with individual length $l$ and age $a_{t}$, generated independently from the joint distribution

$$
\begin{equation*}
f\left(l, a_{t} \mid \boldsymbol{\theta}\right)=f\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right) p\left(a_{t} \mid \boldsymbol{\theta}_{t}\right), \tag{2.1}
\end{equation*}
$$

where $\theta$ is a vector of unknown parameters, subscripts indicating distinct subsets within $\boldsymbol{\theta}$. Here, $a_{t}$ indicates the true age of a fish, which is equivalent to the measured age in the absence of age measurement error. This joint distribution may represent the population distribution filtered by trawl fishing selectivity. The conditional density, denoted as $f\left(l, a_{t} \mid \boldsymbol{\theta}_{g}\right)$, models the length distribution of caught fish given their true age. This includes various growth models, trawl selectivities, and accounting errors for both process and measurement of the length data. During the first phase of the two-phase LSAS, length measurements are obtained for all $N$ fish. Based on their lengths, the first phase sample is then classified into $J$ exclusive length strata, $S_{1}, S_{2}, \ldots, S_{J}$. The probability of a fish with
length ( $l$ ) falling into the $j$ th stratum (i.e., $l \in S_{j}$, where $j=1,2, \cdots, J$ ) is determined by the inclusion probability $Q_{j}(\boldsymbol{\theta})$. This probability can be calculated by integrating over length and summing over discrete age as follows:

$$
\begin{equation*}
Q_{j}(\boldsymbol{\theta})=\operatorname{Pr}\left[\left(l, a_{t}\right) \in S_{j} \mid \boldsymbol{\theta}\right]=\int_{l \in S_{j}}\left[\sum_{a_{t}} f\left(l, a_{t} \mid \boldsymbol{\theta}\right)\right] d l . \tag{2.2}
\end{equation*}
$$

A conditional version of the inclusion probability given the true age $a_{t}$ is defined as

$$
\begin{equation*}
Q_{j}^{*}\left(a_{t} ; \boldsymbol{\theta}_{g}\right)=\operatorname{Pr}\left(l \in S_{j} \mid a_{t} ; \boldsymbol{\theta}_{g}\right)=\int_{l \in S_{j}} f\left(l \mid a_{t} ; \boldsymbol{\theta}_{\boldsymbol{g}}\right) d l \tag{2.3}
\end{equation*}
$$

The number of fish in a stratum is denoted by $N_{j}$, where $N=\sum_{j=1}^{J} N_{j}$.
Only a subsample of size $n$ from the $N$ fish is measured for age in the second phase of LSAS. Thus, only a subset of size $n$ out of the $N$ fish have their full length and age information $\left(l_{i}, a_{i}\right)$, where subscript $i$ indexes individual fish. In each stratum $j$, the maximum number of fish to be sampled for age is denoted by $m_{j}$. The true sample size $n_{j}$ for this stratum is determined by the following equation:

$$
n_{j}= \begin{cases}N_{j}, & \text { if } N_{j}<m_{j}  \tag{2.4}\\ m_{j}, & \text { if } N_{j} \geq m_{j}\end{cases}
$$

which is a random variable. We define the indicator variable $R_{i}$ for all individuals $i=$ $1, \cdots, N$ in the first-phase sample as

$$
R_{i}= \begin{cases}1, & \text { if }\left(l_{i}, a_{i}\right) \text { is fully observed }  \tag{2.5}\\ 0, & \text { if some information on }\left(l_{i}, a_{i}\right) \text { is missing }\end{cases}
$$

Here age is missing at random in the terminology of [64] since $\operatorname{Pr}\left(R_{i}=1 \mid l_{i}, a_{i}\right)=$
$\operatorname{Pr}\left(R_{i}=1 \mid l_{i}\right)$. Further, define the stratum indicator

$$
\delta_{i j}=\left\{\begin{array}{ll}
1, & \text { if } l_{i} \in S_{j}, \\
0, & \text { otherwise }
\end{array} \quad i=1,2, \cdots, N, j=1,2, \cdots, J,\right.
$$

and denote the set of indices of all fully observed units in stratum $S_{j}$ by

$$
D_{j}=\left\{i: \delta_{i j}=1, R_{i}=1\right\} .
$$

[53] introduced the following EP joint density of length and age for LSAS data,

$$
\begin{equation*}
f_{\mathrm{EP}}\left(l, a_{t} \mid R=1 ; \boldsymbol{\theta}\right)=\frac{\left(n_{j} / N_{j}\right) f\left(l, a_{t} \mid \boldsymbol{\theta}\right)}{\sum_{k=1}^{J_{\text {obs }}}\left(n_{k} / N_{k}\right) Q_{k}(\boldsymbol{\theta})+\sum_{k=J_{\text {obs }}+1}^{J_{\text {total }}} Q_{k}(\boldsymbol{\theta})}, \tag{2.6}
\end{equation*}
$$

where $l \in S_{j}, k=1,2, \cdots, J_{\text {obs }}$ enumerates the length strata with observed data, and $J_{\text {obs }}+1, \cdots, J_{\text {total }}$ count the strata without data. [81] utilized the following conditional EP density of length $l \in S_{j}$ given true age $a_{t}$ for LSAS data under the assumption that age measurement error is negligible,

$$
\begin{equation*}
f_{\mathrm{CEP}}\left(l \mid a_{t}, R=1 ; \boldsymbol{\theta}\right)=\frac{\left(n_{j} / N_{j}\right) f\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right)}{\sum_{k=1}^{J_{\text {obs }}}\left(n_{k} / N_{k}\right) Q_{k}^{*}\left(a_{t} ; \boldsymbol{\theta}_{g}\right)+\sum_{k=J_{\text {obs }}+1}^{J_{\text {total }}} Q_{k}^{*}\left(a_{t} ; \boldsymbol{\theta}_{g}\right)} . \tag{2.7}
\end{equation*}
$$

The conditional and unconditional EP likelihoods are obtained by multiplying the corresponding conditional and unconditional EP densities over the $n$ second phase length-at-age data. [53] also implemented the pseudoconditional likelihood method with individual density given by

$$
\begin{equation*}
f_{\text {pseudo }}\left(l \mid a_{t}, R=1 ; \boldsymbol{\theta}\right)=\frac{\left(n_{j} / N_{j}\right) f\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right)}{\sum_{k=1}^{J_{\text {obs }}}\left(n_{k} / N_{k}\right) Q_{k}^{*}\left(a_{t} ; \boldsymbol{\theta}_{g}\right)} \quad \text { for } l \in S_{j} . \tag{2.8}
\end{equation*}
$$

In their simulation studies, [53] demonstrated that based on densities (2.6) and (2.8), the EP likelihood and pseudoconditional likelihood approaches outperformed other methods
for LSAS data, when age measurement errors are negligible. The conditional EP likelihood is expected to be an improvement over the pseudoconditional likelihood because the conditional EP likelihood accounts for empty length strata in the denominator, while the pseudoconditional likelihood omits them. In this study, we extend the conditional and unconditional EP likelihood methods to address age measurement errors using SEV.

### 2.2 SEV methods for LSAS data

Let $p\left(a \mid a_{t} ; \boldsymbol{\theta}_{e}\right)$ be the probability mass function (pmf) of the measured age $a$ given the true age $a_{t}$. In SEV, the unobserved true ages are treated as random effects (REs) that must be summed out to obtain the marginal distribution for observed length-at-age data. The SEV densities based on the EP and conditional EP densities are, respectively,

$$
\begin{array}{r}
f_{\mathrm{SEV} \mathrm{EP}}(l, a \mid R=1 ; \boldsymbol{\psi})=\frac{\left(n_{j} / N_{j}\right) \sum_{a_{t}} f\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right) p\left(a_{t} \mid \boldsymbol{\theta}_{t}\right) p\left(a \mid a_{t} ; \boldsymbol{\theta}_{e}\right)}{\sum_{k=1}^{J_{\mathrm{obs}}}\left(n_{k} / N_{k}\right) Q_{k}(\boldsymbol{\theta})+\sum_{k=J_{\mathrm{obs}}+1}^{J_{\text {total }}} Q_{k}(\boldsymbol{\theta})}, \\
f_{\mathrm{SEV} \mathrm{CEP}}(l, a \mid R=1 ; \boldsymbol{\psi})=\sum_{a_{t}} \frac{\left(n_{j} / N_{j}\right) f\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right) p\left(a_{t} \mid \boldsymbol{\theta}_{t}\right) p\left(a \mid a_{t} ; \boldsymbol{\theta}_{e}\right)}{\sum_{k=1}^{J_{\mathrm{obs}}}\left(n_{k} / N_{k}\right) Q_{k}^{*}\left(a_{t} ; \boldsymbol{\theta}_{g}\right)+\sum_{k=J_{\mathrm{obs}}+1}^{J_{\text {otal }}} Q_{k}^{*}\left(a_{t} ; \boldsymbol{\theta}_{g}\right)}, \tag{2.10}
\end{array}
$$

where $l \in S_{j}$, and $\boldsymbol{\psi}^{\top}=\left(\boldsymbol{\theta}^{\top}, \boldsymbol{\theta}_{e}^{\top}\right)^{\top}$. The vector $\boldsymbol{\psi}$ include the entire set of parameters for estimation, comprising $\boldsymbol{\theta}_{g}$ (growth and gear selectivity parameters), $\boldsymbol{\theta}_{t}$ (parameters for the true age distribution), and $\boldsymbol{\theta}_{e}$ (age measurement error parameter).

In the rest of this thesis, we will use the terms "SEV EP" and "SEV CEP" to denote the SEV methods that utilize the EP and conditional EP densities, respectively. To obtain the log-pseudoconditional likelihoods, the corresponding individual log-densities are summed over the $n$ second phase length-at-age data,

$$
\begin{equation*}
l_{\mathrm{SEV} \mathrm{EP}}(\boldsymbol{\psi})=\sum_{i=1}^{N} R_{i} \log f_{\mathrm{SEV} \mathrm{EP}}\left(l_{i}, a_{i} \mid R_{i}=1 ; \boldsymbol{\psi}\right) \tag{2.11}
\end{equation*}
$$

$$
\begin{equation*}
l_{\mathrm{SEV} \mathrm{CEP}}(\boldsymbol{\psi})=\sum_{i=1}^{N} R_{i} \log f_{\mathrm{SEV} \mathrm{CEP}}\left(l_{i}, a_{i} \mid R_{i}=1 ; \boldsymbol{\psi}\right) \tag{2.12}
\end{equation*}
$$

Note that the SEV based on density (2.9) may be more efficient to implement, as the denominator is evaluated once for all $a_{t}$.

Following [53], we apply the CRL transformation to model the pmf of true ages,

$$
p\left(a_{t} \mid \boldsymbol{\theta}_{t}\right)= \begin{cases}\frac{e^{\lambda_{a_{t}}}}{\prod_{i=1}^{a_{t}}\left\{1+e^{\lambda_{i}}\right\}} & \text { if } a_{t}=1,2, \cdots, A_{\max }-1  \tag{2.13}\\ \frac{1}{\prod_{i=1}^{A_{\max }-1}\left\{1+e^{\lambda_{i}}\right\}} & \text { if } a_{t}=A_{\max },\end{cases}
$$

where $A_{\max }$ is the maximum age in the data. It is easy to verify that the CRL model satisfies the two probability rules: $p\left(a_{t} \mid \boldsymbol{\theta}_{t}\right) \geq 0$ and $\sum_{a_{t}=1}^{A_{\max }} p\left(a_{t} \mid \boldsymbol{\theta}_{t}\right)=1$. The parameters $\lambda_{i}$, where $i=1,2, \cdots, A_{\max }-1$, can take any value between $-\infty$ to $\infty$, making them suitable for estimation through optimization techniques. The inverse transformation of Eq. (2.13) is

$$
\begin{equation*}
\lambda_{a_{t}}=\log \left[\frac{p\left(a_{t} \mid \boldsymbol{\theta}_{t}\right)}{p\left(a_{t}+1 \mid \boldsymbol{\theta}_{t}\right)+\cdots+p\left(A_{\max } \mid \boldsymbol{\theta}_{t}\right)}\right], \quad a_{t}=1,2, \cdots, A_{\max }-1 \tag{2.14}
\end{equation*}
$$

When implementing the various methods discussed in this section, the function of $\lambda_{a_{t}}$ values in Eq. (2.13) should be used in place of $p\left(a_{t} \mid \boldsymbol{\theta}_{t}\right)$, and the $\lambda_{a_{t}}$ values are estimated along with the other model parameters.

### 2.3 Asymptotics

We estimate the entire set of parameters, represented by $\psi$, by solving the score equation,

$$
\begin{equation*}
S_{c}(\boldsymbol{\psi})=\sum_{i=1}^{N} R_{i} \frac{\partial l_{c i}(\boldsymbol{\psi})}{\partial \boldsymbol{\psi}}=0 \tag{2.15}
\end{equation*}
$$

where $l_{c i}(\boldsymbol{\psi})$ can be $\log f_{\mathrm{SEV} \mathrm{EP}}\left(l_{i}, a_{i} \mid R_{i}=1 ; \boldsymbol{\psi}\right)$ or $\log f_{\mathrm{SEV} \mathrm{CEP}}\left(l_{i}, a_{i} \mid R_{i}=1 ; \boldsymbol{\psi}\right)$, depending on which log-pseudoconditional likelihood is being optimized, SEV EP or SEV CEP.

According to [45], under mild regularity conditions on the model, the estimator $\hat{\psi}$ obtained from solving Eq. (2.15) for BSS is consistent, and $\sqrt{N}(\hat{\boldsymbol{\psi}}-\boldsymbol{\psi})$ is asymptotically normal with covariance matrix estimated with

$$
\begin{equation*}
\widetilde{\mathrm{ACO}_{\mathrm{COSS}}}=A(\hat{\boldsymbol{\psi}})^{-1} \hat{B}_{\mathrm{BSS}} A(\hat{\boldsymbol{\psi}})^{-T} \tag{2.16}
\end{equation*}
$$

where

$$
A(\hat{\boldsymbol{\psi}})=-\left.\frac{1}{N} \frac{\partial S_{c}(\boldsymbol{\psi})}{\partial \boldsymbol{\psi}^{\top}}\right|_{\boldsymbol{\psi}=\hat{\boldsymbol{\psi}}}
$$

To replicate the formula for $\hat{B}_{\mathrm{BSS}}$ derived in [45], we first define $\hat{\mathrm{U}}_{i}=\partial l_{c i}(\hat{\boldsymbol{\psi}}) / \partial \hat{\boldsymbol{\psi}}$ and

$$
\overline{\hat{\mathrm{U}}}^{(j)}=\sum_{i \in D_{j}} \hat{\mathrm{U}}_{i} / n_{j} \text { for } j=1, \cdots, J
$$

Using these values, we can compute

$$
\begin{equation*}
\hat{B}_{\mathrm{BSS}}=\frac{1}{N} \sum_{j=1}^{J} \tilde{p}_{j} \sum_{i \in D_{j}} \hat{\mathrm{U}}_{i} \hat{\mathrm{U}}_{i}^{\top}+\frac{1}{N} \sum_{j=1}^{J} n_{j}\left(1-\tilde{p}_{j}\right) \hat{\mathrm{V}}_{j}(\mathrm{U}) \tag{2.17}
\end{equation*}
$$

where $\tilde{p}_{j}=n_{j} / N_{j}$, and

$$
\hat{\mathrm{V}}_{j}(\mathrm{U})=\frac{1}{n_{j}-1} \sum_{i \in D_{j}}\left(\hat{\mathrm{U}}_{i}-\overline{\hat{\mathrm{U}}}^{(j)}\right)\left(\hat{\mathrm{U}}_{i}-\overline{\hat{\mathrm{U}}}^{(j)}\right)^{\top} .
$$

Standard error (SE) estimates of parameter estimators based on Fisher information are usually provided by popular modelling packages such as TMB [Template Model Builder, 42] package in R [59]. Therefore, we also consider the asymptotic covariance estimator of $\sqrt{N}(\hat{\boldsymbol{\psi}}-\boldsymbol{\psi})$ given by

$$
\begin{equation*}
\widetilde{\mathrm{ACO}}_{\mathrm{FI}}=A(\hat{\boldsymbol{\psi}})^{-1} \tag{2.18}
\end{equation*}
$$

where the subscript FI denotes the "Fisher information".

### 2.4 Residuals

As previously mentioned in the Introduction, the residual formula presented in [81] requires knowledge of the true age values. However, when age measurement errors are not negligible, the true ages are unknown, and using their residual formula requires estimating the true ages. In SEV, the true ages are regarded as REs, and are frequently estimated using the posterior modes with model parameters at the maximum likelihood estimates (MLEs) [e.g. 38]. Nevertheless, the true ages are fixed values treated as REs because they are unobserved. Posterior mode RE estimators are biased and variable in this situation [80]. Therefore, we define LSAS residual error based on the conditional distribution of length given the observed age as

$$
\begin{align*}
e_{i} & =l_{i}-\chi_{i}  \tag{2.19}\\
\chi_{i} & =\mathrm{E}\left(l_{i} \mid a_{i}, R_{i}=1 ; \psi\right)
\end{align*}
$$

where $\chi_{i}$ is evaluated with the conditional distributions of $l_{i}$ given $a_{i}$,

$$
\frac{f_{\mathrm{SEVEP}}\left(l_{i}, a_{i} \mid R_{i}=1 ; \boldsymbol{\psi}\right)}{\int f_{\mathrm{SEVEP}}\left(l, a_{i} \mid R_{i}=1 ; \boldsymbol{\psi}\right) d l} \quad \text { and } \quad \frac{f_{\mathrm{SEV} \mathrm{CEP}}\left(l_{i}, a_{i} \mid R_{i}=1 ; \boldsymbol{\psi}\right)}{\int f_{\mathrm{SEV} \mathrm{CEP}}\left(l, a_{i} \mid R_{i}=1 ; \boldsymbol{\psi}\right) d l},
$$

for SEV EP and SEV CEP, respectively. Here, the denominators are integrated over the support of length $l$. Note that the marginal distribution of observed age is not $\sum_{a_{t}} p\left(a_{i} \mid a_{t} ; \boldsymbol{\theta}_{e}\right) p\left(a_{t} \mid \boldsymbol{\theta}_{t}\right)$ under LSAS.

The residuals, or estimated errors, can be calculated using Equation

$$
\begin{align*}
r_{i} & =l_{i}-\hat{\chi}_{i}, \\
\hat{\chi}_{i} & =\frac{\int l f_{\mathrm{SEVEP}}\left(l, a_{i} \mid R_{i}=1 ; \hat{\boldsymbol{\psi}}\right) d l}{\int f_{\mathrm{SEV} \mathrm{EP}}\left(l, a_{i} \mid R_{i}=1 ; \hat{\boldsymbol{\psi}}\right) d l} \text { or }  \tag{2.20}\\
\hat{\chi}_{i} & =\frac{\int l f_{\mathrm{SEV} \mathrm{CEP}}\left(l, a_{i} \mid R_{i}=1 ; \hat{\boldsymbol{\psi}}\right) d l}{\int f_{\mathrm{SEV} \mathrm{CEP}}\left(l, a_{i} \mid R_{i}=1 ; \hat{\boldsymbol{\psi}}\right) d l}
\end{align*}
$$

where the symbol ${ }^{\text {a }}$ indicates that the estimated parameters are used, and $\hat{\chi}_{i}$ is estimated using the SEV density based on either the EP or conditional EP method. The standard errors (SEs) of the residuals can be calculated with

$$
\begin{align*}
& \mathrm{SE}\left(r_{i}\right)=\sqrt{\frac{\int l^{2} f_{\mathrm{SEV} \mathrm{EP}}\left(l, a_{i} \mid R_{i}=1 ; \hat{\boldsymbol{\psi}}\right) d l}{\int f_{\mathrm{SEV} \mathrm{EP}}\left(l, a_{i} \mid R_{i}=1 ; \hat{\boldsymbol{\psi}}\right) d l}-\hat{\chi}_{i}^{2}} \text { or } \\
& \mathrm{SE}\left(r_{i}\right)=\sqrt{\frac{\int l^{2} f_{\mathrm{SEV} \mathrm{CEP}}\left(l, a_{i} \mid R_{i}=1 ; \hat{\boldsymbol{\psi}}\right) d l}{\int f_{\mathrm{SEV} \mathrm{CEP}}\left(l, a_{i} \mid R_{i}=1 ; \hat{\boldsymbol{\psi}}\right) d l}-\hat{\chi}_{i}^{2}} \tag{2.21}
\end{align*}
$$

The standardized residual for the $i$ th observation can then be evaluated as $r_{i} / \mathrm{SE}\left(r_{i}\right)$.

## Chapter 3

## Simulation studies

The simulation study uses a revised version of the widely recognized von Bertalanffy growth function [vonB; 74], which effectively approximates growth for many fish species $[20,57]$ by assuming a linear decrease in growth rate as the fish size increases. The model based on the vonB growth function for the observed length $l\left(a_{t}\right)$, given the true age $a_{t}$, is expressed as

$$
\begin{align*}
l\left(a_{t}\right) & =\mu_{a}+\epsilon, \\
\mu_{a} & =L_{\infty}\left[1-\left(1-\frac{l_{0}}{L_{\infty}}\right) e^{-k a_{t}}\right]  \tag{3.1}\\
\epsilon & \sim \mathrm{N}\left(0, \sigma_{a}^{2}\right) \\
\sigma_{a} & =\mu_{a} \mathrm{CV}
\end{align*}
$$

where $L_{\infty}$ is the theoretical length at which the growth rate stops, $k$ is the growth coefficient, $l_{0}$ is the length at age $0, \mathrm{CV}$ is the coefficient of variation, $\mathrm{N}\left(\mu, \sigma^{2}\right)$ denotes normal distribution with mean $\mu$ and variance $\sigma^{2}$. The Gaussian error term $\epsilon$ represents the combined effect of between-individual variation (or process error) resulting from individual growth parameter variability and the length measurement error, as described in [55]. The
commonly used parameter of age at length 0 is usually negative and is an extrapolation that should be avoided, as fish length cannot be zero. Therefore, this parameter is replaced with $l_{0}$, which can usually be determined from existing larval studies in the literature [see 81 , for an example].

Model (3.1) states that the conditional distribution of length $l$ given age $a_{t}$ is $f\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right) \sim \mathrm{N}\left(\mu_{a}, \sigma_{a}^{2}\right)$. In practice, since the real length data is discrete and represented as integers, the corresponding probability mass function (pmf) can be approximated as [Eq. 5 in 55]

$$
\begin{equation*}
p\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right)=\frac{\mathrm{N}\left(l, \mu_{a}, \sigma_{a}^{2}\right)}{\sum_{l^{\prime}} \mathrm{N}\left(l^{\prime}, \mu_{a}, \sigma_{a}^{2}\right)} . \tag{3.2}
\end{equation*}
$$

Here the $\operatorname{pmf} p\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right)$ is obtained by normalizing the probability density function (pdf) of $\mathrm{N}\left(l, \mu_{a}, \sigma_{a}^{2}\right)$ over all possible values of $l$, with $\mathrm{N}\left(l, \mu, \sigma^{2}\right)$ denoting a normal pdf with mean $\mu$ and variance $\sigma^{2}$ evaluated at $l$.

The integrals in Eqs. (2.2) and (2.3) should be replaced with summations over all the length values falling in the length stratum $S_{j}$, and the integrals in Eqs. (2.19)-(2.21) should be replaced with summations over all possible values of length.

In order to ensure comparability with the results presented in [53], we replicated their methodology of simulating population dynamics to obtain population distributions for length and age and collect LSAS data from the simulated fish population. The population simulation utilizes the structure of the stock assessment model, Stock Synthesis [48]. The simulation procedure is illustrated in Fig 3.1.

Figure 1: Diagram of steps used in population simulations; LSAS is lengthstratified age sampling


Figure 3.1: Illustration of the simulation steps used in population dynamics and LSAS data collection.

For the first year, an unfished stationary population is created based on a recruitment value of $R_{0}$; that is, the number of fish at a given age $a$ is calculated as $R_{0} e^{-M a}$ for $a=$ $1,2, \cdots, A=60$. The natural mortality rate $M$ is randomly generated from a uniform distribution with a mean of 0.3 and a standard deviation (SD) of 0.11 . The natural mortality refers to the loss of fish within the population resulting from factors unrelated to fishing activities. For the growth parameters, we fix $l_{0}=3$, but for each simulation run, the asymptotic length $L_{\infty}$ is randomly generated from a normal distribution with mean 50 and SD 8, and the growth rate $k$ is determined by the life-history-invariant $k=M / 1.65+\varepsilon_{k}$ [18], where $\varepsilon_{k}$ is randomly generated from a normal distribution with mean 0 and SD $0.10 \times M / 1.65$. The number of mature fish in the population is evaluated using a logit maturity model

$$
\begin{equation*}
m(a)=\frac{1}{1+e^{\frac{-\log (19)\left(a-A_{50}\right)}{A_{95}-A_{50}}}} \tag{3.3}
\end{equation*}
$$

where the age at $50 \%$ maturity $A_{50}=\log (3) / k$, and the age at $95 \%$ maturity $A_{95}=A_{50}+4$. The weight $(w)$ of age $a$ fish is calculated based on the mean length $\mu_{a}$ in (3.1) using a cubic relationship, expressed as $w\left(\mu_{a}\right)=0.20 \times \mu_{a}^{3}$. Then the Spawning stock biomass (SSB) is evaluated by $S S B(y)=\sum_{a=1}^{A} w\left(\mu_{a}\right) \times m(a) \times N(y=1, a)$, where $N(y, a)$ is the number of age $a$ fish in year $y$. The recruitment $R$, namely the number of fish at age 0 for the upcoming year, is determined by SSB using the Berverton and Holt spawner-recruit relationship

$$
\begin{equation*}
R(y)=\frac{S S B(y-1) e^{-M} e^{\varepsilon_{R}}}{1-\left(\frac{5 h-1}{4 h}\right)\left[1-\frac{S S B(y-1)}{S S B_{e q}}\right]}, \tag{3.4}
\end{equation*}
$$

where $S S B_{\text {eq }}=((5 h-1) /(4 h)) \times R o$, the steepness $h$ is randomly generated from a normal distribution with a mean of 0.75 and a SD of 0.07 , and the random deviation $\varepsilon_{R}$ is
generated from a normal distribution with a mean of 0 and a standard deviation of $\sigma_{R e c}$, which is also randomly generated from a truncated normal distribution with a mean of 0.6 and a standard deviation of 0.15 . To evaluate the number of fish at ages 1 to A for the second year, we utilize the population dynamics model given by:

$$
\begin{equation*}
N(y, a)=N(y-1, a-1) e^{-[M+F(y)]} \tag{3.5}
\end{equation*}
$$

where $F$ represents fishing mortality or the death of fish due to fishing activities. $F$ is generated from a normal distribution with a mean of 0.2 and a standard deviation of 0.08 , truncated at 0 to ensure that it remains positive. Using $N(y=2, a)$, we evaluate the recruitment for the third year and continue this process iteratively. This simulation of population dynamics is repeated for 61 years so that the joint distribution of length and age in the 61st year closely approximates the natural distribution. Table 3.1 lists the distributions and models used. Each year, new fishing mortality $(F)$ and variation in recruitment $\left(\varepsilon_{R}\right)$ are drawn from their corresponding distributions; all other population values are generated once per simulation run.

Table 3.1: Population dynamics models and parameter distributions used to generate population simulation. Fishing mortality $(F)$ and $\log$ recruitment deviation ( $\sigma_{\text {Rec }}$ ) are generated randomly on a yearly basis, while other parameters are generated randomly for each simulation iteration.

| Parameter | Distribution | Mean | $S D$ |
| :---: | :---: | :---: | :---: |
| Natural mortality (M) | Uniform | 0.3 | 0.11 |
| Fishing mortality (F) | TruncNorm | 0.20 | 0.08 |
| Steepness (h) | Normal | 0.75 | 0.07 |
| Log recruitment deviation ( $\sigma_{R e c}$ ) | TruncNorm | 0.60 | 0.15 |
| Asymptotic length ( $L_{\infty}$ ) | Normal | 50 | 8 |
| Growth coefficient error ( $\epsilon$ ) | Normal | 0 | 0.10(1.65/M) |
| CV length-at-age | TruncNorm | 0.10 | 0.04 |
| Log unfished recruitment $\left[\log \left(R_{0}\right)\right]$ | Fixed | 9.0 | - |
| Length at age $0\left(L_{0}\right)$ | Fixed | 3 | - |
| Age at length $0\left(a_{0}\right)$ | Fixed | -0.07 | - |
| Parameter | Model |  |  |
| Recruitment | $R(y)=\frac{S S B(y-1)}{1-\left(\frac{5 h-1}{4 h}\right)\left[1-\frac{S S B(y-1)}{S S B_{e q}}\right]}$ |  |  |
| Weight | $w\left(\mu_{a}\right)=0.20 \times \mu_{a}^{3}$ |  |  |
| Maturity | $m(a)=\left\{1+e^{\frac{\left[-\log (19)\left(a-A_{50}\right)\right]}{A_{95}-A_{50}}}\right\}^{-1}$ |  |  |
| Numbers at age | $N(y, a)=N(y-1, a-1) e^{-[M+F(y)]}$ |  |  |
| Numbers in first year | $N(1, a)=R_{0}\left(e^{-a \cdot M}\right)$ |  |  |
| Spawning stock biomass | $S S B(y)=\sum_{a=1}^{A} w[l(a)] \cdot m(a) \cdot N(y, a)$ |  |  |

Note: Minimum $=0.10$ and maximum $=0.50$ for the uniform distribution; TruncNorm is the truncated normal distribution with minimum $=0$, maximum $=\infty$ to prevent generating negative values.

We use the simulated population in the 61st year as the first-phase sample. Its age composition is the true age distribution $p\left(a_{t}\right)$, which is modelled with CRL in Eqs. (2.9) and (2.10). Subsequently, we draw the second-phase LSAS sample from this first-phase sample. The LSAS aims to regulate the number of age measurements and acquire evenly distributed length-at-age data across the growth curve. Following [53], we assume that the target stratum sample size $m_{j}$ is proportional to the length bin size, such that $m_{j}=10 \times$ bin size, where the bin size is chosen from a set of commonly used values in practice, namely 1,2 , 3, and 5 cm [e.g. 51]. This target stratum sample size choice is consistent with the sampling strategies used in DFO surveys for American plaice, where $m_{j}=20$ for each length bin of size 2 cm .

In data generation and model fitting, we assume that the measured age $a$ equals the true age $a_{t}$ plus a Gaussian random error with mean 0 and $\mathrm{SD} \sigma_{u}$, rounded to the nearest positive integer. This approach is a discrete analog to the Gaussian age measurement error model used by [63] and [56]. The conditional pmf $p\left(a \mid a_{t}\right)$ in Eqs. (2.9) and (2.10) are evaluated accordingly. To specify $\sigma_{u}$, we consider three different levels: small (0.1), medium (0.5, 1 ), and large (2).

Table 3.2: Sample size summary statistics for the 1000 simulated first-phase and secondphase LSAS samples in the simulation studies. Length bin size is 2 cm .

|  | Min. | 1st Quartile | Median | Mean | 3rd Quartile | Max. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| First phase | 5452 | 12950 | 18041 | 20364 | 25277 | 100441 |
| Second phase | 193 | 392.0 | 446.0 | 446.7 | 500.0 | 714 |

For each simulation classified by $\sigma_{u}$ and bin size, we repeated the data generation and parameter estimation process 1000 times. To ensure that the resulting sample sizes for the first and second phases of LSAS are comparable to the actual data, we have implemented an initial recruitment of $R_{0}=e^{9}$. The sample size of the 1000 simulated first-phase and second-phase LSAS samples, using a length bin size of 2 cm , are presented in Table 3.2. The assessment of various approaches involves comparing the calculated values of $L_{\infty}, K$ and CV from each method to the true values in the simulation model. We evaluate the estimation performance using two metrics: relative root mean squared error (RRMSE)

$$
\text { RRMSE }=\frac{\text { RMSE }}{\mid \text { true }^{*} \mid} \times 100, \quad \text { where } \mathrm{RMSE}=\sqrt{\frac{\sum_{i=1}^{1000}\left(\mathrm{est}_{i}-\text { true }_{i}\right)^{2}}{1000}},
$$

and relative bias (RelBias)

$$
\text { RelBias }=\frac{\text { Bias }}{\mid \text { true }^{*} \mid} \times 100, \quad \text { where Bias }=\frac{\sum_{i=1}^{1000}\left(\mathrm{est}_{i}-\text { true }_{i}\right)}{1000} .
$$

Here, we use true ${ }_{i}$ to denote the parameter value in the $i$ th simulation, and true ${ }^{*}$ to denote the mean value of the parameter distribution. As mentioned earlier, the parameters for $L_{\infty}$, CV , and $k$ were drawn randomly from their respective distributions, resulting in variations across iterations.

To evaluate the log-pseudoconditional likelihood functions and their gradients, we utilized the TMB package in R . We performed the likelihood maximization using the R function nlminb().

The simulation results are presented in Tables 3.3-3.4 and Fig. 6.1. "EP" refers to the EP likelihood methods based on density (2.6), where the age measurement errors are ignored. SEV EP and SEV CEP exhibit nearly identical RRMSEs and RelBias for estimating all the model parameters in all simulation scenarios. When the age measurement
errors are small ( $\sigma_{u}=0.1$ ), all three methods perform similarly well in estimating $L_{\infty}, k$ and CV, as measured by their RRMSEs and RelBias. However, when the age measurement errors are not negligible ( $\sigma_{u}=0.5,1,2$ ), the EP likelihood method shows poor performance with large RRMSEs and RelBias, while the RRMSEs and RelBias remain small for the SEV EP and SEV CEP approaches. Overall, the RRMSEs of the SEV EP and SEV CEP methods for estimating $L_{\infty}, k$ and CV tend to increase with age measurement error $\left(\sigma_{u}\right)$ and bin width. However, their RelBias show less variation and trend. When the age measurement error is small to moderate ( $\sigma_{u}=0.1,0.5,1$ ), it is difficult to estimate $\sigma_{u}$ accurately, as indicated by large RRMSEs and RelBias. However, as the age measurement error increases, the RRMSE and RelBias tend to decrease. Despite poor estimation of $\sigma_{u}$ at small and moderate age measurement errors, the SEV EP and SEV CEP methods still perform well in estimating the growth model parameters $L_{\infty}, k$ and CV . Simulation studies for log-normal length-at-age and age measurement error models, detailed in Tables 6.1 6.4, reveal consistent findings.

Fig. 3.2 displays the LSAS data, the fitted growth curves, and the true growth curve to illustrate the performance of various methods in estimating growth curves. The LSAS data were generated randomly with a bin size of 2 cm , a commonly used bin size, and a moderate age measurement error of $\sigma_{u}=1$. The growth curves estimated using SEV EP (dashed black curve) and SEV CEP (dashed green curve) approaches are nearly identical and almost overlap with the true growth curve (the red curve). This demonstrates that both approaches perform well in estimating the growth curve. However, the EP likelihood method (dashed orange curve) exhibits a notable bias in its estimates when age measurement errors are present, which starkly contrasts the results presented in Fig. 4 of [53]. In that study, the estimated growth curve using the EP likelihood method closely aligned with the true growth
curve in the absence of age measurement errors.

Table 3.3: Relative root mean squared errors (RRMSEs) for vonB parameter estimates from 1000 simulations with length at age 0 fixed at 3 cm , for various length bin sizes and measurement error SDs $\left(\sigma_{u}\right)$.

| $\sigma_{u}$ |  | 0.1 |  |  | 0.5 |  |  | 1 |  |  | 2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP |
| RRMSE |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 1.7 | 1.7 | 1.7 | 1.9 | 2.1 | 14.2 | 2.1 | 2.1 | 27.3 | 2.3 | 2.3 | 39.0 |
| $k$ | 2.5 | 2.5 | 2.5 | 2.7 | 2.8 | 33.4 | 2.9 | 2.9 | 97.4 | 3.1 | 3.1 | $>100$ |
| CV | 3.7 | 3.7 | 3.8 | 3.9 | 4.4 | 47.4 | 4.3 | 4.3 | 94.8 | 4.7 | 4.7 | $>100$ |
| $\sigma_{u}$ | 64.6 | 64.7 | - | 25.6 | 27.2 | - | 12.4 | 12.6 | - | 7.3 | 7.7 | - |
| 2 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 1.7 | 1.7 | 1.7 | 1.9 | 2.1 | 14.6 | 2.1 | 2.1 | 27.5 | 2.4 | 2.4 | 39.1 |
| $k$ | 2.5 | 2.5 | 2.5 | 2.9 | 2.9 | 34.1 | 3.2 | 3.2 | 99.5 | 3.4 | 3.4 | $>100$ |
| CV | 3.5 | 3.6 | 3.6 | 3.6 | 4.3 | 48.9 | 4.2 | 4.2 | 96.2 | 4.8 | 4.8 | $>100$ |
| $\sigma_{u}$ | 62.7 | 62.9 | - | 26.1 | 27.5 | - | 12.7 | 12.7 | - | 7.3 | 7.3 | - |
| 3 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 1.8 | 1.8 | 1.8 | 2.0 | 2.1 | 14.7 | 2.2 | 2.2 | 27.3 | 2.5 | 2.5 | 38.6 |
| $k$ | 2.6 | 2.6 | 2.6 | 3.0 | 3.0 | 35.7 | 3.3 | 3.3 | 100.4 | 3.8 | 3.8 | $>100$ |
| CV | 3.7 | 3.7 | 3.7 | 4.0 | 4.4 | 51.4 | 4.4 | 4.4 | 98.2 | 5.2 | 6.1 | $>100$ |
| $\sigma_{u}$ | 66.2 | 63.6 | - | 26.7 | 27.6 | - | 12.9 | 12.9 | - | 7.2 | 7.5 | - |
| 5 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 1.7 | 1.7 | 1.7 | 2.0 | 2.3 | 15.4 | 2.3 | 2.3 | 27.8 | 2.7 | 2.8 | 39.5 |
| $k$ | 2.7 | 2.7 | 2.6 | 3.4 | 3.5 | 38.5 | 3.9 | 3.9 | 101.2 | 4.6 | 4.6 | $>100$ |
| CV | 3.6 | 3.6 | 3.6 | 4.3 | 5.2 | 55.7 | 4.7 | 4.7 | 100.8 | 5.7 | 6.0 | $>100$ |
| $\sigma_{u}$ | 69.0 | 67.5 | - | 27.9 | 28.8 | - | 13.5 | 13.5 | - | 7.7 | 7.8 | - |

Note: $>100$ are results that are greater than $100 \%$.

Table 3.4: Relative bias (RelBias) for vonB parameter estimates from 1000 simulations with length at age 0 fixed at 3 cm , for various length bin sizes and measurement error SDs $\left(\sigma_{u}\right)$.

| $\sigma_{u}$ | 0.1 |  |  | 0.5 |  |  | 1 |  |  | 2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP |
| RelBias |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | $-0.2$ | -0.2 | -0.3 | -0.1 | -0.2 | -13.5 | -0.1 | -0.1 | -26.6 | -0.2 | -0.2 | -38.2 |
| $k$ | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 28.1 | 0.1 | 0.1 | 83.8 | 0.2 | 0.1 | >100 |
| CV | 2.4 | 2.4 | 2.5 | 1.9 | 2.0 | 44.7 | 2.44 | 2.44 | 91.8 | 3.1 | 3.1 | >100 |
| $\sigma_{u}$ | -27.0 | -27.4 | - | 21.7 | 21.1 | - | 9.3 | 9.4 | - | 4.4 | 4.5 | - |
| 2 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | $-0.2$ | -0.2 | -0.3 | -0.1 | -0.1 | -13.9 | -0.5 | $-0.5$ | -26.7 | $-0.2$ | -0.2 | -38.3 |
| $k$ | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 | 29.1 | 0.0 | 0.0 | 85.3 | 0.1 | 0.1 | $>100$ |
| CV | 2.1 | 2.1 | 2.2 | 1.4 | 1.6 | 46.3 | 2.0 | 2.0 | 93.0 | 2.7 | 2.7 | >100 |
| $\sigma_{u}$ | $-25.0$ | -26.8 | - | 22.7 | 21.8 | - | 9.8 | 9.8 | - | 4.4 | 4.4 | - |
| 3 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | -0.1 | $-0.1$ | -0.2 | 0.0 | 0.0 | -14.0 | 0.0 | 0.0 | - 26.5 | 0.0 | 0.0 | - 37.7 |
| $k$ | 0.1 | 0.1 | 0.2 | 0.0 | 0.0 | 30.4 | 0.0 | 0.0 | 86.5 | 0.0 | 0.0 | >100 |
| CV | 1.8 | 1.9 | 2.1 | 1.0 | 1.1 | 48.7 | 1.5 | 1.5 | 95.3 | 2.3 | 2.4 | >100 |
| $\sigma_{u}$ | - 18.9 | -24.4 | - | 23.6 | 23.0 | - | 10.3 | 10.3 | - | 4.6 | 4.6 | - |
| 5 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 0.0 | -0.1 | $-0.1$ | 0.1 | 0.1 | - 14.8 | 0.1 | 0.1 | - 27.1 | 0.0 | 0.1 | $-38.8$ |
| $k$ | 0.0 | 0.0 | 0.1 | -0.2 | $-0.2$ | 32.3 | -0.2 | $-0.2$ | 86.8 | 0.0 | 0.0 | >100 |
| CV | 1.6 | 1.6 | 1.9 | 0.5 | 0.7 | 52.6 | 1.0 | 1.0 | 97.6 | 1.9 | 1.9 | $>100$ |
| $\sigma_{u}$ | $-16.3$ | - 18.2 | - | 24.4 | 23.7 | - | 11.2 | 11.2 | - | 5.4 | 5.4 | - |

Note: $>100$ are results that are greater than $100 \%$.
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Figure 3.2: Plot of a simulated length-stratified age sampling (LSAS) sample with estimated von Bertalanffy growth models from the sample. The length-at-age data are simulated with length bin size equal to 2 cm and age measurement error standard deviation $\sigma_{u}=1$. Points are subtly perturbed in random directions to mitigate overlapping observations. In the legend, "True" indicates the true growth model, "SEV EP" and "SEV CEP" indicate the estimated growth models by maximizing the likelihoods (2.11) and (2.12), respectively, and "EP" indicates the estimated growth model by maximizing the likelihood constructed from density (2.6).

In order to evaluate the performance of the two standard error (SE) estimators described in Sec. 2.3 for the SEV EP and SEV CEP parameter estimators, we conduct simulation studies. To do this, we first set the growth model parameters to $L_{\infty}=50, k=0.30 / 1.65$ and $\mathrm{CV}=0.1$. Then, we generate an age distribution using the population dynamics simulation, which is also used to examine parameter estimators. With the growth model parameters and age distribution fixed, we randomly generated 500 LSAS data sets for analysis, then applied SEV EP and SEV CEP approaches to each data set and evaluated the resulting two SE estimators separately. As some age categories have little data, the estimates of the corresponding age distribution parameter $\lambda_{a}$ in Eq. (2.14) approach the lower bound of $-\infty$, which can result in a singular $A(\hat{\boldsymbol{\psi}})$ in the covariance estimators. To address this issue, we employ Moore-Penrose inverse [52] for $A(\hat{\boldsymbol{\psi}})$. Table 3.5 displays the means of the 500 SE estimates. The BSS and FI SE estimators are based on Eqs. (2.16) and (2.18), respectively. The "True" value represents the SD of the 500 parameter estimates. We conducted this simulation procedure five times. In each simulation, we fixed growth model parameters but randomly generated and then fixed age distribution during the 500 iterations. As a result, Table 3.5 contains five groups of results, separated by horizontal lines. To illustrate the variability among the 500 SE estimates for each parameter and approach, we present their boxplots for a single set of 500 simulation iterations in Fig. 3.3. $\hat{\sigma}_{L_{\infty}}, \hat{\sigma}_{k}$ and $\hat{\sigma}_{\mathrm{CV}}$ denote the SE estimators for $L_{\infty}, k$ and CV respectively. These results suggest that the BSS SE estimator is fairly accurate, while FI estimator is not as reliable.

Table 3.5: Comparison of standard error (SE) estimators for parameter estimators with true SE values. BSS and FI SE estimators are based on Eqs. (2.16) and (2.18), respectively. Each group of results, separated by horizontal lines, represents a simulation of 500 iterations with $L_{\infty}=50, k=0.30 / 1.65, \mathrm{CV}=0.1$, and a randomly generated and then fixed age distribution. The "True" SE values refer to the standard deviations of parameter estimates obtained from each set of 500 iterations.

|  |  | SEV EP |  | SEV CEP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FI | BSS | True | FI | BSS | True |
| $L_{\infty}$ | 0.87 | 0.73 | 0.70 | 0.87 | 0.73 | 0.70 |
| $k$ | 0.0054 | 0.0040 | 0.0039 | 0.0054 | 0.0040 | 0.0039 |
| CV | 0.0031 | 0.0028 | 0.0027 | 0.0031 | 0.0028 | 0.0027 |
| $L_{\infty}$ | 1.15 | 1.01 | 1.01 | 1.15 | 1.01 | 1.01 |
| $k$ | 0.0064 | 0.0052 | 0.0053 | 0.0064 | 0.0052 | 0.0053 |
| CV | 0.0032 | 0.0028 | 0.0029 | 0.0032 | 0.0028 | 0.0029 |
| $L_{\infty}$ | 1.24 | 1.08 | 1.02 | 1.24 | 1.08 | 1.02 |
| $k$ | 0.0069 | 0.0055 | 0.0053 | 0.0069 | 0.0055 | 0.0053 |
| CV | 0.0036 | 0.0032 | 0.0032 | 0.0036 | 0.0032 | 0.0032 |
| $L_{\infty}$ | 1.11 | 0.93 | 0.90 | 1.11 | 0.93 | 0.90 |
| $k$ | 0.0065 | 0.0048 | 0.0047 | 0.0065 | 0.0048 | 0.0047 |
| CV | 0.0041 | 0.0036 | 0.0034 | 0.0041 | 0.0036 | 0.0034 |
| $L_{\infty}$ | 0.83 | 0.70 | 0.68 | 0.83 | 0.70 | 0.68 |
| $k$ | 0.0053 | 0.0041 | 0.0039 | 0.0053 | 0.0041 | 0.0039 |
| CV | 0.0027 | 0.0023 | 0.0021 | 0.0027 | 0.0023 | 0.0021 |



Figure 3.3: Boxplots of the standard error (SE) estimates of parameter estimators for 500 simulated length-at-age data sets generated with $L_{\infty}=50, k=0.30 / 1.65, \mathrm{CV}=0.1$, and the age distribution was randomly generated once and then fixed for the 500 simulation iterations. BSS and FI SE estimators are based on Eqs. (2.16) and (2.18), respectively. "SEV EP" and "SEV CEP" refer to the estimators obtained by maximizing the likelihoods (2.11) and (2.12), respectively.

## Chapter 4

## Real data analysis

To demonstrate the impact of accounting for age measurement errors on growth estimation, we apply the EP and SEV EP methods to estimate vonB growth parameters. We do not include SEV CEP in this real data analysis as it provides almost identical growth model estimation as SEV EP. We use a dataset for female American plaice collected by DFO in Northwest Atlantic Fisheries Organization (NAFO) Divisions 3L, 3N, and 30 for 2012. The data were collected at various sites across each division to ensure spatial representativeness. The sampling goal in each division was to obtain approximately 25 age measurements per 2 cm length stratum by sex if the length was greater than or equal to 10 cm , and about 15 age measurements per stratum without distinguishing sex if the length was less than 10 cm . For simplicity, we assume no spatial variation in fish growth and therefore neglect the spatial structure of the sampling scheme, treating the whole sample in each division as an LSAS sample [see Appendix C of 53]. The total first-phase sample size is 59627, and the second-phase sample size is 942 .

To determine the length at age $0, l_{0}$, we referred to [61] that reported American plaice
larvae to be $0.62-0.75 \mathrm{~cm}$ long five days after hatching when yolk absorption is complete. We used the midpoint of this range, which is 0.685 cm , as the value for $l_{0}$.

Since the fall of 1995, the survey gear used by DFO has been the Campelen trawl. We assume a linear logistic model for the trawl selectivity,

$$
\begin{equation*}
s(l)=\frac{1}{1+\exp \left(-\log (19)\left[l-l_{50}\right] /\left[l_{95}-l_{50}\right]\right)}, \tag{4.1}
\end{equation*}
$$

where $s(l)$ is the selectivity at length $l$, and $l_{50}$ and $l_{95}$ are the lengths at which $50 \%$ and $95 \%$ of fish are retained, respectively. The values of $l_{50}$ and $l_{95}$ were estimated by [81] using 38 years of data and the results of DFO trawl selectivity comparative studies [30, 75]. For this data analysis with only a relatively small sample, we adopt the estimation of [81] that $l_{50}=11.01$ with $\mathrm{SE}=0.049$ and $l_{95}=12.65$ with $\mathrm{SE}=0.075$.

We continue to use the model (3.1) to determine the population conditional distribution of length given age. However, by incorporating gear selectivity $s(l)$, the sample conditional distribution $f\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right)$ in (2.1) takes on a different form,

$$
\begin{equation*}
f\left(l \mid a_{t} ; \boldsymbol{\theta}_{g}\right)=\frac{s(l) \mathrm{N}\left(l, \mu_{a}, \sigma_{a}^{2}\right)}{\sum_{l^{\prime}} s\left(l^{\prime}\right) \mathrm{N}\left(l^{\prime}, \mu_{a}, \sigma_{a}^{2}\right)}, \tag{4.2}
\end{equation*}
$$

which is proven in Appendix B of [81] and utilizes the discretization method outlined in Eq. (3.2).

Table 4.1 displays the estimated growth model parameters and their corresponding SEs obtained through SEV EP and EP methods. The estimated value of $\sigma_{u}=0.70$ suggests the presence of age measurement errors. The standardized residuals are assessed using Eqs. (2.20)-(2.21) and visualized in Fig. 4.1. We assume the estimated $\sigma_{u}$ of 0.70 as the standard deviation of age measurement errors when evaluating residuals for both methods.

Ideally, the mean of residuals at each age (solid red lines in Fig. 4.1) should be equal to 0 , and the standard deviation (SD) of the standardized residuals at each age (dashed red
lines in Fig. 4.1) should be equal to 1 if the model is correct. For SEV EP, the means of the standardized residuals at each age, except ages 2 and 3, follow the zero reference line (green line at 0 ), and SDs follow the one reference line (green line at 1 ), indicating a good fit of the model to the data. However, for EP, the residual means deviate from 0 after age 13 , suggesting a lack of fit. Both methods show overestimation for ages 2 and 3, which may be attributed to the research gear selectivity and an improper length variability model, as discussed in [81]. Specifically, the misspecification of the length variability model $\sigma_{a}\left(\mu_{a}\right)$ in (3.1) may result in this pattern in residual plots. To address this issue, [81] proposed a more sophisticated length variability model. However, exploring the length variability model is beyond the scope of this thesis.

Table 4.1: Estimations of growth model (3.1) for female American plaice length-at-age data collected by Fisheries and Oceans Canada (DFO) using length-stratified age sampling in 2012 in NAFO (Northwest Atlantic Fisheries Organization) Divisions 3L, 3N and 3O. The EP likelihood method based on (2.6) and neglecting age measurement errors is denoted by "EP". "SEV EP" denotes the growth estimation obtained by maximizing likelihood (2.11). The parameter estimates are denoted as "Est." and their corresponding standard errors are denoted as "SE". SEs are based on the BSS asymptotic covariance given by Eq. (2.16).

| Method | Quantity | $L_{\infty}$ | $k$ | CV | $\sigma_{u}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SEV EP | Est. | 82.30 | 0.066 | 0.066 | 0.70 |
|  | SE | 1.92 | 0.0021 | 0.0030 | 0.039 |
| EP | Est. | 64.62 | 0.091 | 0.11 | - |
|  | SE | 1.17 | 0.0024 | 0.0022 | - |



Figure 4.1: Standardized residuals for fitting 3LNO female American plaice growth data using SEV EP (lower panel) and EP (upper panel) methods, as assessed by Eqs. (2.20)(2.21). Here "EP" refers to the EP likelihood method based on (2.6) and neglecting age measurement errors, while "SEV EP" denotes the growth estimation method achieved by maximizing likelihood (2.11). The points have added transparency to represent the density of the observations better. The solid red lines indicate the residual means at age, while the dashed red lines represent the standard deviations of the residuals at age. The green reference lines are at 0 and 1.

## Chapter 5

## Discussion

In this work, we developed two methods to estimate growth parameters using fisheries survey data while accounting for length-stratified age sampling (LSAS) design and age measurement errors. These methods are extensions of the empirical proportion (EP) likelihood method [53, 81] for LSAS and the structural errors in variables [SEV; 17] method for covariate measurement errors. The two approaches, which are denoted as "SEV EP" and "SEV CEP", optimize (2.11) and (2.12), respectively.

Effectively modelling covariate distribution is challenging when dealing with either response-selective sampling design [45] or covariate measurement errors, such as age measurement errors [26]. To address this issue, we treat ages as ordered categorical data (integers) and use the continuation ratio-logit (CRL) model for age distribution. This approach aligns with the limitation that fish ages can only be determined in years and effectively handles the wild variation, multiple modes, and significant skewness present in the true population age distribution. As a random sample can be considered a special case of LSAS when the second phase subsample size within each length stratum is significantly large, the
impressive performance of CRL for LSAS data implies its appropriateness in modelling age distribution while dealing with age measurement errors for a random length-at-age sample, for which we suggest further studies.

To accelerate the evaluation of the inclusion probabilities $Q_{j}(\boldsymbol{\theta})$ and $Q_{j}^{*}\left(a_{t} ; \boldsymbol{\theta}_{g}\right)$ defined in (2.2) and (2.3) respectively, we applied a discretized normal distribution (3.2) for length distribution modeling. This approach converts integration over length into summation and is consistent with the fact that fish lengths are commonly recorded as integers in practice. To optimize the algorithm for implementing the proposed approaches, it is crucial to minimize or avoid duplicated evaluations, particularly those of the inclusion probabilities $Q_{j}(\boldsymbol{\theta})$ and $Q_{j}^{*}\left(a_{t} ; \boldsymbol{\theta}_{g}\right)$. The codes provided along with this thesis can demonstrate my efforts in this regard.

The simulation results indicate that inadequate consideration of age measurement errors can severely bias growth model estimations, even when using inferential methods that have been proven optimal under the assumption of negligible age measurement errors. A notable advantage of the proposed SEV EP and SEV CEP methods is their ability to perform well regardless of the presence or magnitude of age measurement errors. Although the estimation of $\sigma_{u}$, the standard deviation of age measurement errors, may not be precise when $\sigma_{u}$ is small, it does not affect the accurate estimation of growth model parameters using the SEV EP and SEV CEP methods. We also believe that the $\sigma_{u}$ estimates produced by these methods can still be useful in identifying the presence or magnitude of age measurement errors. This information can be valuable in monitoring and improving age measurements. Further exploration of this topic is left for future research.

This thesis aims to develop a general methodological framework for accounting for age measurement errors in LSAS data. In addition to the discretized normal age mea-
surement error model used in this thesis, my methodology can also incorporate other age measurement error models, such as the symmetrical geometric model of [22], asymmetrical two-sided geometric model of [33], and continuation ratios model of [15]. However, my focus is not on investigating a comprehensive age measurement error model that can accommodate bias, asymmetricity, and skewness in age measurement errors or the impact of incorrectly specifying age measurement errors. These topics will be explored in future research.

The simulation and case studies suggest using the BSS asymptotic covariance estimator (2.16) and the standardized residual estimators proposed in Eqs. (2.20)-(2.21) for measuring uncertainty in parameter estimates and validating model fittings, respectively.

## Chapter 6

## Appendix

### 6.1 Simulation results for log-normal growth model

The simulations in Tables $6.1-6.2$ replicated the thesis's specifications and procedures, deviating solely in the growth model presented in Eq. 3.1. While Eq. 3.1 in the original model adopts a normal distribution for length-at-age with a mean of $\mu_{a}$ and a standard deviation of $\mu_{a} \mathrm{CV}$, the revised version here employs a log-normal model with a median of $\mu_{a}$ and a coefficient of variation set to CV.

Table 6.1: Relative root mean squared error (RRMSE) for von Bertalanffy growth model parameter estimates from 1000 simulation iterations. Log-normal model is used for length-at-age. The length at age 0 was fixed at 3 cm . The simulation study considered different length bin sizes indicated with " cm " in the first column and various age measurement error standard deviations $\left(\sigma_{u}\right)$ indicated in the first row.

| $\sigma_{u}$ |  | 0.1 |  |  | 0.5 |  | 1 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP |  |
| RRMSE |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 cm |  |  |  |  |  |  |  |  |  |  |  |  |  |

Note: $>100$ are results that are greater than $100 \%$.

Table 6.2: Relative bias (RelBias) for von Bertalanffy growth model parameter estimates from 1000 simulation iterations. Log-normal model is used for length-at-age. The length at age 0 was fixed at 3 cm . The simulation study considered different length bin sizes indicated with "cm" in the first column and various age measurement error standard deviations $\left(\sigma_{u}\right)$ indicated in the first row.

| $\sigma_{u}$ | 0.1 |  |  | 0.5 |  |  | 1 |  |  | 2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP |
| RelBias |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | -12.7 | 0.0 | 0.0 | -27.9 | -0.1 | -0.1 | -44.8 |
| $k$ | -0.1 | -0.1 | -0.1 | -0.1 | -0.1 | 24.6 | -0.4 | -0.4 | 79.7 | -0.2 | -0.2 | $>100$ |
| CV | 2.7 | 2.7 | 2.8 | 2.5 | 2.6 | 42.7 | 2.9 | 2.9 | 92.7 | 3.8 | 3.9 | $>100$ |
| $\sigma_{u}$ | -31.1 | -32.6 | - | 20.8 | 20.5 | - | 9.0 | 8.9 | - | 4.2 | 4.2 | - |
| 2 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 0.0 | 0.0 | 0.0 | 0.1 | 0.1 | -13.0 | 0.1 | 0.1 | -28.2 | 0.0 | 0.0 | -45.5 |
| $k$ | -0.2 | -0.2 | -0.1 | -0.3 | -0.2 | 25.1 | -0.4 | -0.4 | 80.2 | 0.0 | -0.1 | $>100$ |
| CV | 2.2 | 2.3 | 2.4 | 1.7 | 1.8 | 45.2 | 2.1 | 2.1 | 95.3 | 3.0 | 3.1 | $>100$ |
| $\sigma_{u}$ | -27.3 | -32.3 | - | 22.7 | 22.0 | - | 9.9 | 9.9 | - | 4.5 | 4.5 | - |
| 3 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 0.0 | 0.0 | 0.0 | 0.3 | 0.2 | -13.2 | 0.3 | 0.3 | -28.2 | 0.0 | 0.1 | -45.5 |
| $k$ | -0.1 | -0.1 | -0.1 | -0.4 | -0.4 | 25.4 | -0.5 | -0.5 | 78.3 | -0.2 | -0.3 | $>100$ |
| CV | 2.0 | 2.0 | 2.1 | 1.2 | 1.3 | 47.8 | 1.5 | 1.5 | 97.8 | 2.4 | 2.4 | $>100$ |
| $\sigma_{u}$ | -24.6 | -28.0 | - | 23.3 | 22.6 | - | 10.5 | 10.5 | - | 4.9 | 5.0 | - |
| 5 cm |  |  |  |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 0.0 | 0.0 | 0.0 | 0.3 | 0.3 | -13.8 | 0.3 | 0.3 | -28.5 | 0.1 | 0.1 | -46.6 |
| $k$ | -0.3 | -0.3 | -0.2 | -0.6 | -0.6 | 24.7 | -0.6 | -0.6 | 73.7 | -0.3 | -0.3 | $>100$ |
| CV | 1.8 | 1.8 | 2.0 | 0.8 | 1.0 | 53.5 | 1.2 | 1.3 | >100 | 2.1 | 2.1 | $>100$ |
| $\sigma_{u}$ | -25.6 | -27.8 | - | 24.0 | 23.3 | - | 10.4 | 10.4 | - | 4.9 | 4.9 | - |

Note: $>100$ are results that are greater than $100 \%$.

### 6.2 Simulation results for log-normal growth and age measurement error models

The simulation analysis presented in Tables 6.3 - 6.4 maintains the log-normal model for length-at-age as that of Tables $6.1-6.2$ but incorporates a log-normal model for age measurement errors. Specifically, the relationship between observed age $a$ and true age $a_{t}$ is defined as $a=a_{t} e^{\varepsilon_{a}}$ rounded to the nearest positive integer, where $\varepsilon_{a}$ follows a normal distribution with mean 0 and standard deviation $\sigma_{u} . \sigma_{u}$ values exceeding 0.5 yield unrealistically large age measurement errors and are therefore excluded from consideration. All other specifications and procedures align with those outlined in the thesis.

Table 6.3: Relative root mean squared error (RRMSE) for von Bertalanffy growth model parameter estimates from 1000 simulation iterations. Log-normal model is used for both length-at-age and age measurement error. The length at age 0 was fixed at 3 cm . The simulation study considered different length bin sizes indicated with "cm" in the first column and various $\sigma_{u}$ 's for age measurement error indicated in the first row.

| $\sigma_{u}$ |  | 0.1 |  |  | 0.3 |  |  | 0.5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP |
| RRMSE |  |  |  |  |  |  |  |  |  |
| 1 cm |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 2.6 | 2.6 | 4.5 | 3.6 | 3.6 | 25.4 | 3.9 | 3.9 | 37.9 |
| $k$ | 3.3 | 3.2 | 5.7 | 5.3 | 5.3 | 64.7 | 6.6 | 6.6 | $>100$ |
| CV | 6.7 | 6.5 | 12.5 | 7.2 | 7.2 | 74.6 | 7.1 | 7.1 | >100 |
| $\sigma_{u}$ | 35.4 | 32.4 | - | 14.9 | 14.8 | - | 12.6 | 12.6 | - |
| 2 cm |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 2.7 | 2.7 | 4.5 | 3.8 | 3.8 | 25.4 | 4.0 | 4.0 | 38.6 |
| $k$ | 3.8 | 3.8 | 6.1 | 5.8 | 5.8 | 64.5 | 6.9 | 6.9 | $>100$ |
| CV | 6.3 | 6.5 | 12.7 | 7.4 | 7.4 | 75.1 | 6.8 | 6.8 | >100 |
| $\sigma_{u}$ | 36.6 | 36.2 | - | 15.7 | 15.6 | - | 12.9 | 12.9 | - |
| 3 cm |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 2.7 | 2.6 | 4.6 | 3.7 | 3.7 | 25.5 | 4.0 | 4.0 | 38.4 |
| $k$ | 3.6 | 3.6 | 6.4 | 5.8 | 6.6 | 63.8 | 6.5 | 6.5 | $>100$ |
| CV | 6.2 | 6.1 | 13.7 | 6.9 | 6.9 | 76.2 | 6.6 | 6.6 | $>100$ |
| $\sigma_{u}$ | 34.1 | 32.5 | - | 15.6 | 16.9 | - | 13.1 | 13.1 | - |
| 5 cm |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | 2.7 | 2.7 | 4.7 | 3.7 | 3.6 | 25.7 | 4.1 | 4.1 | 38.8 |
| $k$ | 3.7 | 3.7 | 6.4 | 5.4 | 5.4 | 61.7 | 7.0 | 7.0 | 160.9 |
| CV | 6.5 | 6.3 | 14.8 | 7.153 | 7.1 | 80.5 | 6.8 | 6.8 | 133.4 |
| $\sigma_{u}$ | 33.7 | 31.7 | - | 15.7 | 15.7 | - | 13.6 | 13.6 | - |

[^0]Table 6.4: Relative bias (RelBias) for von Bertalanffy growth model parameter estimates from 1000 simulation iterations. Log-normal model is used for both length-at-age and age measurement error. The length at age 0 was fixed at 3 cm . The simulation study considered different length bin sizes indicated with " cm " in the first column and various $\sigma_{u}$ 's for age measurement error indicated in the first row.

| $\sigma_{u}$ |  | 0.1 |  |  | 0.3 |  |  | 0.5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP | SEV EP | SEV CEP | EP |
| RelBias |  |  |  |  |  |  |  |  |  |
| 1 cm |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | $-1.1$ | -1.1 | -3.7 | $-1.1$ | -1.1 | -24.5 | -0.7 | -0.7 | -36.8 |
| $k$ | 1.2 | 1.1 | 4.8 | 1.7 | 1.7 | 61.1 | 1.6 | 1.6 | $>100$ |
| CV | 5.0 | 4.9 | 11.0 | 5.0 | 5.0 | 72.2 | 5.0 | 5.0 | $>100$ |
| $\sigma_{u}$ | -20.1 | -18.4 | - | 11.2 | 11.1 | - | 10.7 | 10.7 | - |
| 2 cm |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | $-1.1$ | -1.1 | $-3.8$ | $-1.1$ | $-1.1$ | -24.6 | -0.6 | $-0.6$ | -37.6 |
| $k$ | 1.3 | 1.3 | 5.1 | 1.7 | 1.7 | 60.8 | 1.4 | 1.4 | $>100$ |
| CV | 4.5 | 4.6 | 11.1 | 4.5 | 4.5 | 73.0 | 4.4 | 4.4 | $>100$ |
| $\sigma_{u}$ | -20.5 | -20.2 | - | 12.1 | 12.1 | - | 11.2 | 11.2 | - |
| 3 cm |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | -1.0 | $-1.0$ | -4.0 | -0.7 | -0.7 | -24.6 | -0.1 | -0.1 | $-37.3$ |
| $k$ | 1.2 | 1.2 | 5.5 | 1.3 | 1.2 | 60.0 | 0.8 | 0.8 | $>100$ |
| CV | 4.2 | 4.2 | 12.0 | 3.5 | 3.5 | 74.2 | 3.3 | 3.4 | $>100$ |
| $\sigma_{u}$ | -18.4 | -17.5 | - | 12.6 | 12.8 | - | 11.5 | 11.5 | - |
| 5 cm |  |  |  |  |  |  |  |  |  |
| $L_{\infty}$ | -0.9 | -0.9 | -4.0 | $-0.2$ | $-0.2$ | -24.9 | 0.1 | 0.1 | - 37.9 |
| $k$ | 1.0 | 1.0 | 5.4 | 0.4 | 0.5 | 57.5 | 0.3 | 0.3 | $>100$ |
| CV | 4.2 | 4.1 | 12.8 | 2.6 | 2.6 | 78.1 | 2.7 | 2.7 | $>100$ |
| $\sigma_{u}$ | -18.4 | -17.3 | - | 13.0 | 5413.0 | - | 12.2 | 12.2 | - |

Note: $>100$ are results that are greater than $100 \%$.

### 6.3 Summary figure for Tables 3.3-3.4

In the simulation results detailed in Tables 3.3 - 3.4, diverse methods exhibit consistent trends in the variations of Relative Root Mean Squared Error (RRMSE) and Relative Bias (RelBias) vs the age measurement error standard deviation $\left(\sigma_{u}\right)$ across different growth model parameters ( $L_{\infty}, k, \mathrm{CV}$ ), and various length bin sizes. This shared trend is illustrated by plotting RRMSE and RelBias against $\sigma_{u}$ specifically for $L_{\infty}$ and the 1 cm length bin in Fig. 6.1.


Figure 6.1: Comparisons of relative root mean squared errors (RRMSEs) and relative bias (RelBias) against the age measurement error standard deviation $\left(\sigma_{u}\right)$ in the simulation results corresponding to $L_{\infty}$ and the 1 cm length bin, as presented in Tables 3.3-3.4.

## Bibliography

[1] S. Agarwal and K. Mierle. Ceres solver: Tutorial \& reference. Google Inc, 2(72):8, 2012.
[2] D. Bates, M. Maechler, et al. Matrix: Sparse and dense matrix classes and methods. R package version 0.999375-43, URL http://cran. r-project. org/package= Matrix, 2010.
[3] R. J. Beamish. New information on the longevity of pacific ocean perch (sebastes alutus). Journal of the Fisheries Board of Canada, 36(11):1395-1400, 1979.
[4] B. Bell. Cppad: a package for c++ algorithmic differentiation (2007). URL http://www. coin-or. org/CppAD.
[5] C. W. Berg and K. Kristensen. Spatial age-length key modelling using continuation ratio logits. Fisheries Research, 129:119-126, 2012.
[6] D. A. Binder and Z. Patak. Use of estimating functions for estimation from complex surveys. Journal of the American Statistical Association, 89(427):1035-1043, 1994.
[7] G. Boehlert. Using objective criteria and multiple regression models for age determination in fishes. Collected Reprints, 1(2):145, 1989.
[8] M. J. Bradford. Effects of ageing errors on recruitment time series estimated from sequential population analysis. Canadian Journal of Fisheries and Aquatic Sciences, 48(4):555-558, 1991.
[9] N. Breslow and K. Cain. Logistic regression for two-stage case-control data. Biometrika, 75(1):11-20, 1988.
[10] N. G. Cadigan. A state-space stock assessment model for northern cod, including under-reported catches and variable natural mortality rates. Canadian Journal of Fisheries and Aquatic Sciences, 73(2):296-308, 2015.
[11] N. G. Cadigan and S. E. Campana. Hierarchical model-based estimation of population growth curves for redfish (sebastes mentella and sebastes fasciatus) off the eastern coast of canada. ICES Journal of Marine Science, 74(3):687-697, 2017.
[12] S. Campana. Accuracy, precision and quality control in age determination, including a review of the use and abuse of age validation methods. Journal of fish biology, 59(2):197-242, 2001.
[13] S. E. Campana and E. Moksness. Accuracy and precision of age and hatch date estimates from otolith microstructure examination. ICES Journal of Marine Science, 48(3):303-316, 1991.
[14] S. G. Candy, A. J. Constable, T. Lamb, and R. Williams. A von bertalanffy growth model for toothfish at heard island fitted to length-at-age data and compared to observed growth from mark-recapture studies. CCAMLR Science, 14:43-66, 2007.
[15] S. G. Candy, G. B. Nowara, D. C. Welsford, and J. P. McKinlay. Estimating an
ageing error matrix for patagonian toothfish (dissostichus eleginoides) otoliths using between-reader integer errors, readability scores, and continuation ratio models. Fisheries Research, 115:14-23, 2012.
[16] R. J. Carroll, K. Roeder, and L. Wasserman. Flexible parametric measurement error models. Biometrics, 55(1):44-54, 1999.
[17] R. J. Carroll, D. Ruppert, L. A. Stefanski, and C. M. Crainiceanu. Measurement error in nonlinear models: a modern perspective. Chapman and Hall/CRC, 2006.
[18] E. L. Charnov. Life history invariants: some explorations of symmetry in evolutionary ecology, volume 6. Oxford University Press, USA, 1993.
[19] M. Che, J. F. Lawless, and P. Han. Empirical and conditional likelihoods for twophase studies. Canadian Journal of Statistics, 49(2):344-361, 2021.
[20] Y. Chen, D. Jackson, and H. Harvey. A comparison of von bertalanffy and polynomial functions in modelling fish growth data. Canadian Journal of Fisheries and Aquatic Sciences, 49(6):1228-1235, 1992.
[21] Y. Chen and L. Mello. Growth and maturation of cod (gadus morhua) of different year classes in the northwest atlantic, nafo subdivision 3ps. Fisheries Research, 42(1-2):87-101, 1999.
[22] W. G. Clark. Nonparametric estimates of age misclassification from paired readings. Canadian Journal of Fisheries and Aquatic Sciences, 61(10):1881-1889, 2004.
[23] R. J. Connor and J. E. Mosimann. Concepts of independence for proportions with a
generalization of the dirichlet distribution. Journal of the American Statistical Association, 64(325):194-206, 1969.
[24] J. M. Cope and A. E. Punt. Admitting ageing error when fitting growth curves: an example using the von bertalanffy growth function with random effects. Canadian Journal of Fisheries and Aquatic Sciences, 64(2):205-218, 2007.
[25] A. P. Dempster, N. M. Laird, and D. B. Rubin. Maximum likelihood from incomplete data via the em algorithm. Journal of the royal statistical society: series B (methodological), 39(1):1-22, 1977.
[26] R. Dey, N. Cadigan, and N. Zheng. Estimation of the von bertalanffy growth model when ages are measured with error. Journal of the Royal Statistical Society: Series C (Applied Statistics), 2019.
[27] G. T. Evans and J. M. Hoenig. Testing and viewing symmetry in contingency tables, with application to readers of fish ages. Biometrics, pages 620-629, 1998.
[28] D. A. Fournier, H. J. Skaug, J. Ancheta, J. Ianelli, A. Magnusson, M. N. Maunder, A. Nielsen, and J. Sibert. Ad model builder: using automatic differentiation for statistical inference of highly parameterized complex nonlinear models. Optimization Methods and Software, 27(2):233-249, 2012.
[29] W. A. Fuller. Measurement error models. John Wiley \& Sons, 2009.
[30] S. Gavaris and W. Brodie. Results of comparative fishing between the at cameron and the wilfred templeman during july-august 1983. CAFSAC Res. Doc, 84(41):16, 1984.
[31] C. P. Goodyear. Modeling growth: Consequences from selecting samples by size. Transactions of the American Fisheries Society, 2019.
[32] A. Griewank and A. Walther. Evaluating derivatives: principles and techniques of algorithmic differentiation. SIAM, 2008.
[33] D. H. Hanselman, W. G. Clark, J. Heifetz, and D. M. Anderl. Statistical distribution of age readings of known-age sablefish (anoplopoma fimbria). Fisheries Research, 131:1-8, 2012.
[34] J. M. Hatch. The effects of ageing error on stock assessment for weakfish Cynoscion regalis. PhD thesis, Virginia Tech, 2013.
[35] J. A. Hausman and D. A. Wise. Stratification on endogenous variables and estimation: The gary income maintenance experiment. Structural analysis of discrete data with econometric applications, pages 365-391, 1981.
[36] X. J. Hu and J. F. Lawless. Estimation from truncated lifetime data with supplementary information on covariates and censoring times. Biometrika, 83(4):747-761, 1996.
[37] X. Huang, L. A. Stefanski, and M. Davidian. Latent-model robustness in structural measurement error models. Biometrika, 93(1):53-64, 2006.
[38] R. E. Kass and D. Steffey. Approximate bayesian inference in conditionally independent hierarchical models (parametric empirical bayes models). Journal of the American Statistical Association, 84(407):717-726, 1989.
[39] S. Katsanevakis and C. D. Maravelias. Modelling fish growth: multi-model inference as a better alternative to a priori using von bertalanffy equation. Fish and fisheries, 9(2):178-187, 2008.
[40] D. K. Kimura. Using nonlinear functional relationship regression to fit fisheries models. Canadian Journal of Fisheries and Aquatic Sciences, 57(1):160-170, 2000.
[41] K. Kristensen, B. Bell, H. Skaug, A. Magnusson, C. Berg, A. Nielsen, and M. Maechler. Tmb: Template model builder-a general random effect tool inspired by admb. $R$ package version, 2016.
[42] K. Kristensen, A. Nielsen, C. W. Berg, H. Skaug, and B. Bell. Tmb: automatic differentiation and laplace approximation. arXiv preprint arXiv:1509.00660, 2015.
[43] R. Kumar, N. G. Cadigan, N. Zheng, D. A. Varkey, and M. J. Morgan. A statespace spatial survey-based stock assessment (ssurba) model to inform spatial variation in relative stock trends. Canadian Journal of Fisheries and Aquatic Sciences, 77(10):1638-1658, 2020.
[44] J. Lawless. Likelihood and pseudo likelihood estimation based on response-biased observation. Lecture Notes-Monograph Series, pages 43-55, 1997.
[45] J. F. Lawless, J. D. Kalbfleisch, and C. J. Wild. Semiparametric methods for responseselective and missing data problems in regression. Journal of the Royal Statistical Society: Series B (Statistical Methodology), 61(2):413-438, 1999.
[46] B. Li and G. J. Babu. A graduate course on statistical inference. Springer, 2019.
[47] K. Lorenzen. Toward a new paradigm for growth modeling in fisheries stock assessments: embracing plasticity and its consequences. Fisheries Research, 180:4-22, 2016.
[48] R. D. Methot Jr and C. R. Wetzel. Stock synthesis: a biological and statistical framework for fish stock assessment and fishery management. Fisheries Research, 142:8699, 2013.
[49] C. V. Minte-Vera, M. N. Maunder, J. M. Casselman, and S. E. Campana. Growth functions that incorporate the cost of reproduction. Fisheries Research, 180:31-44, 2016.
[50] Z. Mohammed. Modelling the growth of Northern Cod. PhD thesis, Memorial University of Newfoundland, 2015.
[51] C. C. Monnahan, K. Ono, S. C. Anderson, M. B. Rudd, A. C. Hicks, F. Hurtado-Ferro, K. F. Johnson, P. T. Kuriyama, R. R. Licandeo, C. C. Stawitz, et al. The effect of length bin width on growth estimation in integrated age-structured stock assessments. Fisheries Research, 180:103-112, 2016.
[52] E. H. Moore. On the reciprocal of the general algebraic matrix. Bull. Am. Math. Soc., 26:394-395, 1920.
[53] A. M. Perreault, N. Zheng, and N. G. Cadigan. Estimation of growth parameters based on length-stratified age samples. Canadian Journal of Fisheries and Aquatic Sciences, (999):1-12, 2019.
[54] D. Pfeffermann and M. Sverchkov. Parametric and semi-parametric estimation of
regression models fitted to survey data. Sankhyā: The Indian Journal of Statistics, Series B, pages 166-186, 1999.
[55] K. R. Piner, H.-H. Lee, and M. N. Maunder. Evaluation of using random-at-length observations and an equilibrium approximation of the population age structure in fitting the von bertalanffy growth function. Fisheries Research, 180:128-137, 2016.
[56] A. E. Punt, D. C. Smith, K. KrusicGolub, and S. Robertson. Quantifying age-reading error for use in fisheries stock assessments, with application to species in australia's southern and eastern scalefish and shark fishery. Canadian Journal of Fisheries and Aquatic Sciences, 65(9):1991-2005, 2008.
[57] T. J. Quinn and R. B. Deriso. Quantitative fish dynamics. oxford university Press, 1999.
[58] R Core Team. R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna, Austria, 2022.
[59] R Core Team. R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna, Austria, 2022.
[60] S. A. Reeves. A simulation study of the implications of age-reading errors for stock assessment and management advice. ICES Journal of Marine Science, 60(2):314328, 2003.
[61] N. Region. American plaice, hippoglossoides platessoides, life history and habitat characteristics. In Proceedings of the Symposium on the Potential for Development of Aquaculture in Massachusetts, volume 15, page 17, 1995.
[62] M. Reilly and M. S. Pepe. A mean score method for missing and auxiliary covariate data in regression models. Biometrika, 82(2):299-314, 1995.
[63] L. J. Richards, J. T. Schnute, A. Kronlund, and R. J. Beamish. Statistical models for the analysis of ageing error. Canadian Journal of Fisheries and Aquatic Sciences, 49(9):1801-1815, 1992.
[64] D. B. Rubin. Inference and missing data. Biometrika, 63(3):581-592, 1976.
[65] L. K. Schwarz and M. C. Runge. Hierarchical bayesian analysis to incorporate age uncertainty in growth curve analysis and estimates of age from length: Florida manatee (trichechus manatus) carcasses. Canadian Journal of Fisheries and Aquatic Sciences, 66(10):1775-1789, 2009.
[66] A. J. Scott and C. Wild. Fitting logistic models under case-control or choice based sampling. Journal of the Royal Statistical Society Series B: Statistical Methodology, 48(2):170-182, 1986.
[67] A. J. Scott and C. J. Wild. Fitting regression models with response-biased samples. Canadian Journal of Statistics, 39(3):519-536, 2011.
[68] H. J. Skaug and D. A. Fournier. Automatic approximation of the marginal likelihood in non-gaussian hierarchical models. Computational Statistics \& Data Analysis, 51(2):699-709, 2006.
[69] L. A. Stefanski. Measurement error models. Journal of the American Statistical Association, 95(452):1353-1358, 2000.
[70] P. Stoica and Y. Selen. Model-order selection: a review of information criterion rules. IEEE Signal Processing Magazine, 21(4):36-47, 2004.
[71] E.-Y. Suh and D. W. Schafer. Semiparametric maximum likelihood for nonlinear regression with measurement errors. Biometrics, 58(2):448-453, 2002.
[72] S. D. Team. Stan: A c++ library for probability and sampling (ver. 1.3. 0). 2013.
[73] S. Vincenzi, M. Mangel, A. J. Crivelli, S. Munch, and H. J. Skaug. Determining individual variation in growth and its implication for life-history and population processes using the empirical bayes method. PLoS Computational Biology, 10(9):e1003828, 2014.
[74] L. Von Bertalanffy. A quantitative theory of organic growth (inquiries on growth laws. ii). Human Biology, 10(2):181-213, 1938.
[75] W. Warren, W. Brodie, D. Stansbury, S. Walsh, J. Morgan, and D. Orr. Analysis of the 1996 comparative fishing trial between the alfred needler with the engel 145 trawl and the wilfred templeman with the campelen 1800 trawl. NAFO SCR Doc, 97:68, 1997.
[76] C. Wild. Fitting prospective regression models to case-control data. Biometrika, 78(4):705-717, 1991.
[77] E. Wit, E. v. d. Heuvel, and J.-W. Romeijn. 'all models are wrong...': an introduction to model uncertainty. Statistica Neerlandica, 66(3):217-236, 2012.
[78] G. Y. Yi. Statistical analysis with measurement error or misclassification: strategy, method and application. Springer, 2017.
[79] N. Zheng and N. Cadigan. Likelihood methods for basic stratified sampling, with application to von bertalanffy growth model estimation. Open Journal of Statistics, 9(6):623-642, 2019.
[80] N. Zheng and N. Cadigan. Frequentist conditional variance for nonlinear mixedeffects models. Journal of Statistical Theory and Practice, 17(1):1-30, 2023.
[81] N. Zheng, N. Cadigan, and M. J. Morgan. A spatiotemporal richards-schnute growth model and its estimation when data are collected through length-stratified sampling. Environmental and Ecological Statistics, 27:415-446, 2020.
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