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Abstract

Studying material structure on the atomic scale in solids can give clues as to how that material was

formed, aged, or used. Atoms in solids are constantly in motion. A material’s specific composition

and crystal arrangement results in a unique profile of atomic vibrations. These vibrations, or modes,

can be grouped into two main types; internal modes are higher energy vibrations related to atomic

motion of single atoms or moieties within the unit cell, whereas external modes are lower in energy

and correspond to the collective movement of multiple coordinated atoms or moieties. Past investi-

gations focused on the vibrations of solids have explored the effect of crystalline ordering on internal

modes both experimentally and computationally. In this thesis, I explore the viability of established

experimental and computational methods to examine the influence of structural differences on the

the external mode vibrations using calcium carbonate as a case study material. The experimental

projects focus on infrared spectroscopy. This tool is sensitive enough to observe subtle differences in

the internal modes that are linked to structural differences but has yet to be explored for the external

modes.

We study calcium carbonate systems using infrared spectroscopic methods to understand the im-

pact of structure on vibrational properties. Our initial goal was to correlate novel external mode vi-

bration data trends with the established understanding of internal mode changes and atomic structure

data. We found that the broadness of the external modes makes extracting structural information us-

ing the previous analysis protocols impractical. The results highlight potential pitfalls for researchers

who are new to these spectroscopic techniques. We preach caution when attempting to interpret

energy shifts of external modes as structural differences amongst samples without correlating with

additional experimental methods.

Further experiments focused on photoacoustic infrared spectroscopy, a specialized version of the

technique. Previous works have highlighted but failed to explain how this specialized setup can

enhance the detection of weak internal modes. We sought to determine the mechanism for this doc-

umented phenomenon. While we could not identify the cause of the enhancement, our experiments

and analysis showed that it is intrinsic to the photoacoustic method and eliminated detector satura-

tion, often thought to be the cause, as the root mechanism.
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Finally, I used computational molecular dynamics methods to simulate calcium carbonate vibra-

tions. Using previously published parameters, I was able to generate a vibrational density of states

(VDOS) for the calcium carbonate polymorph aragonite. This work is valuable as alternative com-

putational methods to simulate the external vibrations of calcium carbonates are computationally

expensive. The computed VDOS of aragonite shows a reasonable level of qualitative agreement with

experimental measurements. This work serves as a proof-of-concept and starting point to observe

disorder’s effects on the calculated vibrational density of states.
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For Regan, and our future together.
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Chapter 1

Brief introduction to vibrational spectroscopy

and characterizing solid materials

The interdisciplinary field of materials science focuses on understanding how material structure and

properties are related. Materials science research is often motivated by the drive to design or discover

new materials that can improve application-specific performance, such as heat-resistance concrete

in construction applications10, flame-retardant coatings13 or lightweight high-strength materials for

aerospace and automotive applications32. As with many things, inspiration can often be found in

nature, where biological organisms have refined remarkable and complex materials for eons.

The nature of the thesis relies on an in-depth understanding of the methods (infrared spectroscopy)

and the materials (carbonate minerals). In this way, background information about carbonate mate-

rials is presented before introducing infrared spectroscopy so the reader can understand the interplay

underpinning their relationship in the following chapters.

1.1 Overview

Atomic vibrations are a physical property that can be used to understand the nano-scale structure

of a material. Crystal symmetry and composition dictate the allowed motions of atoms about their

lattice sites. The motions of the atoms are influenced by differences in their environment at local and
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long-range length scales. Structures of real materials incorporate defects such as atomic substitutions

or holes, resulting in changes to the periodicity of the structure either on large scales like lattice

distortion (compression, expansion) or locally (microstrain fluctuations). Changes in symmetry result

in changes to the vibrations of the atoms. By looking at differences in these vibrations, researchers

can gain information as to how that material formed, aged, or was used.27,28,30,34,35,40

Vibrational spectroscopic (VS) techniques offer a non-destructive way to examine the vibrational

properties of a material. A material’s vibrational modes are excited using photons of comparable

energy (infrared, IR) or visible photons (Raman). In this way, vibrations of the material can be

analyzed without inducing a change to the material structure, as these photons are non-ionizing in

both cases. This can be important in contexts where the material is too precious to risk damage or

alteration.27,28,30,35,40 Before describing the details of vibrational spectroscopy, I will describe some

of the kinds of materials questions that vibrational spectroscopy can help answer.

Nacre, known commonly as mother-of-pearl, is an organic/inorganic composite material heavily

researched because of its remarkable mechanical properties. It is the inner shell layer of some bivalve

creatures. Microscopically, it is made of stacked calcium carbonate platelets with thin layers of elastic

biopolymer in between, much like macroscopic brick-and-mortar construction.5,7,41 This combination

of roughly 95% by weight brittle aragonite, the specific calcium carbonate polymorph, and 5% by

weight soft organic polymer results in increased fracture toughness of roughly 3000 times that of

the aragonite polymorph alone.6,11,41 Nacre has been studied for decades at multiple length scales to

understand how the complex hierarchical structure gives rise to its remarkable properties.

Past research focused on explaining the fracture resistance of nacre started with micro-scale exper-

iments designed to explore the properties of laminates.12,31 The discovery of the biopolymers gluing

the tablets together came about due to scanning electron microscopy.1,18,19 The polymer and pro-

tein matrices were determined to play a crucial role in aragonite crystal nucleation and growth.14,36

Transmission electron microscopy showed that the aragonite tablets were not single-crystal but rather

nanograin aragonite crystals with proteins in between the nanograins.1,16 Understanding the en-

hanced toughness of nacre compared to aragonite requires analysis of the hierarchical structure

across these length scales.41 Thus, it is also important to understand the structure of the aragonite
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nanograins themselves.

There are few vibrational mode studies done previously on nacre.24,26,29,33,36,37 Most commonly,

vibrational spectroscopic (VS) methods are used on powdered nacre samples for chemical identifica-

tion of marine bivalve samples.24,26,29,33 Powdering the nacre samples has the drawback of destroy-

ing the hierarchical structure, which is thought to be the source of the high fracture resistance.41

Two studies by Verma et al.36,37 focused explicitly on the structure of nacre using specialized types of

vibrational spectroscopy. These investigations looked at the aragonite-protein interface and the wa-

ter organization, respectively. These investigations advanced the understanding of how the complex

structure of nacre responds to applied stresses.

Looking beyond nacre, others have examined the structure of geogenic and anthropogenic calcium

carbonate samples using VS methods for archaeological contexts. Regev et al. developed grinding

curves, an analysis method for VS data using calcite samples. They showed that specific trend lines

could be linked to the geogenic or anthropogenic origins of the mineral.30 Poduska and colleagues

combined these grinding curves for calcite with simulations of local disorder to decouple experimental

optical effects from sample-related crystallinity differences, further extending the usefulness of vibra-

tional spectroscopic data analysis.27 Toffolo and Boaretto used similar experimental techniques to

show the unexpected presence of aragonite in archaeological samples as well as used these methods

to track the nucleation of aragonite under controlled conditions to explain how the aragonite crys-

tals could persist in such samples.35 Xu et al. were the first to link the structural disorder signatures

from powder X-ray diffraction, a ubiquitous structural characterization technique, in rock and plaster

calcite samples with vibrational data.40

1.2 Vibrations in solids

In solid materials, the basis atoms are not rigidly pinned to the lattice site; instead, they can move

about their equilibrium positions to varying degrees based on the symmetry of the crystal. This motion

is random and driven by thermal energy fluctuations in real unperturbed systems. When the system

is perturbed in some way, such as by absorbing a photon, the atoms will vibrate at natural frequencies

intrinsic to the system. These are known as vibrational modes.
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In its simplest form, the atomic vibrations of solid materials are complex, as they contain numbers

of atoms on the order of Avogadro’s number (1023). While detailed analysis of this topic has been

explained in many undergraduate and graduate textbooks, such as Marder17 or Kittel15, it is essential

to highlight some important aspects of it here again.

It is possible to describe the fundamental behavior of the vibrational modes using a basic di-

atomic mass-spring model where the masses are atoms in the solid, and the chemical bonds are the

springs.15,17 The potential energy of a harmonic (Hooke-ian) oscillator is
1
2

Kq2, where K is the force

constant of the spring and q is the displacement of the oscillator. In our example, the spring constant,

K, is determined by the chemical bonds and local environment, and the atoms are the oscillators

with displacement q. To solve for the energy states of the system, one can use the time-independent

Schrödinger equation,

− ( h̄
2m)

2 ∂ 2Ψ

∂q2 +(E− 1
2Kq2)Ψ = 0 (1.1)

which results in the energies of the vibrations, En,

En = (n+ 1
2)hν , (1.2)

where n is the vibrational quantum number, h is the Planck constant, and ν is the vibrational fre-

quency of the diatomic system. For two different masses, A and B, ν is given by 1
2

√
K
µ

, where µ is

the reduced mass of the system, (mAmB)
(mA+mB)

. Solids are significantly more complex than the preceding

diatomic example. Nevertheless, the fundamentals of the vibrational energy states remain the same.

The most important thing to note is the influence of mass on the energy states.

For this thesis work, we consider two main types of vibrational modes in solids: external and

internal. External modes are the collective translations of multiple correlated atoms. Internal modes

are vibrations of a moiety within the unit cell.
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1.3 Vibrational spectroscopy

Information related to a material’s structure can be gained by examining differences in the internal

vibrational modes.39,40 Vibrational spectroscopic techniques excite vibrational modes, or phonons, in

the sample by irradiating the system with light and measuring the response. Spectroscopic methods

are often used for chemical identification, as each compound will have a unique vibrational spec-

trum.8,22

Infrared spectroscopy, one of the most commonly used types of vibrational spectroscopy, excites

the vibrational modes of a solid by perturbing it with infrared photons.8,23 For a vibrational mode to

be IR-active, it must cause a dipole moment in the molecular bond. In contrast, Raman Spectroscopy,

another vibrational spectroscopy, explores the vibrational modes via Stokes or anti-Stokes (inelastic)

scattering of visible photons.17 For the inelastic scattering to occur, it must induce a polarizability

change in the molecular bond. Infrared spectroscopy is the experimental method employed in this

dissertation.

Photons are quantized amounts of electromagnetic energy. Vibrational modes in solids are the

energy states of the molecular bonds and are also quantized. When a photon of equal energy to a

vibrational state is incident on the molecule, it will be absorbed, causing the bonds to vibrate with

the same frequency. Only photons of the correct energies can be absorbed to excite that material’s

specific vibrational modes. These vibrations are linked to the chemical composition and the lattice

arrangement. In this way, it is possible to distinguish between different materials or even polymorphs

based on the unique vibrations that are excited.

Modern infrared spectroscopy uses interferometry and the Fourier Transform to quickly measure

sample absorption of the infrared radiation; this is known as Fourier Transform infrared spectroscopy

(FTIR).2,8,22 Even amongst FTIR instrumentation, multiple sub-types exist, each with advantages and

disadvantages. While the data collection is similar, often using the same spectrometer, data processing

and interpretation can significantly differ. A knowledge gap in the literature exists related to the

nuances among specific methods.

The most basic and widely used method is transmission FTIR. The sample is mixed with an optical
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dilutant material, pressed into a pellet, and placed directly in the beam path. The sample preparation

required for transmission FTIR leads to potential problems of sample-to-sample reproducibility, not to

mention the preparation time required.3,4,27 Attenuated total-reflectance (ATR) FTIR is an alternative

method that works by passing the IR beam into a high refractive index crystal.2 The sample is then

placed directly in contact with the ATR crystal, allowing IR light to be absorbed. The advantage

here over transmission FTIR is less required sample preparation. Photoacoustic spectroscopy (PAS)

is the method of choice for samples that are strongly absorbing solids or viscous liquids that cannot

be ground or are insoluble in common solvents.22,23 Rather than measuring the transmitted infrared

radiation, PAS measures thermal waves induced in the sample after absorbing the infrared light. These

techniques are well established in the literature for sample composition identification. Only recently

have investigators begun to use these methods to assess structural differences in samples.27,39,40

In the past two decades, multiple research groups have used infrared spectroscopic methods to

assess structural differences between calcium carbonate mineral samples.27,30,40 Regev et al. devel-

oped an analysis based on the variation of internal vibrational peak height ratios in transmission FTIR

measurements. Calcium carbonates with different formation methods followed unique trend lines

(“grinding-curves”), enabling researchers to quickly distinguish between geogenic and anthropogenic

calcite samples. Later work extended grinding-curves’ usefulness by combining simulations with spec-

tral analysis to decouple spectral peak narrowing due to particle size and peak broadening due to

atomic disorder effects in FTIR measurements.27 Xu et al. combined FTIR peak height measurements

with powder X-ray diffraction measurements to link shifts in grinding-curves with atomic disorder

of calcite samples in the way of lattice stain and microstrain fluctuations.40 These previous inves-

tigations focused on analyzing the internal carbonate vibrations using infrared spectroscopy. There

remains much to be understood about what structural information can be gained by exploring trends

in the external vibrational modes.

1.4 Summary of thesis work

My research focuses on how the nuances of different infrared spectroscopic methods may be used to

understand material structure better. For this reason, it was necessary to select a sample material
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suitable for all measurements and calculations. Calcium carbonate was selected for the following

reasons:

• relevant samples can be purchased, synthesized easily, or collected outdoors,

• calcium carbonate polymorphs have distinct, yet simple, spectra for the internal carbonate vi-

brations and are well studied in the literature,27,28,30,34,35,39,40

• minimal experimental or computational work has been done to date related to the external

vibrations of these materials.

This dissertation involves the interpretation of data collected experimentally and generated com-

putationally. It consists of two experimental projects as well as a related computational component.

1.4.1 Chapter 3: Far infrared external modes

Infrared spectroscopic data of external vibrational modes for calcite samples highlighted data inter-

pretation challenges related to the overlapping broad spectral peaks and is the subject of Chapter 33.

Asynchronous data collection of internal and external modes was done for the samples. The same

samples were measured without being disturbed. Only a swap to the apparatus optics (beamsplitter

and detector) was necessary. Observed changes in the vibrational modes were then correlated with

powder X-ray diffraction (PXRD) data to determine the effects of structural differences on all modes,

internal and external. Nomenclature in this work refers to internal carbonate modes as “local” modes

and external modes as “lattice”.

This work is published as S. Campbell and K. M. Poduska. Incorporating far-infrared data into

carbonate mineral analyses. Minerals, 10(7):628, 2020. doi: 10.3390/min10070628.

1.4.2 Chapter 4: Photoacoustic enhancement

An alternative FTIR detection method, photoacoustic FTIR (PAS), enhances typically weak spectral

features compared to transmission FTIR.4 The use of this technique on calcium carbonates and an

investigation into the enhancements observed is the subject of Chapter 4. Due to limitations related to
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internal optics, this method was limited to the Mid-IR range. This makes the technique non-optimal

when focused on understanding the external modes, but it is not without a place in developing a

broader approach to structural characterization. Previous work by our group and others using PAS

has highlighted significant enhancements to the peak intensities of the weaker modes in the Mid-IR

region.20,21,25,38 As this energy range is one of the anchor points in this study, understanding whether

this enhancement is intrinsic to the method as well as the mechanism for this signal increase is a high

priority.

This work is published as S. Campbell, M. Dusseault, B. Xu, K. H. Michaelian, and K. M. Poduska.

Photoacoustic detection of weak absorption bands in infrared spectra of calcite. Applied Spectroscopy,

75(7):795–801, 2021. doi: 10.1177/00037028211009212. PMID: 33783238.

1.4.3 Chapter 5: Simulations of aragonite

The computational component, which is the focus of Chapter 5, uses molecular dynamics simulation

methods and, as such, is written in a self-contained fashion while also being discussed in Chapter 6.

Computational modeling of the vibrational modes of calcite and aragonite is compelling. It enables

the investigator to make targeted changes to the sample that would be impractical or impossible to

control with synthesized or natural samples. Modeling the internal carbonate vibrations of these ma-

terials has successfully been done using Density Functional Theory (DFT) methods. DFT simulations

previously used to explore the internal vibrational modes of calcium carbonate are not computation-

ally feasible to explore the external modes9. The external modes are also quite dispersive. Molecular

dynamics simulations of calcium carbonate using mature and available software should allow for gen-

erating a vibrational density of states (VDOS), a similar type of data to that collected experimentally

using vibrational spectroscopic methods. Initial investigations into the use of molecular dynamics

simulations to examine the vibrational density of states (VDOS) of aragonite, a calcium carbonate

polymorph, is the subject of Chapter 5. This work explores the viability of currently available force-

field parameters of calcium carbonate using the molecular dynamics package GROMACS to simulate

the crystal vibrations. Our ultimate goal is to use these simulations to understand how the vibrational

modes change with different types of structural disorder.
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This chapter is written in a manuscript style but is not yet submitted for publication.

1.5 Statement of Contribution

The Chapters of this thesis are written in a manuscript-style format. Chapters 3 and 4 are reproduced

verbatim from co-authored papers published in Minerals and Applied Spectroscopy, respectively, and

reprinted with appropriate permissions. The contributions of the co-authors mentioned above are

described in detail at the beginning of each chapter. For the remaining chapters, I performed all

the data generation (computational), collection (experimental), and analysis and wrote them. My

supervisor, Dr. Kristin M. Poduska, and my supervisory committee, Dr. Alison Malcolm and Dr. James

LeBlanc, provided me with comments and feedback.

Figures 2.5 and 2.3 are used under the terms of their respective licenses. Figure 2.1 is reproduced

and modified with permission from Elsevier. All others are my own.
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Chapter 2

Experimental details

This dissertation focuses on data interpretation of different experimental infrared (IR) spectroscopy

techniques. To discuss these topics adequately, one must understand the instrumentation and sam-

ple preparation differences for the different flavors of IR spectroscopy: transmission, attenuated total

reflectance (ATR), and photoacoustic (PAS). While these types of IR spectroscopy are all designed to

measure the vibrational modes of the sample, how this happens in practice is very different. Addition-

ally, I compare these with the instrumentation and sample preparation for powder X-ray diffraction

(PXRD), a complementary material characterization technique.

Using a well-understood sample material is important to address the measurement-related ef-

fects on the collected data. I use calcium carbonate as the case study material for this dissertation

in part due to the expertise of my research group. Further, calcium carbonates are topical in var-

ious fields, such as geoscience, astronomy, archaeology, construction materials, and biomineraliza-

tion.8,19,21,31,35,36,44 Investigations in these research areas commonly make use of PXRD to identify

materials by their crystal structures. They also often use vibrational spectroscopic methods due to

their ability to identify the presence of calcium carbonate, either uniquely or in conjunction with

chemical species related to its formation or degradation.8,10,19,21,32,33,40–43
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Figure 2.1 The electromagnetic spectrum, from the radio to UV regions, in various energy units. Energies
relevant to this thesis are boxed in red. kBT indicated for reference. Figure modified from El Haddad et al.16

Used with permission.

2.1 Infrared spectroscopic methods

Infrared spectroscopy offers researchers a non-destructive way to examine the material structure,

even in cases where the material is poorly crystalline or amorphous. The energies of infrared light

and the vibrational modes of a solid are on the same order of magnitude. Thus, it is possible to

excite these vibrational modes by irradiating the system with infrared light. This way, it is possible

to quickly distinguish between different materials or polymorphs based on the unique combination of

vibrational modes. These spectra are often referred to as fingerprint spectra since they are used to

identify a material or mixture of materials.1–5,15,25,26,28,29 The vibrations are linked to the chemical

composition and the lattice arrangement. However, it is impossible to use infrared spectroscopy alone

to determine crystal structure or identify specific structural disorder types.42
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The most commonly used energy regime for infrared spectroscopy is the Mid-range infrared (Mid-

IR) covering 400-4000 cm−1 (about 2.5-25 µm). The internal carbonate vibrational modes of calcium

carbonate fall in this range. Much less common in the literature is the Far infrared region (80-650

cm−1, equivalent to 15.4-125 µm), which hosts the external vibrational modes of calcium carbonate

minerals. Figure 2.1 highlights the Mid-IR and Far-IR regions of the electromagnetic spectrum and

contrasts them with other typical spectroscopic regimes. External vibrational modes are lower in

energy than their internal mode counterparts. For calcium carbonates, these modes are related to the

relative motion of the calcium and carbonate units.

2.1.1 Fourier Transform Infrared Spectroscopy

Fourier transform infrared (FTIR) spectroscopy, a type of infrared spectroscopy, has effectively iden-

tified crystallinity-related differences in calcite.32,33,36,40,41 Differences in the Mid-IR vibrational sig-

natures of calcite with different origins were linked to structural differences identified using Powder

X-Ray diffraction (PXRD). The spectra of more crystalline samples showed sharper, narrowed peaks,

while peak broadening and reduced intensities indicated samples with more disorder.32,36,40 Changes

in the local atomic environment affect the Mid-IR vibrations by shifting the energies of peaks, peak

broadening, and relative peak intensity differences.

Two sub-types of FTIR spectroscopy, attenuated total reflectance and photoacoustic, are the exper-

imental focus of this thesis work. Both methods make use of the same primary spectrometer with a

different attachment. What follows is a summary of the basic operating principles of the technique,

with more specific details about each to follow.

The FTIR spectrometer

FTIR was developed to reduce the data acquisition times of the original dispersive IR spectrometers.7

Figure 2.2 shows a schematic diagram of an FTIR spectrometer that uses a Michelson interferometer.

The infrared beam is created by a broadband thermal source (globar) (Figure 2.2A) as it emits light

approximately like a black body (Planck radiator) over the wavenumber region of interest (Mid-IR

4000-400 cm−1, Far-IR 400-80 cm−1). The infrared beam enters the Michelson interferometer, which
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Figure 2.2 A schematic picture of the FTIR spectrometer highlighting the use of a Michelson interferometer.
The infrared source (A) generates the initial beam. The beam splitter (B) divides the initial IR beam into two
beams with half the source intensity. The stationary mirror (C) and the moving mirror (D) are used to create a
path difference for the two beams, resulting in interference. The interfered IR beam is incident on the sample
(E), with the final interferogram being recorded at the detector (F, FTIR-Op, and ATR) or in the PAS cell (E,
FTIR-PAS).
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consists of a beam splitter, a fixed mirror, and a moving mirror (Figure 2.2B, C, and D, respectively).

The beam is split into two beams of equal intensity via the beam splitter. The beams are reflected by

both the fixed and moving mirrors. The moving mirror oscillates at a rate referred to as the mirror

speed that is set via the control software.

Moving one mirror creates a path difference, which causes the beams to interfere. As a result, each

wavelength generated from the broadband source is modulated at a different frequency. This way, the

entire wavelength range is recorded simultaneously as an interferogram: light intensity, I as a function

of mirror displacement, ∆x. The Fourier transform is then used to convert the interferogram (I vs. ∆x)

into a spectrum (I vs. wavenumber, λ). In practice, the data is processed via the Fast Fourier Transform

(FFT) algorithm. The specific value of the mirror speed determines the modulation frequency at the

wavenumber of a helium-neon laser (15800 cm−1) and is sometimes reported synonymously as this

modulation frequency (OPUS software). Every subsequent wavenumber of the IR beam is modulated

at a proportionally lower frequency.

Data collection for transmission (absorption) FTIR methods is often straightforward in the Mid-IR

range (4000-400 cm−1). The preparation involves grinding solid samples, diluting them with a non-

Mid-IR active material (often potassium bromide, KBr), and pressing them into a sample pellet. The

pellet is placed in the beam path where infrared radiation is absorbed by the atoms at energies corre-

sponding to the specific mode energies.32,41 With minor changes to the optics of many commercially

available spectrometers (swapping the beamsplitter and detector), it is possible to collect vibrational

data for lower energy external vibrations in the Far-IR region (400-80 cm−1). Far-IR data collection

also requires alternative optical dilutants, as KBr strongly absorbs these energies. ATR-FTIR was used

for the experimental investigation into calcium carbonate external modes as it avoids this sample

preparation.

Attenuated total reflectance infrared spectroscopy

Attenuated total reflectance (ATR) is a phenomenon that occurs due to a specific ratio of indices of

refraction between two materials.7 Figure 2.3 shows how this is applied in IR spectroscopy. The mod-

ulated IR beam is passed into a specialized apparatus that contains an ATR crystal, often a diamond,
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Figure 2.3 Schematic diagram of the attenuated total reflectance leveraged in ATR-FTIR. The components of
the evanescent wave absorbed by the sample are absent when the spectrometer records the interferogram.
Image created by Fulvio314, used under CC BY-SA 3.0 https://creativecommons.org/licenses/

by-sa/3.0, via Wikimedia Commons

where it undergoes total internal reflectance. The sample is in direct contact with the ATR crystal.

At this interface, an evanescent wave penetrates the sample normal to the crystal. As with other IR

spectroscopic measurements, specific beam energies that correspond to the vibrational modes of the

sample are absorbed. The remaining beam passes out of the ATR attachment and is measured by the

spectrometer, again as an interferogram. A Fourier transform results in the sample spectrum.

Photoacoustic infrared spectroscopy

As an alternative to transmission or ATR measurements, commercially available spectrometer attach-

ments can be used to leverage the photoacoustic effect.6 Transmission and ATR sample spectra are

produced by taking the ratio of the unadulterated IR beam with the sample signal. In cases where sam-

ples are strongly absorbing, this results in a zero-division and appears as a saturation of the detectors.

Photoacoustic FTIR spectroscopy (FTIR-PAS) relies on applying the photoacoustic effect. Some energy

is absorbed when modulated infrared light is incident on a sample. This results in heating within the

sample and producing thermal waves within the bulk. The thermal waves cause a cyclic expansion and

contraction of the material. Photoacoustic detectors for FTIR spectrometers are specifically designed

to measure these thermal waves. The spectrum is produced by dividing the sample signal intensity

by a strongly absorbing reference material signal, usually carbon-black, eliminating the possibility of

a zero-division. FTIR-PAS does not require sample preparation, which is useful for samples that are

challenging to grind and press into a pellet, as is required for transmission measurements. Much

like ATR-FTIR previously discussed, photoacoustic FTIR is non-destructive, able to characterize small

https://creativecommons.org/licenses/by-sa/3.0
https://creativecommons.org/licenses/by-sa/3.0
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Figure 2.4 Schematic diagram of the photoacoustic cell. The interfered IR beam (red) is directed into the cell
from the IR spectrometer and incident on the sample. The carrier gas transfers the thermal waves (black)
created in the sample to the cantilever.

amounts of sample, and can also be used to examine poorly crystalline or amorphous samples.

Figure 2.4 shows a schematic diagram of a photoacoustic cell. Modulated IR light is directed into

the photoacoustic cell and onto the sample. Part of the radiation is absorbed by the sample, causing

temperature oscillations. For greater details on this process, the reader is referred to Photoacoustic IR

Spectroscopy: Instrumentation, Applications and Data Analysis by Kirk H. Michaelian.27 The following

is a summary based on those details. The temperature oscillations are proportional to P0(1−Rs)βe−βx,

where P0 is the power of the incident IR light, Rs is the amount reflected by the sample, β is the

samples’ absorption coefficient, and x is the depth in the sample at which the temperature oscillations

are induced. The thermal diffusion length, µs =
√

α

π f , is defined as the distance at which the thermal

wave amplitude decays to 1
e of its original magnitude, where α is the thermal diffusivity of the sample

and f is the modulation frequency of the IR light. The sample is in contact with the atmosphere inside

the detector, known as the carrier gas. The cyclic expansion of the sample produces a pressure wave in

the carrier gas, which is detected acoustically via the cantilever. The Fourier transform of the acoustic
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wave is the photoacoustic signal of the sample.

Data collected in the ambient atmosphere will have peaks related to water vapor and carbon

dioxide as they are abundant IR-absorbing molecules. The PAS cell can be purged using another dry

gas, such as nitrogen or helium, to reduce these unwanted signatures. These diatomic molecules do

not have dipole moments and, thus, will not absorb the infrared radiation. Aside from eliminating

unwanted ambient signals, this has the added benefit of improving the signal-to-noise ratio as the

lighter gases carry the photoacoustic signal more efficiently.25 Often, nitrogen is used as it is less

expensive and more readily available.

At times, it is desirable to have a photoacoustic (PA) sample spectrum that resembles the same

samples’ transmission (absorption) spectrum. Certain features may be saturated in a photoacoustic

experiment depending on sample properties. Spectral linearization, first developed by Burggraf and

Leyden, is a calculation that uses the photoacoustic signal amplitude and phase.9 The Fast Fourier

Transform of a PA interferogram yields a Real, Re, and Imaginary, Im, spectrum. The typical PA spec-

trum reported is the power spectrum, qs = (Re2
s + Im2

s )
1
2 . Then, a normalized PA spectrum is the ratio

of a sample spectrum and a reference spectrum, qn =
qs
qr

. A linearized spectrum is instead calculated

as ql =
q2

s
(ResImr−ImsRer)

, using the Real and Imaginary components of both the sample and reference

spectra. This procedure greatly reduces saturation effects observed in PA spectra.12 For greater details

and application situations, the interested reader is again referred to the superb text, Photoacoustic IR

Spectroscopy: Instrumentation, Applications and Data Analysis by Kirk H. Michaelian.27

All IR data presented in this thesis were collected using Bruker FTIR spectrometers. Transmission,

ATR, and PAS measurements were done at Memorial University using a Bruker Vertex 70V spectrom-

eter equipped with a Platinum Diamond ATR attachment (ATR) or a cantilever-based Gasera PA301

photoacoustic cell (PAS). Additional PAS measurements using a Bruker IFS 66v/S with an MTEC 300

microphone-based cell were done at the Canadian Light Source (CLS) mid-infrared beamline. Further

details for ATR measurements are given in Section 3.2 of Chapter 3, whereas details related to PAS

measurements are given in Section 4.2 of Chapter 4.
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Figure 2.5 Schematic of the crystal structures of (a) calcite and (b) aragonite. Image modified from Xu and
Poduska (2014)40. Used under the terms of the Creative Commons Attribution-NonCommercial 3.0 License
(CC BY-NC 3.0)

2.2 Vibrational modes in CaCO3 polymorphs

The calcite crystal structure, shown in Figure 2.5(a), can be described with a hexagonal unit cell

(space group P31m) that contains four formula units, arranged in an alternating layered pattern (in

the x-y plane) of calcium ions and carbonate (CO−2
3 ) units.34 The crystal structure of aragonite (Figure

2.5b) is orthorhombic. Rather than the stacked layered structure of calcite, aragonite is made of four

formula units in a staggered arrangement.

The vibrational modes for calcite are derived from an analysis of its primitive rhombohedral

unit cell, which contains ten atoms (two formula units). Many different theoretical and experi-

mental studies have verified the energies and symmetries of calcite’s 27 possible optical vibrational

modes8,20,22,37. Four possible vibrations within a single carbonate moiety exist, but only three have

a dipole moment that makes them IR-active. In the literature, these three modes have the following

labels: ν2 designates out-of-plane bending, ν3 is asymmetric stretching, and ν4 is in-plane bending or

wagging.37,43

The external vibrational modes are more challenging to describe because they involve relative

translations and librations of the calcium and carbonate ions. Due to the comparable energies of two
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pairs of two vibrations, I opt not to use the spectroscopic designations, νX . The spectral peaks associ-

ated with these external modes are more often detected and reported as three bands: 300 cm−1 (com-

prised of ν6 and ν8, which we designate in this work as B1), 220 cm−1 (corresponding to ν9, which we

call B2), and 100 cm−1 (comprised of ν7 and ν10, which we refer to as B3).8,10,21,37 Experimentally

determined vibrational mode frequencies for calcite measured by Hellwege et al. are summarized in

Table 2.1.18 Similarly, vibrational mode frequencies measured by Couture are summarized in Table

2.2.14

Table 2.1 Experimentally reported values of IR vibrational mode frequencies of calcite. Spectroscopic desig-
nations are taken from Farmer37, energy values ( cm−1) taken from Hellwege et al.18

Designation νexp [cm−1] νexp [THz] Description
ν7 92 2.8 external mode
ν10 102 3.1 external mode
ν9 223 6.7 external mode
ν8 297 8.9 external mode
ν6 303 9.1 external mode
ν4 712 21.3 internal mode (wag)
ν2 872 26.1 internal mode (bend)
ν3 1407 42.2 internal mode (stretch)

ν1 +ν4 1798 53.9 internal mode (combination)

Table 2.2 Experimentally reported values of IR vibrational mode frequencies of aragonite. Spectroscopic
designations are taken from Farmer37, energy values ( cm−1) taken from Couture14.

Designation νexp [cm−1] νexp [THz] Description
– 113 3.4 external mode
– 146 4.4 external mode
– 155 4.6 external mode
– 183 5.5 external mode
– 193 5.8 external mode
– 208 6.2 external mode
– 217 6.5 external mode
– 222 6.7 external mode
– 250 7.5 external mode
– 263 7.9 external mode
– 276 8.3 external mode
– 287 8.6 external mode
ν4 699,712 21.0, 21.3 internal mode (wag)
ν2 870,875 26.1, 26.2 internal mode (bend)
ν1 1085 32.5 internal mode (stretch)
ν3 1490 44.7 internal mode (stretch)



25

 A
T

R
 In

te
ns

ity
 [a

rb
. u

ni
ts

]

1600 1400 1200 1000 800 600 400 200

 Wavenumber [cm
-1

]

<--- Mid IR | Far IR --->

 ν8 / ν6

 ν10 / ν7
 ν9

Figure 2.6 Example infrared spectrum of calcium carbonate polymorph calcite (black) and a calcite-aragonite
mixture (red). Vibrational mode centers for calcite are indicated with dashed lines. The structural arrangement
difference between the two polymorphs is apparent based on the changes to the spectra.

Figure 2.6 shows characteristic ATR-FTIR data for calcite (black curve) and a calcite-aragonite

mixture (red curve). The division between the Mid-IR and Far-IR regions is indicated at 600 cm−1,

but the specific wavenumber value is arbitrary. The division is meant to separate the internal and

external modes visually.37 Mid-IR and Far-IR spectra are collected using the same instrumentation

following a change to the optics. Each region (MIR, FIR) is normalized to the most intense feature to

facilitate relative peak intensity comparisons within, but not between, the regions. No meaning should

be drawn from relative intensities between regions nor differences in the overlap area (roughly 680

cm−1 to 400 cm−1). Overlap region differences are due to optical effects in the instrumentation and

not sample differences.

Changes in the material structure are inferred by examining the spectrum for differences in peak

positions, shapes, widths, and absolute and relative intensities.13,17,32,39 Peak positions correspond

to the energy of the vibrational mode, which depends on the atoms involved and their configuration

in both the local environment (i.e., a unit cell) and over longer range ordering related to the overall

sample crystallinity. These FTIR peak positions can be calculated using density functional theory

(DFT)13,17. Changes in peak widths have been linked to atomic ordering and optical absorption

effects32. Relative peak intensities are also affected by atomic ordering in calcium carbonate materials
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with varying degrees of crystallinity32,33,35,41,42.

2.3 Powder X-ray diffraction

Powder X-ray diffraction (PXRD) data were collected for a subset of samples outlined in Chapter 3 to

correlate observed vibrational mode differences in the FTIR data with crystal structure ordering. PXRD

data collection was only possible for samples with adequate amounts of material, as PXRD requires

more than ATR-FTIR. Further details about the measurement specifics are described in Section 3.2 of

Chapter 3.

PXRD is used to determine lattice plane distances and lattice constants by having monochromatic

X-rays interfere constructively off of the crystal planes. Constructive interference of the X-ray light

occurs according to Bragg’s Law,

nλ = 2d sinθ , (2.1)

where n is an integer, λ is the wavelength of the X-rays, d is the crystal plane spacing, and θ is the

angle between the incident light and the crystal plane. Each crystal plane has a specific angle, θ , to

cause constructive interference. Using a powdered sample means that all possible diffractions will be

recorded by scanning through a range of angles, as the random orientation of the powder results in

all possible crystal orientations. Plane spacing and lattice constants can be calculated based on the

scattering angles. Additionally, Williamson-Hall analysis can extract the samples’ crystalline domain

sizes and microstrain fluctuations from the PXRD data.38,41 The relationship given by equation 2.2

relates Bragg peak properties to the crystalline domain size and microstrain fluctuations as follows:

FWHMcosθ = Kλ

r +4σ sinθ , (2.2)

where FWHM is the full-width at half maximum for a given diffraction peak, θ is the Bragg diffraction

angle of the same peak, r is the crystalline domain size, σ is the microstrain fluctuation, λ is the

incident X-ray wavelength and K is a dimensionless shape factor.
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It is crucial to note that PXRD requires crystalline samples to be effective. Poorly crystalline sam-

ples, such as those often found in heat-formed calcium carbonates, produce broad Bragg peaks un-

suitable for lattice refinements or Williamson-Hall analysis.

2.4 Project methods in subsequent Chapters

2.4.1 Chapter 3: Far infrared external modes

This paper is the first to explicitly connect the Far-IR and Mid-IR spectra for calcite and aragonite.

FTIR-ATR spectroscopy is well suited for external vibrational mode measurements of calcium carbon-

ate samples and the primary experimental method of Chapter 3.10. FTIR-ATR eliminates the need

for an IR transparent matrix material for standard transmission FTIR methods. Similarly, optical win-

dows in the PAS-FTIR cell block Far-IR wavelengths, making that method unsuitable. Further, the use

of ATR-FTIR allows for additional consistency across measurements. Changing the apparatus optics

(beamsplitter and detector) allows asynchronous data collection of both the internal and external

modes without disturbing the sample.

Powder X-ray diffraction (PXRD) was used to provide structural confirmation by an independent

method. An attempt was made to correlate the observed vibrational modes differences with struc-

tural information (microstrain fluctuations, crystalline domain size) determined from PXRD data as

previously done with transmission FTIR measurements of calcite samples.40,41

This work is published as S. Campbell and K. M. Poduska. Incorporating far-infrared data into

carbonate mineral analyses. Minerals, 10(7):628, 2020. doi: 10.3390/min10070628.

2.4.2 Chapter 4: Photoacoustic enhancement

Photoacoustic (PAS) FTIR has enhanced intensities for weak spectral features in the Mid-IR region

compared to transmission FTIR and ATR-FTIR, with no published theoretical explanation.23,24,30,39

Chapter 4 eliminates different possible explanations through carefully designed experiments.11 We

use purchased calcite as a sample due to the clear, non-overlapping spectral bands present in the

Mid-IR energy range. The optics within the PAS cell limit this investigation to this range, as they
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block the beam in the Far-IR region. As the main cause of this enhancement is often thought to be

detector saturation, we began with basic experiments in which data were collected at increasing scan

speeds (mirror velocity). The amount of PAS signal is proportional to mirror speed, as slower speeds

result in greater thermal wave generation. We observed no relative peak intensity or shape changes

in the spectra as the scan speed increased. As additional support, we calculated linearized spectra,

which showed that the varied modulation frequency across the spectral range was not a factor. To

further this point, we collected step-scan data in which the entire spectral range is collected at the

same modulation frequency, ultimately showing no significant difference. Lastly, we collected data

for the same calcite samples using two available PAS cells with different transducers (microphone

and cantilever). All these experiments show the repeatability of the weak peak enhancement while

decisively eliminating saturation as the cause.

This work is published as S. Campbell, M. Dusseault, B. Xu, K. H. Michaelian, and K. M. Poduska.

Photoacoustic detection of weak absorption bands in infrared spectra of calcite. Applied Spectroscopy,

75(7):795–801, 2021. doi: 10.1177/00037028211009212. PMID: 33783238.
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Abstract

Polycrystalline carbonate minerals (including calcite, Mg-calcite, and aragonite) can show distinctive

variations in their far-infrared (FIR) spectra. We describe how to identify mixed-phase samples by

correlating FIR spectral changes with mid-infrared spectra, X-ray diffraction data, and simple peak

overlap simulations. Furthermore, we show how to distinguish portlandite-containing (Ca(OH)2)

mixtures that are common in heated calcium carbonate samples. Ultimately, these results could be

used for tracking how minerals are formed and how they change during environmental exposure or

processing after extraction.

3.1 Introduction

Calcium carbonate minerals (CaCO3), including calcite and aragonite, are relevant for geoscience,

archaeology, construction materials, and biomineralization1,4,8,12,14,22. Mixtures of these carbonate

phases often exist together, and detecting the components that exist in these mixtures can be impor-

tant for tracking how minerals are formed and how they change during environmental exposure or

processing after extraction12,14,18,19. However, there are distinct challenges with these carbonates be-

cause there are multiple polymorphs of CaCO3 (calcite, aragonite, vaterite), and there is the tendency

for amorphous or poorly crystalline phases to exist. This means that standard powder X-ray diffraction

measures alone are not always sufficient to characterize carbonate mineral mixtures effectively.

A quick and easy way to assess small volumes of carbonate materials is infrared spectroscopy,

which is one of the most widely used forms of vibrational spectroscopy. Not only are alloys and

polymorphs often detectable from peak shifts, but amorphous forms of carbonate minerals also show

distinctive infrared spectral variations in the mid-infrared (MIR) range3. This range of energies (400-

4000 cm−1, which is equivalent to 12-120 THz or 25-2.5 microns) corresponds to vibrations within

single carbonate moieties. Even in crystalline calcite, MIR spectra show distinctive peak broadening

trends that are correlated with crystallinity differences arising from greater microstrain fluctuation

values and smaller crystalline domain sizes19. Earlier theoretical work demonstrated that analogous
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crystallinity differences do indeed trigger systematic peak broadening trends3,15.

Carbonates are not often investigated in the Far-IR (FIR) energy range (80-650 cm−1, which is

equivalent to 2.4-19.5 THz or 125-15.4 microns), but FIR spectra can offer valuable insights about

lower energy lattice vibrations that correspond to vibrations among – rather than within – different

carbonate units. In principle, lattice modes should be subject to similar kinds of peak shifts, relative

intensity differences, and broadening effects that are observed in the MIR energy range. However,

there are gaps in the FIR knowledge base for two primary reasons. First, the spectrometer optical

components required for this energy range must be different than the standard ionic alkali halide

(KBr) windows that absorb heavily in the FIR range. Second, theoretical calculations related to lattice

mode energies are lacking because the quantum chemical calculations that work well to study MIR

vibrations are not feasible for lattice modes with high dispersion3.

In this work, we show how experimentally obtained FIR spectra can be a valuable part of carbonate

composition analyses. To do this, we make new and explicit links between FIR and MIR spectra, and

we support our findings with complementary X-ray diffraction data and simple, yet effective, peak

overlap simulations.

3.2 Materials and Methods

3.2.1 Calcite crystal structure and vibrational modes

The crystal structure of calcite is often described with an hexagonal unit cell (space group P31m) that

contains four formula units which are arranged in a way that produces alternating layers (in the x-y

plane) of calcium ions and carbonate units (which are rotated 60◦ with respect to each other)11. The

vibrational modes for calcite are typically derived from an analysis of its primitive rhombohedral unit

cell which contains 10 atoms (two formula units). The energies and symmetries of calcite’s 27 possible

vibrational modes have been verified by many different theoretical and experimental studies1,5,6,16.

There are four possible vibrations within a single carbonate moiety, but only three have a dipole

moment that makes them IR-active. In the literature, these three modes have the following labels:

ν2 designates out-of-plane bending, ν3 is asymmetric stretching and ν4 is the in-plane bending or
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wagging. There are five additional IR-active lattice vibrational modes that are more challenging to

describe because they involve relative translations of the calcium and carbonate ions. These lattice

modes also have spectroscopic designations (ν labels), but because some are close in energy, the

spectral peaks associated with these lattice modes are usually reported as three bands: 300 cm−1

(comprised of ν6 and ν8, which we designate in this work as B1), 220 cm−1 (corresponding to ν9,

which we call B2), and 100 cm−1 (comprised of ν7 and ν10, which we refer to as B3). Excellent

animations of all IR-active local and lattice modes in calcite can be viewed online15.

3.2.2 Samples

Table 3.1 lists nine samples that are the focus of this study. We used a purchased calcite (CaCO3)

powder (Alfa Aesar) as a reference. Other as-received samples were geogenic calcite (Woody Point,

Newfoundland & Labrador, Canada) and biogenic Mg-calcite (sea urchin, Newfoundland & Labrador,

Canada).

Heated samples H1 and H2 were formed by exposing limestone (calcite) to a wood fire outdoors12.

H3, H4, H5 were produced from calcium carbonate powders that were heated in a laboratory oven

to temperatures of 800-900 ◦C, and then slaked with water. The chemistry of heat-treated and slaked

calcite is well-documented in the production of lime binders,14, with mixtures of calcite, aragonite,

and portlandite (Ca(OH)2) being characteristic products of this process. We note that, because the

temperature-dependent sample fabrication process yields inherently mixed-phase samples, it is not

feasible to separate and then quantify the overall aragonite and calcite content within these types of

samples12,14.

Aragonite (sample AR) was synthesized by a solution-based precipitation method involving 25 mL

60 mM Na2CO3 (pH=10.9) added into 25 mL 60 mM CaCl2 (pH=7.2), drop by drop over the span

of three minutes while stirring at 400 rpm and heating at 90◦C. After cooling to room temperature,

the precipitates were separated from the suspension by centrifugation (4000 rpm for 10 minutes),

filtered, and dried at ambient temperature for 12 hours.



38

Name Description
C1 Purchased calcite
C2 Geogenic calcite
M1 Biogenic Mg-calcite
H1 Field-heated calcite12

H2 Field-heated calcite12

H3 Lab-synthesized lime binder20

H4 Lab-synthesized lime binder20

H5 Lab-synthesized lime binder20

AR Lab-synthesized aragonite

Table 3.1 Summary of calcium carbonate samples used in this work.

3.2.3 Attenuated total reflectance IR spectroscopy

All data were collected using a Bruker Vertex 70v vacuum Fourier transform infrared (FTIR) spectrom-

eter with Platinum Diamond attenuated total reflectance (ATR) attachment and a globar (blackbody)

light source. Measurements were made under vacuum with 2 cm−1 resolution. Due to absorbance

characteristics of the spectrometer optics, data were collected two separate spectral ranges using ei-

ther a KBr beamsplitter (4000 cm−1 - 400 cm−1), or a Mylar beamsplitter (650 cm−1 - 80 cm−1).

The data collection procedure involved repeated measurements, regrinding by hand using a mortar

and pestle following each. The rationale for using multiple grinding treatments for our ATR-FTIR

measurements is based on previous experience that shows that grinding sharpens transmission FTIR

spectra when preparing samples in dilute KBr pellets9,12. Although the scattering geometry for ATR

samples is very different from samples diluted in KBr pellets, we observed similar ATR peak sharpening

using successive grinding treatments. Because large particle size are known to broaden ATR peaks,

we use repeated grindings (typically 3-4 times) until the peak shapes show minimal changes, whether

remounting and measuring the same powder, or by grinding and remeasuring a different portion of

the same sample batch. Repeated measurements on the same powder showed variations of detected

peak position ±2 cm−1 (see Supplemental Materials). This allows us to minimize sample-to-sample

differences that could be caused by non-uniform particle size in an efficient and expedient way.

FTIR data in this work are displayed according to the common convention of ATR intensity vs.

wavenumber, where the wavenumber axis is displayed with decreasing values from left to right.
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3.2.4 Powder X-ray diffraction

Powder X-Ray diffraction (PXRD) data were collected for a subset of samples using a Rigaku Ultima

IV in 2θ/θ system using a Cu Kα source. The range 20◦ ≤ 2θ ≤ 70◦ was measured in continuous

scanning mode, with a sampling width of 0.02 degrees and a scan speed of 1 degree/minute. Prior to

measurement, each sample (∼ 2 g) was ground by hand using a mortar and pestle for several minutes.

JADE 2010 software (MDI)7 aided peak indexing and lattice constant refinements on z-corrected and

background-subtracted spectra using 18 calcite peaks.
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3.3 Results

Figure 3.1 shows combined MIR (2000 cm−1- 400 cm−1) and FIR (650 cm−1- 80 cm−1) data for the

calcite-containing samples listed in Table 3.1. All spectra show the three local vibrational modes of

calcite (ν3 near 1425 cm−1, ν2 at 875 cm−1 and ν4 at 712 cm−1) and the three lattice mode bands

(band 1 (B1), near 300 cm−1 (ν6 and ν8), band 2 (B2) centered near 220 cm−1 (ν9), and band 3

(B3) near 100 cm−1 (ν7 and ν10)). The energies of these vibrational modes have been verified by

many different theoretical and experimental studies1,5,6,16.
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Figure 3.1 Representative MIR (2000 cm−1- 400 cm−1) and FIR (650 cm−1- 80 cm−1) spectra for eight calcite-
containing samples, shown on the same plot to demonstrate the extent and overlap of the spectral ranges.
The intensity of each spectrum is normalized to either the ν3 peak (MIR configuration) or the B1 peak (FIR
configuration). Spectra are grouped and offset for clarity.

The spectra in Figure 3.1 are grouped in a way that draws attention to similar types of features. Our

calcite reference (C1, black) is the top curve. Below that are two groupings. The middle group (C2,

H1, and H2, in shades of red) are most similar to the calcite reference, but with slightly broadened

ν3 peaks and decreased B2 and B3 relative peak intensities. The bottom group (H3, H4, H5, M1, in

shades of blue) has a sharp ν3 point, very distinctive broad shoulders from 550-350 cm−1, shifted B1

peaks, and very decreased B2 and B3 relative peak intensities.
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In the following sections, we discuss the FIR data first, and then correlate our interpretations of

the FIR spectral changes with MIR spectra, PXRD data, and peak overlap simulations.
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3.3.1 FIR-ATR

Figure 3.2 gives an expanded view of the FIR (600 cm−1- 80 cm−1) spectra, each of which is normal-

ized to its own B1 peak. The reference calcite (C1) and the middle grouping (H1, H2, C2) have nearly

identical spectral band positions and widths for B1 and B2. The main difference with the reference

calcite is that it has a higher relative B2 band intensity. We do not attempt to ascribe relative intensity

comparisons for band B3 because that spectral feature extends below our low-wavenumber detection

limit.
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Figure 3.2 Representative FIR spectra (600 cm−1- 80 cm−1) for the same samples shown in Figure 3.1. Here,
the intensity of each spectrum is normalized to the B1 peak, and the dashed lines denote the positions of the
B1 and B2 peak maxima in the spectrum for the reference calcite. Spectra are grouped and offset for clarity.

In contrast, the bottom set of spectra (H5, H4, H3, M1) show much more variation in their spectral

features. In all cases, B1 broadens and shows slight position shifts relative to the reference calcite.

Although the position of band B2 remains consistent, that peak is reduced in its relative intensity.

Furthermore, samples H3, H4 and H5 have a broad shoulder on the high-wavenumber side of the B1
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peak that extends well into the MIR region.

3.3.2 MIR-ATR

To explain the FIR spectral differences, it is helpful to link our observations described above with MIR

data for the same samples. Figure 3.3) shows enlarged views of four key MIR regions.
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Figure 3.3 Representative MIR spectra, highlighting regions related to (a) OH, (b) ν3, (c) ν2, (d) ν4 peaks.
Each spectrum is normalized to the intensity of the ν3 peak, and spectra are offset and grouped for clarity. In
(a), the dominant portlandite (Ca(OH)2) peak position is shown with a dashed line; other peaks are related to
water vapor. In (b), the dashed line corresponds to the calcite ν3 maximum. In (c), the dashed lines correspond
to calcite ν2 (875 cm−1), aragonite ν2 (858 cm−1), and calcite 13C ν2 (850 cm−1). In (d), the dashed lines
correspond to calcite ν4 (712 cm−1) and aragonite ν4 (700 cm−1).

The hydroxide region (Figure 3.3a) shows minor water vapor vibrations for all samples in the

4000-3400 cm−1 range. This is a common spectral feature for calcium carbonate powders such as
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ours that were not desiccated prior to measurement. For samples, H3, H4, and H5, there are addi-

tional peaks near 3640 cm−1 that are characteristic of portlandite (Ca(OH)2), which is a well-known

intermediate phase that exists in these kinds of lime binder specimens14.

The same samples that show evidence of Ca(OH)2 in Figure 3.3a also show distinctive ν3 peak

shapes relative to the other samples. In Figure 3.3b, H3, H4, H5 (in the bottom grouping) show a

sharp peak on the low-wavenumber side of the ν3 band. This band shape has been reported previously

in FTIR reflectance spectra of lime plasters,10 but it is not as noticeable in transmission FTIR spectra9.

In contrast, our reference calcite (C1) shows a broad featureless peak centered near 1425 cm−1.

Spectra in the middle grouping (H1, H2, C2) show asymmetric broadening on the high wavenumber

side of the ν3 band; on the other hand, M1 shows extreme broadening on the low-wavenumber side

of the ν3 peak.

The ν2 and ν4 peaks (Figure 3.3c, d, respectively) give further insights into the origins of the

spectral differences. Our reference calcite (C1) shows characteristic peaks centered at 875 cm−1 and

712 cm−1, along with a smaller peak corresponding to the isotopic 13C ν2 vibrational mode at 850

cm−1 21. Heated samples H1 and H2 have the same peak positions as the calcite reference with an

additional weak peak at 858 cm−1 due to aragonite. The relative intensities of the calcite peaks are

reduced compared to the reference. Heated samples H3, H4, and H5 show a further weak peak at

700 cm−1, also due to aragonite, as well as the 858 cm−1 peak found in the other heated samples.

Thus, the heated samples with the most distinctive MIR and FIR spectra are a calcite-rich mixture that

contains both aragonite and portlandite as secondary phases.

The biogenic M1 sample shows a broadened ν2 peak as well as a ν4 peak that is broad and shifted

to slightly higher wave numbers. This ν4 shift is characteristic of Mg-containing calcite, wherein the

lighter mass Mg leads to a higher wavenumber ν4 peak position12.

3.3.3 PXRD

PXRD data were collected for the subset of samples that appeared to be closest to pure calcite (C1, H1,

H2) to look for evidence of secondary phases or structural differences within the calcite portion of the

sample. As an example, Figure 3.4 shows two cases where aragonite appeared as a minor secondary
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phase. Close inspection of the MIR data (Figure 3.3c,d) confirms a small aragonite peak at 858 cm−1.

The presence of aragonite is not surprising given the previous high-temperature exposure of these

samples12.

Focusing on the dominant calcite phase, we extracted lattice constants for the conventional hexag-

onal unit cell (Table 3.2) to determine that H1, H2, and C2 have comparable a lattice constants, but

that the heated samples have slightly contracted c lattice constants. We attempted Williamson-Hall

(WH) analyses to extract crystallite size and microstrain fluctuation values, but the results proved to

be inconclusive, likely due to instrumental broadening dominating the widths of our diffraction peaks

(see Supplemental Material).
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Name a (Å) c (Å)
Literature2 4.989 17.061
C1 4.9895(4) 17.061(1)
H1 4.988(1) 17.049(2)
H2 4.990(1) 17.048(2)

Table 3.2 Refined lattice constants for the conventional hexagonal calcite unit cell. Uncertainty estimates,
based on whole pattern fitting with at least 18 calcite peaks, are shown in parentheses. The literature value
corresponds to JCPDS powder diffraction file 98-000-01412,11

.

3.4 Discussion

Previous work examining calcium carbonate vibrations in the FIR/THz energy range (650 cm−1 -

80 cm−1) is sparse. Nevertheless, we are aware of two detailed studies that focused on identifying

mode energies for a wide range of carbonate minerals,1 and identifying Mg-containing carbonate

alloy phases13.

Brunsentsova et al. report FIR spectra for calcite, dolomite (Ca0.5Mg0.5CO3) and magnesite (MgCO3),

and their data show that the B1 band shifts to higher wavenumbers with higher amounts of Mg incor-

poration1. In a separate study, Sakai et al. used Terahertz Time-Domain Spectroscopy (THz-TDS) to

collect calcium carbonate lattice vibrational data for the 1-6 THz (30-200 cm−1) range, which includes

the B3 band (100 cm−1)13. They reported that changes in B3 intensity could be used to differentiate

among high- and low-Mg calcites, and that the intensity of that band was also influenced by relative

amounts of calcite and aragonite in mixed-phase samples.

In the sections below, we put our observed peak position changes and relative intensity changes

in the context of this previous work to make explicit links between FIR, MIR, and PXRD studies of

calcium carbonate and related minerals. In doing so, we pay special attention to identifying phase

mixtures in carbonate minerals that have been exposed to high temperatures, since this has not been

reported by others.
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3.4.1 FIR peak positions

In our FIR spectra (Figure 3.2), it is the region near the B1 band shows the most variation among

different samples.

The most obvious difference is the broad shoulder that extends from 350-550 cm−1 in a subset

of the heated samples (H3, H4, H5). We attribute this feature to portlandite (Ca(OH)2), since it

correlates perfectly with MIR spectra peaks that are consistent with Ca(OH)2 (Figure 3.3a). As noted

earlier, Ca(OH)2 is a well-known intermediate phase that appears in lime binders,12,14 so it is not

surprising to find this phase in our heated samples. We note that the Ca(OH)2-related shoulder in

FIR spectra is much easier to identify than the weak peaks that appear for this hydroxide phase in the

Mid-IR region (near 3640 cm−1) in Figure 3.3a). In this way, it is much easier to detect portlandite in

FIR spectra than in MIR spectra. However, the fact that this feature is a broad shoulder rather than a

peak means that we do not assign a specific wavenumber to this feature.

Among the heated samples (H1-5), another distinct trend in the FIR spectra is that the B1 band

position varies, while the B2 band does not. Comparing with data in the MIR range, these heated

samples do not show any shifts in their calcite-related peaks (Figure 3.3c,d). However, all heated

samples show evidence of aragonite as a secondary phase, based on MIR features (H1-5 in Figure

3.3c,d) or PXRD data (H1, H2 in Figure 3.4).

We attribute this apparent shift of the B1 peak to the aragonite-calcite phase mixtures in these

heated samples. Previous work by others shows that calcite and aragonite each have broad B1 bands

that overlap in energy1. To demonstrate the implications of this, Figure 3.5a shows how a change in

relative intensity between two broad, overlapping peaks can lead to a continuous shift in the energy

position of the maximum of the combined peaks. Applying this idea to our samples, a more aragonite-

rich mixture could cause the B1 band maximum to shift to lower wavenumber values.

Although the simulated peak overlaps in Figure 3.5a are a simple mathematical exercise, it shows

excellent qualitative agreement with the B1 peak changes that we observe in our mixed calcite-

aragonite samples. Samples H1 and H2 have lesser amounts of aragonite (much lower aragonite

MIR peaks intensities, but aragonite present in PXRD data) and show a B1 shift that is so small that it
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Figure 3.5 (a) A simulation based on a linear combination of two broad, overlapping Gaussian peaks highlights
the effect of changing relative peak intensities on the resulting position of the peak maximum. The inset shows
two Gaussian peaks (dashed) centered at 312 cm−1 and 280 cm−1, and the resultant linear combination (black)
with a position of 290 cm−1. Correspondingly, a dashed line vertical line shows that a calcite:aragonite ratio
near 0.7 leads to a B1 position of 290 cm−1. In this simulation, changing the relative calcite:aragonite B1
intensity causes a monotonic change in the resulting B1 peak position. (b) Experimental data show a shift of
band B1 (near 300 cm−1) to lower wavenumbers for calcite-aragonite mixtures.

is near our minimum detectable shift (see Supporting Material). More apparent B1 peak shifts occur

for H3 and H4, both of which have higher relative aragonite peak intensities (Figure 3.3c,d). We

note that H5 has a higher amount of aragonite, yet does not have a discernible B1 band shift. In this

case, we suspect that the relatively high amount of Ca(OH)2 may be a contributor to the B1 band,

which could disrupt the simple trend that we suggest for aragonite:calcite mixtures. It is possible

that the band position change is dominated by the portlandite contribution, while the overall band

shape change is related to the aragonite. Thus, less portlandite could mean a peak shape change with

minimal (or no) B1 shift.

Our comparisons in Figure 3.5 highlight a simple – but important – distinction that makes inter-

preting FIR spectral trends very different than what has been reported for carbonates in the MIR. In

this work, we show that apparent peak shifts may occur due to phase mixing (contamination) result-

ing in changes to the relative intensities of overlapping broad peaks. This is important because a peak

shift in MIR and FIR spectra is generally attributed to an alloy (composition) change1,12.

Finally, we had one unique sample in our FIR data: the spectrum for biogenic M1 shows a slight

B1 band shift to higher wavenumbers. Earlier FIR studies of Mg-containing calcite-type minerals
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(dolomite and magnesite), showed that the B1 band moves to higher wavenumbers with higher levels

of Mg incorporation1. Recent THz-TDS studies of high- and low-Mg calcite alloys focus on lower

energy lattice modes (B3 and others) and do not cover this higher-energy B1 mode13. Fortunately,

there is extensive MIR literature for Mg-containing calcites, and the blue-shift and broadening of the

MIR ν4 mode that we observe (Figure 3.3d) is entirely consistent with low (<10%) Mg incorporation

into calcite, as is common for marine biogenic specimens like our sea urchin shell12. Thus, we attribute

the B1 band shift for our biogenic M1 sample to Mg incorporation.

3.4.2 FIR relative peak intensities

We note that there are as of yet no comparable quantum chemical calculations that allow us to track

changes in FIR peak positions or relative intensities; this is distinctly different from transmission MIR

experiments which have the benefit of quantum chemical calculations to back them3,9,15,21. This

knowledge gap in the FIR is related in part to the computational expense of the large supercells

required to accommodate lattice vibrational modes, and also in part to the inherent energy dispersion

of lattice modes3.

There is also a very important distinction between the work we present here (based on ATR-

FTIR) and these previous transmission MIR data: ATR peaks have different line profiles and relative

intensity profiles compared with spectra collected from diluted powders that are well-dispersed in

a KBr pellet for transmission FTIR measurements10. These spectral differences between ATR and

transmission IR data may seem small, but our experience shows us that they are important. The

first challenge is that the peaks in ATR spectra are visibly asymmetric, which makes it unwise to use

peak deconvolution with Gaussian, Lorentzian, or pseudo-Voigt functions. In contrast, transmission

IR peaks are often well-enough approximated by Gaussian functions to allow for peak deconvolution.

The second challenge is that our bands B1 and B3 are known to be comprised of more than one

vibrational mode, but their energies are so close – relative to the width of the peaks – that it is not

feasible to resolve individual peaks.

We note that previous MIR studies of calcites have utilized grinding curves to quantify differences

in peak intensity ratios9,12,18. As tempting as it is to explore, grinding curves are not rigorously
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applicable to our ATR-FTIR data. Nevertheless, we find that our MIR ATR data have qualitatively

similar relative peak intensities to the transmission MIR data: ν3 has higher intensity than ν2 which

has higher intensity than ν4. Thus, we make only qualitative peak intensity comparisons in our FIR-

ATR spectra by analogy with transmission MIR data that has been verified by quantum chemical

calculations.

The most robust relative peak intensity differences occur between the B1 and B2 bands (300 cm−1

and 220 cm−1, respectively, in Figure 3.2). H1 and H2 show a larger relative B2 intensity compared

to the other heated samples (H3, H4, H5); all heated samples have a smaller relative B2 intensity

compared to the calcite reference C1. We note that these groupings of FIR relative peak intensity

trends mirror the relative peak intensity trends that we see in MIR data (ν2 and ν4) for the same

samples. Thus, although we can see similar changes in the FIR B2:B1 that mirror qualitatively the

MIR ν4:ν2, these data do not allow us to determine if the relative intensity differences is related

to compositional differences or crystallinity differences. The limitations we encounter in evaluating

examining crystallinity-related lattice mode changes in our mixed phase samples could potentially

be addressed in a future study by using carefully controlled pure-phase samples to assess spectral

changes due to crystallinity differences more definitively.

3.5 Conclusions

Our explicit links between FIR and MIR data are the first of its kind, and it helps move us toward our

ultimate goal of using spectroscopic analysis strategies for tracking structural differences in materi-

als that are due to processing, aging, or use-based changes. We demonstrate that calcite-aragonite-

portlandite mixtures can show apparent peak shifts in FTIR-ATR spectra (650 cm−1 - 80 cm−1). We

show that relative peak intensity changes between overlapping peaks – without peak energy shifts in

the constituent peaks – are sufficient to explain peak position changes. These results are particularly

useful in heat-treated calcium carbonate samples wherein phase mixtures are common.
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Supplementary Materials

Attenuated total reflectance (ATR) measurement repeatability

Repeated measurements of a single powdered sample highlights that attenuated total reflectance

(ATR) Fourier transform infrared (FTIR) spectroscopic measurements have some variability in peak
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positions and shapes. Large particle sizes can cause broad and asymmetric peak shapes. This effect

can be reduced by grinding powder samples thoroughly prior to measurement. Even after repeated

grindings, spectra that involved repressing the same powder against the ATR crystal multiple times

resulted in a peak position shift of as much as ±4 cm−1. As an example, Figure 3.6 shows represen-

tative spectra near the B1 band for a calcite reference sample. Thus, while it is necessary to have a

well ground sample, it is also important to record spectra when the powder is repressed against the

ATR crystal in different ways. Failure to do so could lead to mis-attributing subtle spectral changes

to crystallinity-related differences that are, in fact, related to heterogeneous particle distributions that

are in contact with the ATR crystal.
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Figure 3.6 The inherent variability associated with repeated measurements of a calcite reference powder.
Further grinding results in more narrow peaks. Peak maxima can shift ±4 cm−1.



53

Powder X-ray diffraction (PXRD) data

JADE software (MDI)7 facilitated our assessments of crystalline grain size, microstrain fluctuation

values and lattice strain, all of which were based on background subtracted, z-corrected, whole pat-

tern fits for calcite identified diffraction peaks. Microstrain fluctuations and crystalline domain size

information can be determined in the JADE software using the Williamson-Hall relation:17,19

FWHMcosθ = Kλ

r +4σ sinθ , (3.1)

where FWHM is the full-width at half maximum for a given diffraction peak, θ is the Bragg diffraction

angle of the same peak, r is the crystalline domain size, σ is the microstrain fluctuation, λ is the

incident X-ray wavelength and K is a dimensionless shape factor. Typically a value of 0.9 is used for

particles approximated to be roughly spherical. We considered both crystallite size fixed (large) and

free (determined from data).

As described by Equation (3.1), the crystalline domain size, r is related inversely to the y-intercept

and the microstrain fluctuation values are directly proportional to the slope of Williamson-Hall plot.

These fits can only be as good as the quality of the PXRD peak fits; in other words, poor peak fit data

can result in large changes to the slope and intercept used to extract the domain size and microstrain

fluctuations. In our analyses, we took significant care in selecting which peaks were accurately fit by

JADE’s whole pattern fit routine. By removing any poorly fit peaks, we improved the confidence in

resultant slope and intercept. Figure 3.7 shows a representative example for a calcite reference (C1).

Letting the slope and intercept run free, the slope tends to refine to near zero (corresponding to

microstrain fluctuation values near zero) with large non-zero intercepts (corresponding to crystalline

domain sizes that are unreasonably small, on the order of a few nanometers). Alternatively, fixing the

intercept at zero (for large crystalline domain sizes, on the order of hundreds of nm) leads to a range

of different microstrain fluctuation values and a poor linear fit. The uncertainty values for both the

crystalline domain size and microstrain are rather large.

Even when using only the diffraction peaks for which we have higher confidence about their fits,
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interpretation of our Williamson-Hall data is dicey. All PXRD peak widths appear to artificially large,

which forces the Williamson-Hall fit to have a large intercept, which translates to an interpretation of

unphysically small (nm-range) crystalline domain sizes. We believe the origin of these broad PXRD

peaks is not likely specimen-related; instead, we suspect that peaks widths were dominated by instru-

mental broadening effects. Thus, we do not draw any conclusions about crystalline domain size or

microstrain fluctuation values from our PXRD data.
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Abstract

Photoacoustic spectroscopic detection of infrared absorption often produces spectra with enhanced

intensities for weaker peaks, enabling the detection of features due to overtones and combinations,

as well as less-abundant isotopic species. To illustrate this phenomenon, we present and discuss

photoacoustic infrared spectra of calcite (CaCO3). We use linearization of rapid-scan spectra, as well

as comparing step-scan and rapid-scan spectra, to demonstrate that saturation is not the driving force

behind these enhanced intensities. Our results point to a significant knowledge gap, since a theoretical

basis for the enhancement of these weak bands has not yet been developed.

4.1 Introduction

In the field of materials characterization, infrared (IR) spectroscopy can be used to assess structural

differences in materials based on differences in the fundamental bands, as well as in the overtones,

combinations, and isotopic peaks. The latter three band types are generally much weaker than fun-

damental bands, making it difficult to obtain information regarding all of the desired peak locations

and intensities from a single spectrum. In traditional absorption spectroscopy, weak peaks can be

intensified by increasing the quantity of sample that is examined, but this may cause the stronger

peaks to become saturated. The identification of weak bands is even more problematic when sample

quantities are limited. Alternative methods for the acquisition of IR spectra are needed in these cir-

cumstances. In this work, we discuss one such alternative method, photoacoustic spectroscopy (PAS),

and its application to the mineral calcite (CaCO3).

The PAS variant of Fourier transform IR (FTIR) spectroscopy is based on the detection of thermal

waves induced in a sample as it absorbs modulated IR radiation.12,18,19 PAS is less common than

other IR sampling techniques that are based on transmission measurements for samples embedded in

alkali halide pellets or solutions, or others based on attenuated total reflectance (ATR) of powders,

solutions, or films. Nevertheless, PAS is the preferred option for strongly absorbing solid materials, as

well as viscous liquids and semi-solids that may consist of multiple phases, which are not amenable

to grinding or are insoluble in common solvents. Furthermore, PAS can enable depth profiling of
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layered or inhomogeneous samples, under specialized experimental conditions. The advantage that

PAS offers is based on the fact that the modulated IR energy absorbed by a sample within an enclosed

cell produces thermal waves, which in turn create corresponding pressure waves in a carrier gas that

surrounds the sample. These pressure (acoustic) waves can be detected by a sensitive microphone or

cantilever. The signals produced by these transducers are amplified and then processed by the FTIR

spectrometer, yielding an absorptive PAS spectrum.

Calcite, the material under investigation in the present work, has been widely studied using FTIR

transmission and ATR techniques, but very little by PAS.5,7,14,20,24 Calcium carbonate polymorphs,

including calcite, appear naturally in many instances and are of importance to materials scientists,9

archaeologists23 and those who study biomineralization.4 FTIR spectroscopy offers distinct advan-

tages relative to diffraction-based techniques because calcium carbonate polymorphs can be easily

differentiated from each other even when they are poorly crystallized. This is particularly important

in the context of biomineralization, wherein newly mineralized tissues typically form from amor-

phous calcium carbonate, which then crystallize as they mature.4,9 In archaeological contexts, cal-

cium carbonate can be poorly crystalline when it originates from wood ash or lime plaster binder, but

is well-crystallized in the form of limestone.17,21,23 Thus, the ability to monitor transitions between

amorphous and crystalline CaCO3 – as well as intermediate levels of crystallinity – offers great insights

with regard to material identification and transformation.

FTIR spectra acquired using different variants (ATR, transmission or PAS) are not identical, even

when the spectra are acquired for the same sample. Previous work on strongly absorbing samples has

shown that differences in peak widths and shapes are sometimes observed when comparing PAS and

transmission FTIR spectra. These differences are often attributed to partial saturation in the PAS spec-

tra; this phenomenon limits maximum intensities while increasing the apparent widths of the strong

bands. In these situations, the intensities of weaker bands, such as those arising from combinations

and overtones, are enhanced with respect to the more prominent features in the spectrum.

Previous studies, whether experimental or theoretical, have not fully discussed the origins or im-

plications of these differences. In the present context, the accurate analysis of calcium carbonate

materials requires the recognition of which differences in the spectra can be attributed to structural
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differences within the minerals themselves. If differences occur in spectra due to the use of alternative

measurement methods (ATR, PAS, transmission), then there is a risk that these differences could be

erroneously attributed to variations or changes in the materials under study. In this way, materials

scientists require a solid working knowledge of the characterization methods on which they rely for

structural data.

We show here – and cite examples from other work in the literature – that differences in peak

widths, shapes, and relative intensities can occur among PAS, ATR, and transmission IR spectra of

calcite. This includes a systematic investigation of saturation-related effects in PAS data.

4.2 Methods

We use calcite (analytical grade CaCO3, Merck) as our benchmark material in this study. Calcite

has been studied extensively in our laboratory, and shown to give rise to a number of distinct Mid-

IR absorption bands, including isotopic (12C, 13C) peaks, combination modes, and overtones. The

assignments of these bands are well known.25 Prior to each measurement, the calcite powder was

manually ground using a mortar and pestle for approximately 2 minutes to sharpen the spectral

features, as described in detail elsewhere.2

All experiments were carried out with Bruker vacuum FTIR spectrometers. Initial PAS measure-

ments used a Bruker IFS 66v/S instrument equipped with a thermal infrared (globar) source and

an MTEC 300 microphone-based PAS cell based at the mid-infrared beamline of the Canadian Light

Source. More extensive experiments were carried out with a Bruker Vertex 70v spectrometer and a

Gasera PA301 cantilever-based cell located at Memorial University. For PAS data collection, a few mil-

ligrams of ground powder were loaded directly into an aluminum sample cup that sits inside the PAS

cell. Data were collected either under ambient conditions (Memorial) or after the PAS cell was purged

with dry helium gas (Canadian Light Source). Carbon black standards (MTEC and Gasera, respec-

tively) were employed to acquire background (reference) spectra. Rapid-scan (continuous scan) and

step-scan data were collected with both spectrometers. Rapid-scan spectra were acquired at different

frequencies (specified at 15,800 cm−1, the wavenumber of the internal He-Ne laser) ranging from 1.6

kHz to 18.0 kHz. For this range of scan frequencies, the thermal diffusion length of calcite falls in
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the 60-20 µm range. The physical sample depth is much larger than this, on the order of millimetres,

when using 2-5 mg of sample. The intensity scale is labelled as arbitrary units; sample spectra were

ratioed against reference spectra recorded under like conditions.

Transmission and ATR IR spectra were also collected with the Bruker Vertex 70v system. For each

ATR measurement, a few milligrams of powder were pressed directly onto the ATR crystal (Bruker

Platinum ATR, single reflection diamond, 45 degree incidence angle), and the data were collected

under ambient conditions. Assuming an index of refraction n = 1.6 for calcite, the resulting effective

penetration depth ranges between 1.8 and 18 µm, for 4000 and 400 cm−1, respectively.

Transmission measurements required diluting the sample (∼1:100) with potassium bromide (KBr)

to allow sufficient transparency. The calcite-KBr mixture was ground and re-pressed into a 5 mm

pellet using a hand press (Pike Technologies) several times before measurement, in order to minimize

particle scattering effects that broaden IR peaks.16 Transmission measurements were carried out un-

der vacuum conditions. The illumination spot is about 4 mm across, and scattering does not increase

the heated area. Diluted samples refer only to transmission measurements (using KBr pellets), not

ATR or PAS measurements.

4.3 Results

Figure 4.1 compares rapid-scan PAS, ATR and absorption spectra collected for the same calcite powder

sample. The weakest peaks in the ATR and absorption spectra (middle and bottom, respectively) are

greatly enhanced – relative to the strongest (ν3) band – in the PAS spectrum. The weak peaks above

1500 cm−1 have been attributed to overtones or combinations.25. At lower wavenumbers, the ν2 and

ν4 bands are also intensified in the PAS spectrum. Furthermore, there is a narrow band at 860 cm−1

(the ν2 vibration of the 13C isotopic species) that is resolved from its 12C counterpart at 878 cm−1.

For the two tallest peaks, the ν3 band is a series of 4-5 overlapping peaks. In contrast, the ν2 band

has only one contributor. This helps to explain why the ν3 band displays a high-frequency shoulder in

the PAS spectrum. Thus, the PAS spectrum shows many enhanced weak spectral features that are less

evident in the ATR and absorption spectra.
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Figure 4.1 Representative FTIR spectra of calcite acquired using three different techniques: PAS (top), ATR
(middle), absorption (bottom). Peaks are labelled as fundamentals (ν2, ν3 and ν4), overtone (2ν3), or combina-
tion modes (ν1 +ν3, ν1 +ν4). A fundamental peak for a minority isotopic species (13C ν2) is also visible.These
spectra represent 27 scans for PAS, and 8 scans for ATR and TA.
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The intensification of the weak overtone and combination bands in the PAS data is a general result

that occurs for many solid materials. Indeed, Natale and Lewis noticed this tendency nearly four

decades ago in near-IR PAS data for carbonyl compounds.13 More recent studies show this effect in

Mid-IR PAS data for aromatic hydrocarbons10,11 and soils.8 Although this intensification is beneficial

for analyzing weak peaks, the effect that causes it is poorly understood. Below, we demonstrate that

saturation alone cannot explain the enhancement of the weak peaks in the PAS data. In doing so, we

describe how we process the data to eliminate any “artificial" contributions to the data, in accordance

with best practices described in the literature.12

4.3.1 Linearization of rapid-scan spectra

The striking differences between the PAS data and the ATR and absorption spectra in Figure 4.1

deserve further comment. Given the differences in the overall shape of the strong broad ν3 band in

the PAS data, it is reasonable to suspect some degree of saturation. To investigate this possibility,

we compared a series of rapid-scan PAS data at progressively higher scan frequencies ranging from

3.0-18.0 kHz. This experiment relies on the fact that greater scan velocities (modulation frequencies)

lead to the reduction – and eventually elimination – of saturation. We note that this series of spectra

are adversely affected by cantilever cell resonances at modulation frequencies near 820 and 1640 Hz:

these resonances produce nonlinear responses, making some of these spectra unreliable in particular

wavenumber regions. We provide a detailed list of the wavenumber ranges we avoided due to the cell

resonances – which vary for different scanner velocities (mirror speeds) – as Supplemental Material.

Figure 4.2 displays rapid-scan PA spectra acquired at 3.0, 10.0 and 18.0 kHz. As described above,

these frequencies refer to radiation at 15,800 cm−1. In a Michelson interferometer like those used in

this work, modulation frequency f (Hz) and wavenumber ν (cm−1) are related by f = 2V ν , where V

is mirror velocity (cm/s). For the 3.0 kHz spectra discussed in Figures 4.2–4.5, V = 0.095 cm/s, and f

varies from 76 Hz at 400 cm−1 to 760 Hz at 4000 cm−1. The breadth of this frequency range is partic-

ularly relevant, since PAS intensity varies approximately as 1
f .12 As a consequence, low wavenumber

bands such as ν2 and ν4 are intensified relative to those at higher wavenumbers in rapid-scan PAS

data.
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Figure 4.2 Representative rapid-scan PAS data for calcite acquired at 3.0 kHz (top), 10.0 kHz (middle), and
18.0 kHz (bottom) with 2 minute collection time for each. The bottom two spectra show significant noise
resulting from the intrinsically weaker spectra at these higher scan frequencies. A wider spectral range for the
3.0 kHz (top) spectrum is provided in Figure 4.3.
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Still referring to Figure 4.2, we note that the relative peak intensities of the ν2 band (878 cm−1)

and the ν3 band (centred near 1450 cm−1) are nearly the same in all three spectra. If the ν3 band

were saturated at lower frequencies, the ν2/ν3 intensity ratio would decrease at higher frequencies.

The fact that this trend does not occur suggests that the ν3 band is not saturated to a significant extent

in these spectra. Further comparisons of peak heights and widths, in table form, are provided as

Supplemental Material.

To make our case for the lack of saturation more quantitative, we linearize the rapid-scan PAS data.

This calculation produces spectra that are linear over one or more orders of magnitude of absorption

intensity; put simply, this reduces saturation effects in PAS data.12 In conventional PAS data treatment,

a single-channel spectrum from the sample is divided by a carbon black spectrum acquired under like

conditions. In contrast, linearization uses a numerical method developed a number of years ago

by Burggraf and Leyden1 that has been used effectively in several PAS studies.3,15 The linearization

calculation utilizes amplitude and phase information for both sample and reference. The procedure

uses real and imaginary spectra derived from Fourier transformation of the two interferograms, rather

than the more common Mertz phase correction. We emphasize that linearization can correct for

intensity saturation effects, but it does not compensate for lineshape differences that occur between

PAS and transmission IR spectra.

Figure 4.3 compares linearized and conventional PAS data for calcite. The spectra are quite similar.

There is some narrowing of the broad ν3 band in the linearized spectrum, but only slight changes in

the relative peak intensities. Because of the similarities between the conventional and linearized PAS

data, there is little reason to suspect that saturation measurably affects the calcite PAS data reported in

this work. This conclusion is consistent with the fact that different rapid-scan modulation frequencies

also show very little change in relative peak intensities, even at the highest scan velocities.

4.3.2 Step-scan vs. rapid-scan spectra

A cleaner way to avoid saturation effects is to perform a different FTIR experiment that uses step-scan

mirror movement. In step-scan (step-and-integrate) spectroscopy, the incident radiation is modulated

either by chopping the IR beam (amplitude modulation) or by dithering the mirror at each resting
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Figure 4.3 Comparison of linearized (top) and standard (bottom) rapid-scan PAS data for calcite, recorded at
3.0 kHz for 27 scans. The intensity scales are different due to the calculation details in the two methods, so
we report the intensities in arbitrary units and comment only on relative peak intensity changes.
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Figure 4.4 Comparison of rapid-scan (top) and step-scan (bottom) PAS data for calcite. The rapid-scan spec-
trum was obtained at 1.6 kHz for 27 scans, while the step-scan spectrum was acquired using phase modulation
at 227 Hz and a modulation amplitude of 2λ (λ = 633 nm) for 64 scans

.

position (phase modulation). Amplitude modulation with a chopper modulates the entire spectrum at

a single frequency, but half of the incident intensity is blocked by the chopper blade. Our experiments

employed phase modulation thereby utilizing all of the available incident intensity. Nevertheless,

both strategies ensure that all PAS data are collected at a single frequency, and eliminate the low-

wavenumber bias of the rapid-scan spectra.

Figure 4.4 compares representative step-scan and rapid-scan PAS data for calcite. Band intensities

above 2000 cm−1 are significantly increased in the step-scan spectrum, as expected. We note that the

intensity in this kind of phase modulation spectrum is proportional to a first-order Bessel function,
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which rises from zero at 0 cm−1 to a maximum whose location varies with modulation amplitude and

frequency. A representative example of this effect is provided as Supplemental Material. The Bessel

function profile therefore reduces band intensities at low wavenumbers.12 However, this affects both

sample and reference, so it is largely eliminated when the calcite spectrum is ratioed against the

carbon black reference spectrum. Any difference in modulation frequency between the two spectra

contributes to the relative intensity reduction for the ν2, ν3 and ν4 bands in the step-scan spectrum.

What is very significant for the discussion here is that, even though there are some inherent differ-

ences, both the step-scan and rapid-scan PAS data show enhancement of the weak peaks at higher

wavenumbers.

4.3.3 Transducer effects

The relative peak intensities in PAS data for calcite samples are not affected by transducer type (can-

tilever vs. microphone) nor by repacking the powdered sample used for the measurement. Figure

4.5 shows illustrative data that support this assertion. The top and middle spectra compare the same

calcite powder, loaded in the sample cup and packed on different days. The similarity in the resulting

spectra is consistent with earlier reports that show PAS data are usually insensitive to the amount

of solid, likely because the penetration depth limits how much of the material is probed.12 For the

bottom panel of Figure 4.5, a spectrum collected with a microphone-based transducer is virtually

identical to the cantilever-based spectra shown above it. We note that all PAS data in Figures 4.1-4.4

were collected with a cantilever-based cell.

4.4 Discussion

Our experiments and subsequent analyses, as laid out above, do not point to a reasonable cause

for enhanced weak peaks in PAS data for calcite. These effects are not associated solely with either

rapid-scan or step-scan data. We demonstrate that our sample is substantially thicker than the optical

penetration depth or thermal diffusion length. We compare two different kinds of transducers, and

find no clues there. Finally, we present a large number of comparisons (including different mirror

speeds, collection times, and linearization corrections) that show that the intensity enhancements are
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Figure 4.5 Representative rapid-scan PAS data for calcite that compare: cantilever transducer (top), cantilever
transducer with repacked sample (middle), microphone transducer (bottom). These spectra represent 8, 32,
and 512 scans, respectively.
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not consistent with saturation effects.

Existing theories do not help us understand these intensity enhancements. Transmission IR data

for calcite have been simulated by many groups using quantum chemical density-functional theory

calculations.6,16,22,25 In these instances, calculations provide energy values for the fundamental vi-

brational modes, and the IR spectra are then simulated based on initial user-specified broadening

parameters and intensities. Relative changes in peak widths and intensities are qualitatively mean-

ingful, but all are based on initial user-specified input, which is based on experimental trends. In this

way, the IR peak intensities are not calculated from first principles in the same way that the energies

of the vibrational modes are calculated. Furthermore, there are always discrepancies between the

calculated and experimentally observed band energies due to anharmonicity. We are not aware of any

PAS-specific calculations or simulations for IR spectra of solids.

4.5 Conclusions

PAS spectra show persistent, repeatable enhancement of weak peaks due to combination modes, over-

tones and isotopic species in calcite relative to transmission and ATR spectra of this material. We have

shown that this enhancement is intrinsic to the detection method (PAS) and note that an adequate

theoretical explanation for this long-standing phenomenon has not yet been developed.
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Figure Spectrum Number of scans
1 PAS 27

ATR 8
TA 8

2 3.0 kHz 27
10.0 kHz 89
18.0 kHz 160

3 PAS 27
4 rapid scan 27
5 cantilever 8

cantilever (repacked) 32
microphone 512

Table 4.1 Number of scans averaged in each spectrum reported in Figures in the main text.
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4.6 Supplemental Materials

4.6.1 Scan numbers

The data presented in the paper represent experiments using different transducer types and mea-

surement geometries. As such, the number of scans averaged for each spectrum varied. Table 4.1

summarizes the number of scans averaged in each spectrum reported in the main text.

4.6.2 Cell resonance details

The Gasera PA301 photoacoustic cell is known to have resonance responses at specific modulation

frequencies. Figure 4.6 highlights the effect on carbon black.

The intrinsic resonances of the Gasera PA301 cell can be problematic depending on the position

of the spectral bands of interest to the experimenter. The fundamental bands of Calcite (ν2, ν3 and,

ν4) fall between 1500 - 700 cm−1. We found that analysis of these (an other weaker) bands became

unreasonable when the cell resonance fell close to this range, even with spectra ratioed against refer-

ence carbon black. To calculate the position of a resonance in wavenumbers, multiply the He-Ne laser
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Figure 4.6 Photoacoustic data for carbon black (intensity vs. modulation frequency) collected using a IFS 66
FT-IR system and a Gasera PA301 detector. Peaks of high intensity near 820 Hz, 1640 Hz and 3900 Hz are
intrinsic cell resonances and should be avoided where possible.
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Table 4.2 Locations of the Gasera PA301 cell resonances in wavenumbers for a given scan frequency. Higher
scan frequencies place the location of these resonances near, and in some cases directly on, the calcite
spectral peaks.

Scan 820 Hz 1640 Hz
frequency Resonance position (cm−1)

3.0 kHz 4319 8637
5.0 kHz 2591 5182
7.0 kHz 1851 3702
9.0 kHz 1440 2879

10.0 kHz 1296 2591
11.0 kHz 1178 2356
13.0 kHz 997 1993
15.0 kHz 864 1727
18.0 kHz 720 1440

wavenumber (15800 cm−1) by the ratio of modulation (resonance) frequency to scan frequency:

k[cm−1] = 15800 cm−1 fmodulation
fscan

. (4.1)

For ease, we summarize the positions of the first two Gasera cell resonances (820 Hz and 1640

Hz) in Table 4.2.

4.6.3 Additional details about the linearization calculations

The thermal diffusion constants as and ar are equal to the reciprocals of the thermal diffusion lengths

of the sample s and reference r, respectively. The thermal diffusion length for the sample is given

by µs = (α/πf)
1
2 = 1/as where α is the thermal diffusivity (mm2/s) and f is frequency. Hence µs

and as are frequency dependent. The relation between the linearized amplitude spectrum ql and the

normalized amplitude spectrum qn is ql = 21/2 qn/sin(ψ–π/4) where ψ is the phase lag due to thermal

propagation in the sample. The modulation frequency f affects both sample and reference spectra,

and its effect is cancelled when these are ratioed to calculate qn. Four references are cited in the main

text that provide the context and details behind this linearization calculation.1,3,12,15
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Figure 4.7 Bessel function J1 for 2λ
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Peak height comparisons for rapid-scans (840 - 891 cm−1 region, 2 minute scans, from Figure 2
13C 12C

Scan Frequency (kHz) Position (cm−1) Peak height Position (cm−1) Peak height Peak height ratio
3.0 847.9 .017 876.4 .088 .20
9.0 848.7 .020 877.3 .104 .19
10.0 848.8 .017 877.1 .104 .17
16.0* 850.1 .035 877.7 .103 .34
18.0 850.8 .023 879.7 .102 .22

Peak width comparisons for rapid-scans (840 - 891 cm−1 region, 2 minute scans, from Figure 2
13C 12C

Scan Frequency (kHz) Position (cm−1) Width (cm−1) Position (cm−1) Width (cm−1) Peak width ratio
3.0 847.9 9 876.4 18 .50
9.0 848.7 9 877.3 17 .53
10.0 848.8 9 877.1 18 .50
16.0* 850.1 8 877.7 16 .50
18.0 850.8 10 879.7 18 .55

Table 4.3 Comparison of peak heights and widths as a function of scan velocity. * indicates that the spectrum
is severely affected by cell resonance effects at this scan frequency

4.6.4 Step-scan phase modulation

To a good approximation, the phase modulation spectrum is equal to B(ν)|[J1(2πνε)]| where B(ν) is

the energy density at wavenumber ν (in other words, the empty-instrument energy curve); J1 is the

Bessel function, ε is the modulation amplitude. Figure 4.7 shows this function from 0 cm−1 to 4800

cm−1.

4.6.5 Peak height and width comparisons

We provide Table 4.3 that compare selected peak heights and widths for rapid scan that are shown

in Figure 2 of the main text. With these data we show that there is a consistent ratio of the weak

13C ν2 peak near 850 cm−1 to the strong 12C ν2 near 877 cm−1 across the range of scan frequencies.

Furthermore, there is no significant change in the relative widths as a function of scan frequency.



Chapter 5

Molecular dynamics simulations of aragonite

vibrational mode energies

Authorship statement

The work described in this chapter was done in collaboration with Dr. Ivan Saika-Voivod, Dr. Shahrazad

Malek, and Dr. Kristin Poduska. Initial implementation of the force field parameters in GROMACS was

done by Dr. Malek and me, with input from Dr. Saika-Voivod, using the original work published by

Xiao et al.21 This current work makes use of supplemental files made available by Cruz-Chu et al.,

which are an updated version of the parameters published by Xiao et al.7,21 Data analysis, interpreta-

tion and writing were done by me with comments and feedback from Drs. Saika-Voivod, Malek and

Poduska.

5.1 How computational modeling complements our experimen-

tal data

Computational methods allow materials scientists to study physical systems in a virtual lab environ-

ment. This enables the investigators to have fine control over the virtual experiments in a way that,
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in a laboratory setting, would be extremely challenging at best or impossible at worst. Previous com-

putational works using quantum chemical density-functional theory have investigated the vibrational

modes of calcium carbonate, but those investigations were primarily limited to the internal vibrational

modes.10,16,18,22 This is because the external modes of calcite show significant dispersion compared to

the internal carbonate modes and because a large supercell is required to support external vibrational

modes.10

Previous investigators have successfully examined pure and doped silica’s internal and external

vibrational modes using molecular dynamics (MD) simulations to calculate a theoretical vibrational

density of states (VDOS).9 That work serves as a proof-of-concept to employ those same methods to

generate VDOS plots for calcium carbonate materials. This chapter develops a workflow to generate

multiple comparative VDOS plots for aragonite, a calcium carbonate polymorph.

The vibrational density of states (VDOS), sometimes referred to as the phonon density of states, is

an important characteristic of a solid system that gives information about the optical and thermody-

namical properties of the system.8 A VDOS is a count of the vibrational modes and their given energies

over the energy range of interest for a specific material. Plotting the VDOS as a histogram (number

of modes per given energy), we see a dataset similar to an infrared (IR) spectrum. It is important

to note that a VDOS and an IR spectrum for the same material are not equivalent. An IR spectrum

indicates the photon energies, typically in wavenumbers (cm−1), that were absorbed (or transmitted)

by the sample. All peaks present in the IR spectrum will exist in the VDOS but not vice-versa. This

is because the VDOS encompasses all possible vibrational modes of the system. In contrast, the IR

spectrum over the same energy region will only show the vibrational modes that exhibit a permanent

dipole moment, a requirement to be IR active. To experimentally examine the IR inactive modes,

one must use an alternate technique, such as Raman spectroscopy, where the selection rules differ.

Further, while it may be tempting to compare band intensities between a VDOS and experimental IR

spectrum, it is crucial to understand that generating a VDOS plot does not consider anything related

to photon-vibrational mode interactions that influence IR band intensities. In this way, the VDOS can

identify where the bands should be but gives no information about relative intensities.
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Figure 5.1 Schematic of leap-frog integration method. The positions and velocities of the particles are updated
at staggered timesteps, which results in the system energy being conserved.

5.2 Calculations

MD simulations at the barest level involve solving Newton’s equations of motion for a many-body

system. Additional algorithms are added to account for bonds, atomic charges, temperature, and

pressure. By defining a lattice structure, the interaction potentials for the constituent atoms (or

molecules), and integrating over time, we can examine the evolution of a virtual calcium carbon-

ate sample and extract relevant information related to the material properties. In our case, we seek

to examine the vibrational modes of the system via a VDOS plot.

Our MD simulations use a leap-frog (Verlet) integrator to advance the simulation. This method is

used because it is simple, time-reversible, and symplectic.4 It calculates the velocity and position of

the particles (atoms) at staggered points in time.3 We get the acceleration from the sum of the forces

acting on the atom, update the velocity using the acceleration, and then update the position using the

velocity. This is summarized visually in Figure 5.1

This work makes use of GROMACS, a molecular dynamics software suite that solves Newton’s

equations of motion for systems involving many particles (hundreds to millions).1,2,11,14,15,17,19 GRO-

MACS solves Newton’s equations of motion by incorporating essential molecule physics such as tem-

perature, pressure, and electrostatic interactions, for all atoms defined in the input files, into the

determination of net force acting on each atom. Following the initial simulation steps necessary to

equilibrate the system (i.e., reach a steady state), the atomic coordinates are updated at successive

time steps and recorded as the system’s trajectory. Details related to the initial setup are the subject of

the following sections. The trajectory is a source of successive snapshots of the simulation, which are

used as input configurations in the normal mode analysis. The VDOS plot is generated by averaging
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the normal modes calculated from these snapshots.

For this work, the ultimate goal is to examine the bulk material properties of aragonite, specifically

the vibrational modes and how defects influence them in the material. Regarding CPU cycles, simu-

lating a crystal large enough to be considered bulk would be very computationally expensive. Each

integration time step requires, at minimum, a calculation of the forces on each particle, a new particle

velocity based on the net force, followed by a new position based on that velocity. As the number

of particles increases, so does the number of calculations for particle forces. Rather than attempting

to simulate a number of particles on the order of Avogadro’s number (1023), these calculations are

performed using periodic boundary conditions to reduce the computational load. In this way, the

simulation cell is functionally replicated in all directions out to infinity, creating a crystal of infinite

size representing the bulk material and eliminating surface effects that may distort the results. A sim-

ulation cell of appropriate size is necessary so as not to introduce computational artifacts related to

these periodic boundaries.

The first goal for a new simulation is to equilibrate the aragonite lattice to the desired temperature

of 300 K and pressure of 1 bar. Specific details related to this process are discussed in greater detail

in the following sections. Equilibrium is reached when the system remains stable at these values for a

reasonable amount of timesteps. Equilibration is done in three distinct phases; energy minimization,

a short run at constant number of particles, volume and temperature (NVT), and finally another short

run at constant number of particles, pressure and temperature (NPT). From there, the system can

evolve according to the operating parameters outlined in the simulation input files. This includes the

interaction potentials defined in the chosen force-field from Xiao et al.7,21 The VDOS is built from an

average of many simulations. By allowing the system to run for a sufficient amount of time following

equilibration, successive configurations from the trajectory can be used in the normal mode analysis

to get meaningful statistics for the VDOS. The general characteristics of the system are not expected

to change with time once the system has been equilibrated.

The GROMACS software suite requires three files to begin the simulation. The first required file, a

conformation file, assigns a number to each atom, describes the initial positions in X, Y, and Z coordi-

nates, and defines the initial dimensions of the box used to contain the simulation. The topology file
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describes the type of particles used in the system, associates them with an atom, and describes how

they interact within the system through bonded or non-bonded interactions, constraints, and exclu-

sion rules. The total number of each particle in the system is also specified in the topology file. The

final required file, the molecular dynamics parameter (MDP) file, is where all the remaining simula-

tion parameters are defined, such as the integrator, time step, additional algorithms for temperature,

pressure, electrostatics, and the output settings.

Using the Xiao et al. force-field21, the system consists of a collection of atoms with bonds defined by

improper dihedral angles, so all interactions are considered non-bonded. Cruz-Chu et al. modified the

Xiao et al. force-field to include a spring-bond between the carbon and oxygen atoms of the carbonate

units.7 This modification to the force field does not change how the simulations are executed, only

their respective outputs.

5.2.1 Energy minimization

The first step, typical in any MD simulation, is the energy minimization of the system. Energy min-

imization is repeated after the production run, before the normal mode analysis. The simulation

begins with a 125-unit cell (5x5x5) aragonite slab generated using the supplemental files provided

by Cruz-Chu et al. and the program VMD (see Figure 5.2).7,12 The objective is to get the structure to

an energy minimum before bringing it to the desired temperature (300K) and pressure (1 bar). The

choice of these values is two-fold: it is more-or-less ambient temperature and pressure and matches

the original parameters used by the authors that developed the force field.7,21

After performing the energy minimization, a visual check is made to verify that the energy min-

imum has been reached by examining the potential energy as a function of time in the simulation.

This uses an integrated GROMACS software tool, energy. This tool allows the user to examine many

system properties, such as, but not limited to, the pressure, volume, temperature, potential energy,

or kinetic energy. Figure 5.3 shows the potential energy of the aragonite system during the energy

minimization phase. We expect the system’s potential energy to decrease with time until either the

minimization algorithm can no longer reduce the energy or the maximum force tolerance, defined in
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Figure 5.2 Initial configuration of aragonite used as input for GROMACS simulations. The simulation cell
includes 125 (5x5x5) aragonite unit cells. Calcium atoms in brown, carbon atoms in teal, and oxygen atoms in
red.



86

0 100 200 300 400 500
Time (ps)

1.0245

1.0240

1.0235

1.0230

1.0225

En
er

gy
 (K

J/m
ol

)

×106 Potential Energy
Conjugate Gradient
Steepest Descent
L-BFGS

Figure 5.3 The potential energy of the system during energy minimization using the available minimization
algorithms: Conjugate Gradient (black), Steepest descent (red), and l-BFGS (blue). All methods converge to
the same minimum.

the MDP file as emtol, is met. Typical values of emtol are suggested to be 0.001 N/mol but will vary

with the system simulated. Normal mode analysis requires much more aggressive energy minimiza-

tion than the initial equilibration. For specific values used in these simulations, the reader is referred

to Section B.1 of Appendix B. Figure 5.3 shows the results for all available algorithms: Conjugate Gra-

dient (black), Steepest Descent (red), and limited-memory Broyden-Fletcher-Goldfarb-Shanno quasi-

Newtonian minimizer (blue). Each algorithm converges to the same minimum potential energy. We

used the conjugate gradient method for production runs since it achieves the minimum in the fewest

time steps. Further details on the specifics of the algorithms can be found in the GROMACS documen-

tation.13

After the energy minimization, the system is brought to the desired temperature and pressure

defined in the MDP file. This is done in two steps to be cautious. The first phase is the NVT run where

the simulation is kept at a constant number of particles, constant volume, and a constant temperature

(300 K) using the Berendsen Thermostat algorithm. The simulation cell is placed in a temperature

bath at the desired value of 300 K and allowed to evolve according to the input parameters for 100
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Figure 5.4 Equilibration of the simulation cell is done following energy minimization of the initial configuration
shown in Figure 5.2. An NVT run of 100 picoseconds brings the system to the desired temperature of 300 K
(top). The simulation is then continued with an NPT run for an additional 100 picoseconds to bring the pressure
to a value of 1 bar (bottom).

picoseconds. Figure 5.4(top) shows that the desired average temperature of 300 K is reached and

maintained. After the NVT run, the simulation is continued into an NPT (constant number of particles,

pressure and temperature) for an additional 100 picoseconds to allow the pressure to equilibrate at

the desired value of 1 bar (see Figure 5.4bottom).

Once the system has equilibrated, a production run of 500 picoseconds is executed. The production

run generates a reasonably sized trajectory file that can be split into various snapshots in preparation

for the normal mode analysis.
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5.2.2 Normal Mode Analysis

As described in the GROMACS documentation, normal-mode analysis is executed by diagonalizing

the mass-weighted Hessian, H, as follows:

RT M−
1
2 HM−

1
2 R = diag(λ1, ...,λ3N) (5.1)

λi = (2πωi)
2 (5.2)

where M contains the atomic masses, R is a matrix that contains the eigenvectors as columns, λi

are the eigenvalues and ωi are the corresponding frequencies. First the 3N × 3N Hessian matrix is

calculated according to:

Hi j =
∂ 2U

∂xi∂x j
(5.3)

where xi and x j are the coordinates (x, y, or z) of the atoms and U is the potential acting on the atom.

Practically, the Hessian is calculated numerically from the force as:

Hi j = −
fi(x+he j)− fi(x−he j)

2h
(5.4)

fi = −
∂U
∂xi

(5.5)

where e j is the unit vector in direction j.13

Multiple configurations are extracted from the production run trajectory file at 10 ps intervals to

make up the 50 configurations used for the normal mode analysis. The choice of time-slice is only to

build multiple VDOS from a single production run and is done for convenience. Each configuration

is quenched using the L-BFGS energy minimization integrator and mdrun. The nm integrator is then

used to compute the Hessian Matrix. This matrix is the input for the GROMACS tool nmeig, which

calculates the eigenvectors and corresponding eigenvalues via diagonalizing the Hessian. There are

3N - 3 non-zero normal modes where N is the number of particles in the simulation (2500). The first

3 are translations we ignore because there is no energy change. This results in 7497 eigenvectors with
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eigenvalues (eigenfrequencies) corresponding to the vibrational mode energy.

Figure 5.5(top) shows each eigenvector’s mode energy in wavenumbers. GROMACS sorts the

eigenvectors in terms of increasing energy. Regions of low slope, such as between eigenvector index

5000 to 6500, show many vibrational modes of similar energies. In contrast, regions of near-infinite

slope show regions where few or no vibrational modes exist with those energies. The eigenfrequencies

are more easily interpreted when binned in a histogram to create a VDOS plot. Figure 5.5(bottom)

shows the histogram of the vibrational mode energies for one single configuration. A 4 cm−1 bin

width was used to mirror typical IR data collection settings. We can see qualitative similarities to the

calcite and aragonite data previously shown in Chapter 3. No meaningful differences were observed

across the individual VDOS plots, supporting the assertion that the system was at equilibrium. The

final VDOS for each force-field was created by summating all configurations and normalizing the

histogram.

5.3 Force-fields and comparisons to experimental data

The original iteration of the force-field parameters developed by Xiao et al. only included improper

dihedral angles to constrain the atoms.21 This was later changed by Cruz-Chu et al. to include a

rigid bond between the carbon and oxygen atoms for their investigation involving the fracturing of

aragonite slabs.7 I used both of these force fields to generate aragonite VDOS plots to examine the

effects of the spring bond on the vibrational mode energies.

Experimental aragonite data collected via IR is an excellent point of comparison for the calculated

VDOS as, unlike calcite, all internal vibrations are IR-active.20 It is unclear whether there are any

missing aragonite external modes, as the broad nature of experimentally detected bands that incorpo-

rate these modes envelop the entire energy range. Others noted that predicted external mode peaks

smear together in the vibrational spectra of aragonite.5,6,20 Figure 5.6(top) shows experimentally col-

lected IR data for a pure aragonite sample in both the Mid-IR region (black, 2000 - 400 cm−1) and

the Far-IR region (red, 600 - 100 cm−1). The data are collected separately due to the instrument’s

optics, as discussed previously in Chapter 3. Each dataset has been normalized to the strongest band

(ν3 for the Mid-IR, B1 for the Far-IR).
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Figure 5.5 The plotted eigenfrequencies (in cm−1) for each eigenvector calculated during the normal mode
analysis (top). The vibrational density of states (VDOS) is a histogram generated from these data (bottom).
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Figure 5.6 Experimental vibrational data for aragonite collected using FTIR methods (top), VDOS using the
force field of Xiao et al. (middle), which does not include the carbon-oxygen spring bond, and Chuz-Chu
et al. (bottom) that does. The appearance of internal and external mode bands resembling experimental
measurements of aragonite are present in both VDOS. Including the spring bond term (bottom) results in
energy changes for the internal modes (2000 - 500 cm−1) and many low-count peaks between 700 cm−1 and
400 cm−1, which should not have any modes based on experimental measurements.
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The Mid-IR region shows four fundamental internal modes for aragonite. In order of decreasing

energy, ν3 at 1425 cm−1 is the most intense. Next is a very weak ν1 peak at 1080 cm−1. The ν2 peak

at 855 cm−1 is the second most prominent. The final vibration, ν4, is a relatively weak doublet at

712 cm−1 and 700 cm−1. The spectral features are significantly broader in the Far-IR region than

the Mid-IR peaks. For ease of discussion, the spectral features are described as bands rather than the

spectroscopic ν labeled peaks. There are two bands, the most intense B1 band at 200 cm−1, including

an extended shoulder out to nearly 300 cm−1, and a weaker B2 band at 100 cm−1. We note that B1

and B2 are not standard mode designations; they are used as peak labels for our convenience.

A VDOS plot was created using both the Xiao et al. force-field (Figure 5.6 middle) and Cruz-Chu et

al. force-field (Figure 5.6 bottom). The inclusion of the spring-bond term, originally used to maintain

the integrity of aragonite slabs, has a visible effect on the vibrational properties of the system, as

observed in the VDOS plots. By incorporating the spring bond between the carbon and oxygen atoms,

the VDOS shows changes in the internal carbonate mode (above 500 cm−1) and external mode (below

500 cm−1) regions.

Figure 5.6(middle) does not include a rigid bond term between the carbon and oxygen atoms. The

Mid-IR region (2000 - 500 cm−1) shows three prominent bands, 1560 cm−1, 1025 cm−1, and 810

cm−1, as well as a minor band at 900 cm−1. As previously described, four is the expected number

of bands based on the experimental data for aragonite in the Mid-IR region. Assuming the bands

appear in the same order (i.e., ν1 is higher in energy than ν2), the bands all appear shifted in terms of

energies. The ν3 peak appears at 1560 cm−1, giving an energy shift of +135 cm−1. The ν1 mode shifts

to lower energies, from 1080 cm−1 experimentally to 1025 cm−1 in the VDOS (-55 cm−1). Both the

ν2 and ν4 bands shift upwards, from 855 cm−1 to 900 cm−1 (+45 cm−1) and 706 cm−1 to 810 cm−1

(+104 cm−1), respectively. The doublet is no longer resolved in the case of ν4. The Far-IR region

shows significant deviation from the experimental data, now showing one band near 350 cm−1 and

an additional broad band centered around 200 cm−1, extending from 300 cm−1 to 100 cm−1.

The VDOS shown in Figure 5.6(bottom) was generated using the force field that includes a spring-

bond interaction between the carbon and oxygen atoms. The Mid-IR region (2000 - 500 cm−1) shows

four bands in a different combination of weak and strong peaks than the prior force field. There are
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two prominent bands, located at 1620 cm−1 and 750 cm−1, with two minor bands at 890 cm−1 and

620 cm−1. There is also an extended collection of very weak peaks from 620 cm−1 down into the Far-

IR region. Again, assuming the correct order of the vibrational energies (ν3 > ν1 > ν2 > ν4), ν3 appears

at 1650 cm−1 (+225 cm−1), ν1 at 890 cm−1 (-190 cm−1), ν2 centered at 750 cm−1 (-105 cm−1) and

ν4, now a resolved doublet, is at 620 cm−1 and 605 cm−1 (-92 cm−1 and -95 cm−1, respectively). The

Far-IR region (500 - 100 cm−1) continues to deviate from the experimental data, instead maintaining

the broad spectral band from 100 - 300 cm−1 and an additional, more narrow, band now at 325 cm−1,

that was present in the VDOS plot made using the force-field without C-O the spring-bond (Figure 5.6

middle).

Figure 5.6 exemplifies that the VDOS is sensitive to including a carbon-oxygen spring-bond in-

teraction. This indicates the necessity to validate the results of a given set of simulation parameters

against experimental data before exploring the effects of structural changes on the VDOS plots.

It is important to note that the vibrational density of states shows where the energies of the vibra-

tional states are but does not directly indicate what intensities should be expected in the experimental

data. These simulations result from normal-mode analysis and, thus, do not incorporate the selec-

tion rules for IR or Raman experimental instrumentation. For this reason, it is crucial to resist the

temptation to directly compare band intensities between a VDOS and experimental FTIR spectrum.

DFT calculations calculate the energies of the modes based on electronic structure and then scale the

intensities based on experimental data.10,22

5.4 Conclusions

I show that two versions of a currently available molecular dynamics force-field developed by Xaio et

al., later modified by Cruz-Chu et al., can be used to simulate the vibrational density of states (VDOS)

for aragonite, a polymorph of calcium carbonate. Using a spring-bond interaction term between the

carbon and oxygen atoms changes the overall band structure and mode energies. Visual comparison

of the computed VDOS plots with experimental IR data for aragonite shows significant deviation for

both force fields. The energy shifts are larger overall for the Cruz-Chu et al. version (maximum shift

+225 cm−1, average 150.5 cm−1), but it appears to encapsulate the Mid-IR profile of aragonite better,
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especially with the ν4 doublet being resolved. By comparing the aragonite VDOS to experimental data,

it is clear that both potentials used in this investigation capture many aspects of the basic aragonite

IR profile. As such, neither force field can be touted as outright superior when simulating the VDOS

of aragonite. Both are reasonable starting points for further VDOS calculations involving disordered

calcium carbonate structures.

Important to highlight is the sensitivity of the VDOS plot to the inclusion of the spring-bond term.

One of the original goals for this project was to examine the effect of structural changes on the VDOS

plots of calcium carbonate minerals, namely aragonite. It was unclear to us at the outset what type

and magnitude of structural change to the system would be necessary to induce changes in the VDOS.

This research shows that the VDOS of aragonite can be influenced meaningfully by comparing the

effects of parameter changes.

The priority for future work should be identifying the type of motion exhibited for each band

in the VDOS. GROMACS has tools related to normal mode analysis for this purpose. Having this

information would significantly improve the qualitative comparisons that can be made between the

VDOS and experimental data. With this information accessible, the next priority should be to tune

the potentials to better match experimental data in the internal vibrational mode region. The internal

carbonate modes of aragonite are better resolved in energy than the external modes experimentally,

and a more extensive wealth of experimental data is available that one can use to validate. It is vital

to take this step before using the VDOS in a predictive manner to gain insight into how structural

differences would be expected to change experimental IR or Raman data. Once the basic workflow is

established, it becomes much easier to computationally investigate modified aragonite lattices, such

as those showing lattice strain or elemental substitutions, for comparison with vibrational mode data

of less pristine real-world samples.
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Chapter 6

Conclusions

6.1 Summary of thesis work

The techniques described in the preceding chapters can be used to examine the vibrational properties

of solids. Understanding the nuances of these methods before leveraging them to advance the current

scientific knowledge base related to disorder in solid materials is essential. This work highlights the

strengths and weaknesses of the techniques using calcium carbonate. We added to the knowledge

base for both the methods and the material.

Previous studies have highlighted vibrational spectroscopy’s ability to identify signatures of struc-

tural differences using the internal carbonate vibrational modes.6,9,12,24,25 Prior to this thesis research,

vibrational spectroscopic techniques had not been used to assess the effects of structural differences

on external mode vibrations in carbonate mineral samples. Our explicit links between far-infrared

(Far-IR, 650-80 cm−1) and mid-infrared (Mid-IR, 4000-400 cm−1) data is the first of its kind, and it

helps move us toward our ultimate goal of using spectroscopic analysis strategies for tracking struc-

tural differences in materials due to processing, aging, or use-based changes. We demonstrate that

calcite-aragonite-portlandite mixtures can show apparent peak shifts in the Far-IR spectral range us-

ing spectra collected using attenuated total reflectance (ATR) Fourier transform infrared spectroscopy

(FTIR). We show that relative peak intensity changes between overlapping peaks – without peak en-

ergy shifts in the constituent peaks – are sufficient to explain peak position changes. These results
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benefit those working with heat-treated calcium carbonate samples wherein phase mixtures are com-

monly observed. Another takeaway from this work was that the lower energy bands are significantly

broader than the internal modes. Past experimental work has shown that IR vibrations broaden with

increasing temperature.24 When a crystal lattice change (i.e. phase transition) is not relevant, as is

the case with calcite and aragonite below 700 K, this effect is attributed to the anharmonic nature of

the vibrations. The expectation is that since the external mode energies are comparable to kBT (corre-

sponding to an energy of 207 cm−1 at 300 K), the bands should be broader than the internal modes,

as they have comparatively more thermal energy at room temperature. Combine this with the very

similar energies of 2 sets of 2 modes (ν6 and ν8, ν7 and ν10), and it is perhaps not surprising that the

resultant spectra show three prominent bands instead of 5. Ultimately, it makes it significantly harder

to identify and decouple the changes we look for, such as peak broadening, peak shifts, and relative

intensity changes, in the external modes compared to the internal modes. We attempted Williamson-

Hall analysis on the powder X-ray diffraction (PXRD) data. However, it was unsuccessful, likely due

to the Bragg peak widths being dominated by instrumental broadening rather than structural effects.

To address the instrument broadening quantitatively, one would use a silicon standard to measure it,

thus enabling the sample data to be adjusted.

Photoacoustic spectra in the Mid-IR range show persistent, repeatable enhancement of weak peaks

associated with combination modes, overtones, and isotopic species in calcite relative to transmission

and ATR spectra of this material. To help explain this phenomenon, we conducted experiments cen-

tered around the idea that these effects were related to the saturation of fundamental peaks. By ex-

ploring the effects of mirror speed and transducer type, data collected with step-scan and rapid-scan

modes, and the linearization data correction method, we show that saturation effects are not a reason-

able explanation for this enhancement. Instead, this enhancement is intrinsic to the detection method

(PAS), and we note that an adequate theoretical explanation for this long-standing phenomenon has

yet to be developed.

Calculations of the vibrational modes of calcium carbonate structures have previously used den-

sity functional theory (DFT) methods to investigate the effects of structural changes on the internal

carbonate vibrational modes. However, these methods are not feasible for the external modes.6,20
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Molecular dynamics (MD) methods offer the ability to explore the effects of structural differences

on the vibrational density of states (VDOS), a similar type of data to that collected via vibrational

spectroscopic methods. The goal of the MD simulations was first to replicate the work of Grandy et

al. for calcium carbonates rather than silicates. That is, to run a molecular dynamics simulation that

encapsulates the intrinsic vibrational properties of calcium carbonate systems. The first milestone is

to do this for pure systems before extending this to systems modified intelligently (i.e. include specific

disorder) to help understand and interpret experimental data. Specifically, we seek to study the effects

of different types of disorder on the VDOS of the system as an analog for the currently available and

future FTIR data.2–4,9,10,18,24–26

The currently available force field parameters used for calcium carbonate simulations of Xiao et

al.23 and Cruz-Chu et al.5 are reasonable starting points to generate a VDOS that shows qualitative

agreement with experimentally collected data. This comparison shows that the model captures the

basic profile of aragonite, but it remains to be seen whether the vibrational mode energies correspond

to their experimentally measured counterparts.

Overall, these projects identify some of the strengths and weaknesses of the methods in leverag-

ing vibrational modes better to understand the effects of structural disorder in solids. Further, they

highlight opportunities for additional experimental and computational work surrounding calcium car-

bonate minerals.

6.2 Broader view and future work

This dissertation seeks to advance the scientific understanding of ordering in solid materials by an-

choring new data related to either novel energy ranges or oft-overlooked measurement technique

idiosyncrasies with our current understanding and expertise of the case study materials. The initial

conception was to use our established expertise with calcium carbonate materials and our under-

standing of the fundamental technique, Fourier transform infrared spectroscopy (FTIR), to explore

these materials’ minimally examined external mode vibrations in the context of structural disorder.

No single experimental technique can examine atomic level disorder across the length scales we inves-

tigated. Instead, we must build our understanding by combining data and conclusions from different
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techniques to explain what is happening in the material.

The energy ranges explored by Far-IR FTIR overlap with techniques used to explore quasi-particles

such as magnons.1,19 Researchers have examined the vibrational dynamics of different systems to elu-

cidate the mechanisms for photoinduced phase transitions.21 According to Wang et al. “understanding

and manipulating complex phase transition phenomena in strongly correlated oxides are among the

most important issues in condensed matter physics, with both fundamental and technological im-

plications.”21 The authors allude to the potential of the studied material, highlighting the potential

of selectively triggering an electronic transition for improved speed of optical/electrical modulation

devices since this transition does not require a lattice transformation to happen.

Each of the projects discussed in this dissertation has natural continuations that would advance

the ability of researchers to leverage vibrational mode information of solids to understand the effects

of structural disorder. The following is an outline of further directions that this work could be taken.

6.2.1 Photoacoustic detection

The results of this study address a fascinating and long-standing effect consistent with published and

unpublished data from others, but that has never been addressed directly in published literature. This

is the first time anyone has attempted to describe the weak peak enhancement inherent to FTIR-

PAS. We could only show conclusively that PAS weak peak enhancement is not caused by detector

saturation. Further, the results leave the obvious next steps in plain sight: identify the cause of the en-

hancement. The Rosencwaig-Gersho theory13–16 describing the photoacoustic effect in solids depicts

how the magnitude and phase of the photoacoustic signal vary with chopping frequency (modulation)

and normalized thermal diffusion length. Theoretical explanations of the vibrational mode intensities,

both the fundamental modes and the weaker isotopic, overtone, and combination modes, are yet to

be developed.

One of the manuscript reviewers suggested that the enhancement originated from the lateral scat-

tering of the photoacoustic (PA) signal. A minimum amount of sample, typically enough to cover the

bottom of the cup completely, is required to get the maximum signal experimentally. However, beyond

this amount, no increase in signal has been observed. This suggests that the photoacoustic signal of
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powdered samples is only generated within the top layers. As such, lateral scattering of the thermal

radiation in this signal-generating layer may enhance the PA signal. However, it remains to be seen

why the weak bands appear enhanced compared to the fundamentals without evidence of saturation.

The experiments to examine the signal increase due to lateral scattering are straightforward. By

diluting the sample powder using spectroscopic grade potassium bromide in varying ratios, the data

should clearly show the effect of reduced lateral scattering as the dilutant:sample ratio increases. If

this hypothesis is correct, the effects should be similar to those observed in transmission measurements

when sample pellets are reground and pressed again.9

6.2.2 FTIR-ATR external modes

The external modes of calcium carbonate materials are understood theoretically and have been mea-

sured previously experimentally using FTIR methods as well as similar Terahertz Time-Domain Spec-

troscopy (THz-TDS).2,7,17,20,22 THz-TDS is another spectroscopic technique that operates in a compa-

rable energy range to vibrational modes. The method involves generating a broadband terahertz pulse

to probe the sample rather than the broadband IR source used in FTIR. While commercial THz-TDS

setups are limited to the low end of the Far-IR region (typically up to near 110 cm−1), some systems

have been developed that can extend well into the Mid-IR region. Ignoring the possible bandwidth-

related issues, THz-TDS is exciting as it measures the electric field of the THz pulse, allowing for data

collected to contain information about the sample’s effect on both amplitude and phase at a given fre-

quency (wavenumber). This could lead to vibrational mode information that is not accessible using

FTIR.

FTIR has often been used to identify vibrational bands, or peaks, of calcium carbonates to distin-

guish between different types of samples, such as aragonite and calcite. My research uses these same

techniques to compare differences between samples of the same structure to identify more subtle dis-

parities that correlate with structural differences. This methodology has been successfully used with

calcite samples’ internal carbonate vibrational modes.9,12,18,24

Difficulties distinguishing trends in the external modes primarily arose from using mixed-phase

samples that dominated the spectral changes. Future work could repeat these measurements using
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carefully curated samples of calcite or aragonite, but not mixtures, to help identify structural change

signatures in the external modes.

A drawback of using these specific FTIR methods is that the Mid-IR and Far-IR energy ranges

must be collected separately due to optical limitations. Moving forward, a bandwidth encompassing

both the internal and external modes of calcium carbonates could be achieved simultaneously using

a THz-TDS apparatus. This opens up the possibility for relative peak intensity comparisons between

the internal and external modes. This may help identify interesting trends we cannot assess due

to the two separate collection windows used in FTIR setups. This project would take significant

work, as it requires the familiarization of calcium carbonate vibrational modes measured using a

more novel method. Published THz-TDS data for calcium carbonates appear similar to the Far-IR

data visually17, but care must be taken when working with these samples. Our work highlighted

that observed changes could come from alternate sources, such as phase mixing, so similar sample

selection considerations must be given. Using the internal modes in conjunction with the external

modes to resolve ambiguity worked for FTIR methods and should also be possible using THz-TDS.

6.2.3 Molecular Dynamics vibrational density of states

The molecular dynamics (MD) simulations resulted in two similar, distinct vibrational density of states

(VDOS) plots for aragonite (see Figure 5.6). The types of vibrations (i.e., bend, stretch, or wag) ap-

pearing in these plots as peaks remain to be determined. Doing so would allow for more comprehen-

sive comparisons between the VDOS and experimentally collected data. This critical step opens up

the ability to simulate specific types of disorder in the material and examine the effect on the VDOS.

From there, links between available experimental data could result in a way to identify the type of

disorder that causes the observed IR spectral changes.

To further develop the MD simulations as a reliable tool for experimental data correlations, addi-

tional steps should be taken to improve confidence in the methodology. Alternate force field parame-

ters for calcium carbonate MD simulations available in the literature should be used to generate VDOS

data.8,11 The parameters used in this investigation were not explicitly developed to encapsulate the

vibrational modes of these materials. The original motivation was to capture the elastic properties of
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these solids.23 Comparing all available force fields should be a priority.

Additionally, simulations of calcite would open up additional experimental data for comparison.

Both minerals are relevant for many of the same fields. Once these fundamental steps are taken, work

involving disordered systems should begin earnestly. Simulating a phase-mixture would be ideal for

directly comparing the Far-IR work discussed in Chapter 3. One way this could be accomplished is

to generate a VDOS for each aragonite and calcite and then calculate a linear-combination VDOS at

different percentages to compare with the experimental data discussed in Chapter 3. Alternatively,

a more sophisticated simulation involving the nucleation of calcium carbonate from ions in solution

could be used to produce mixed phases. This could lead to inter-growths of the two crystal phases,

generating interesting types of disorder at the phase boundaries. Additional experimental work would

be necessary to get comparative data.
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Appendix A

The effects of modulation frequency on PAS

spectra

A.1 Motivation

The PA301 photoacoustic cell (Gasera) is known to have detrimental resonance effects at specific

modulation frequencies. Measurements taken in rapid-scan mode modulate each wavenumber with a

different frequency, resulting in cell resonance effects appearing at different wavenumbers for differ-

ent modulation frequencies.

The same sample preparation of high crystallinity calcite (Alfa Aesar, purchased) was used to in-

vestigate the usable range of modulation frequencies and to generate a spectrum where all vibrational

modes of interest (1600 cm−1- 600 cm−1) are not saturated. The powder was ground for approxi-

mately 3 minutes before loading in a sample cup. Carbon black (Gasera) was used as a reference

sample.

These scans were executed in ambient air in the interest of time saved. The PAS cell was not

purged prior to data collection. For this reason, water and CO2 are present in all spectra.
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PAS spectra of the same calcite sample preparation
taken at various mirror speeds

Figure A.1 PAS spectra of the same highly crystalline calcite sample. All bands of calcite are present and
appear unaffected by cell resonance issues.

A.2 Data plots

Figure A.1 shows a selection of modulation frequencies across the entire experimental range. These

data appear unaffected by cell resonance effects. There is an apparent change in overall signal inten-

sity between 9 kHz and 10 kHz. All relevant bands of calcite are present. Interestingly, the relative

peak intensity ratios appear constant based on rough estimates of the ν3 peak intensity. The spectrum

taken at 18 kHz shows a decrease in nu4 relative intensity but does not have the 13C ν2 band, sug-

gesting that this modulation frequency may be unusable. The fingerprint region for the same data is

highlighted in Figure A.2.

It was found that certain speeds were not viable for calcite samples, as at least one of the vi-

brational modes in the fingerprint region was distorted beyond usability. Figure A.4 shows the data

collected at modulation frequencies of 14, 17, 19, 20, 25, and 30 kHz. The region highlighting the

vibrational modes of interest (900 cm−1- 690 cm−1) for the problematic scans is shown in Figure A.5.
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Figure A.2 Fingerprint region for calcite modulation frequency checks. Relative peak intensities appear con-
stant in all scans except for 18 kHz.
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Figure A.3 Fingerprint region of calcite normalized to the ν2 band. This wavenumber range highlights the
consistency of the relative peak intensities at these modulation frequencies, excluding 18 kHz.
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Figure A.5 The ν2 and ν4 vibrational modes are affected by cell resonance issues such that the data cannot
be trusted.
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Calculation process details

The following outlines how to create a vibrational density of states step-by-step. The following input

files enable one to reproduce procedures described in Chapter 5.

B.1 Energy minimization

The first step towards creating a vibrational density of states for aragonite is to minimize the system

energy. To do this, using the GROMACS software suite requires three input files: the molecular dy-

namics parameters (.mdp), the structure (.gro), and the topology (.top). The structure and topology

files (conf.gro and topol.top, respectively) were created following the instructions outlined in the sup-

plementary files made available by Cruz-Chu et al.1 The molecular dynamics parameters (minim.mdp,

nvt.mdp, npt.mdp, md.mdp, nm.mdp, and lbfgs.mdp) are included below.

Listing B.1 minim.mdp input file for energy minimization

1 ; minim.mdp - used as input into grompp to generate em.tpr

2 ; Parameters describing what to do, when to stop, and what to save

3 integrator = cg ; Conjugate-gradient minimization algorithm

4 nstcgsteep = 100 ; Perform a steepest decent step every <nstcgsteep> steps

5 emtol = 0.001 ; Stop minimization when the maximum force < 0.001 kJ/mol/

nm

6 emstep = 0.0001 ; Minimization step size

7 nsteps = 50000 ; Maximum number of (minimization) steps to perform
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8

9 ; Parameters describing how to find the neighbors of each atom and how to calculate the

interactions

10 nstlist = 1 ; Frequency to update the neighbor list and long range

forces

11 cutoff-scheme = Verlet ; Buffered neighbor searching

12 ns_type = grid ; Method to determine neighbor list (simple, grid)

13 coulombtype = PME ; Treatment of long range electrostatic interactions

14 rcoulomb = 1.0 ; Short-range electrostatic cut-off

15 rvdw = 1.0 ; Short-range Van der Waals cut-off

16 pbc = xyz ; Periodic Boundary Conditions in all 3 dimensions

B.2 Constant number of particles, volume, and temperature (NVT)

Following the energy minimization, the system needs to be brought up to the simulation temperature

of 300K.

Listing B.2 nvt.mdp input file for constant NVT

1 title = CaCO3 NVT equilibration

2

3 ; RUN CONTROL PARAMETERS

4 integrator = md ; leap-frog integrator

5 nsteps = 50000 ; 2 * 50000 = 100 ps

6 dt = 0.002 ; 2 fs

7 comm-mode = Linear ; mode for center of mass motion removal

8 nstcomm = 1 ; number of steps for center of mass motion removal

9

10 ; OUTPUT CONTROL OPTIONS

11 nstxout = 500 ; save coordinates every 1.0 ps

12 nstvout = 500 ; save velocities every 1.0 ps

13 nstenergy = 500 ; save energies every 1.0 ps

14 nstlog = 500 ; update log file every 1.0 ps

15

16 ; OPTIONS FOR BONDS
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17 ; Bond parameters

18 continuation = no ; first dynamics run

19 constraint_algorithm = lincs ; holonomic constraints

20 constraints = all-angles ; all bond angles

21 lincs-iter = 1 ; accuracy of LINCS

22 lincs-order = 4 ; also related to accuracy

23 lincs-warnangle = 90 ; maximum angle that a bond can rotate before LINCS

will complain

24

25 ; Nonbonded settings

26 cutoff-scheme = Verlet ; Buffered neighbor searching

27 ns_type = grid ; search neighboring grid cells

28 nstlist = 100 ; 100 fs, largely irrelevant with Verlet

29 rcoulomb = 1.0 ; short-range electrostatic cutoff (in nm)

30 rvdw = 1.0 ; short-range van der Waals cutoff (in nm)

31 DispCorr = EnerPres ; Apply long range dispersion corrections for

Energy and Pressure

32 table-extension = 1 ; Extension of the potential lookup tables beyond

the cut-off

33

34 ; Electrostatics

35 coulombtype = PME ; Particle Mesh Ewald for long-range electrostatics

36 pme_order = 4 ; cubic interpolation

37 fourierspacing = 0.16 ; grid spacing for FFT

38 vdw-type = cut-off ; Method for doing Van der Waals

39

40 ; Temperature coupling is on

41 tcoupl = nose-hoover ; Nose-Hoover thermostat

42 tc-grps = system ; no groups in our aragonite slab

43 tau_t = 0.1 ; time constant, in ps

44 ref_t = 300 ; reference temperature, in K

45 ; Pressure coupling is off

46 pcoupl = no ; no pressure coupling in NVT

47 ; Periodic boundary conditions
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48 pbc = xyz ; 3-D PBC

49 ; Velocity generation

50 gen_vel = yes ; assign velocities from Maxwell distribution

51 gen_temp = 300 ; temperature for Maxwell distribution

52 gen_seed = 508934891 ; the seed Shahrazad had given me

B.3 Constant number of particles, pressure, and temperature (NPT)

Listing B.3 npt.mdp input file for constant NPT

1 title = CaCO3 NPT equilibration

2

3 ; RUN CONTROL PARAMETERS

4 integrator = md ; leap-frog integrator

5 nsteps = 50000 ; 2 * 50000 = 100 ps

6 dt = 0.002 ; 2 fs

7 comm-mode = Linear ; mode for center of mass motion removal

8 nstcomm = 1 ; number of steps for center of mass motion removal

9

10 ; OUTPUT CONTROL OPTIONS

11 nstxout = 500 ; save coordinates every 1.0 ps

12 nstvout = 500 ; save velocities every 1.0 ps

13 nstenergy = 500 ; save energies every 1.0 ps

14 nstlog = 500 ; update log file every 1.0 ps

15

16

17 ; OPTIONS FOR BONDS

18 ; Bond parameters

19 continuation = yes ; Restarting after NVT

20 constraint_algorithm = lincs ; holonomic constraints

21 constraints = all-angles ; all bond angles

22 lincs-iter = 1 ; accuracy of LINCS

23 lincs-order = 4 ; also related to accuracy

24 lincs-warnangle = 90 ; maximum angle that a bond can rotate before LINCS

will complain
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25

26 ; Nonbonded settings

27 cutoff-scheme = Verlet ; Buffered neighbor searching

28 ns_type = grid ; search neighboring grid cells

29 nstlist = 10 ; 20 fs, largely irrelevant with Verlet

30 rcoulomb = 1.0 ; short-range electrostatic cutoff (in nm)

31 rvdw = 1.0 ; short-range van der Waals cutoff (in nm)

32 DispCorr = EnerPres ; Apply long range dispersion corrections for

Energy and Pressure

33 table-extension = 1 ; Extension of the potential lookup tables beyond

the cut-off

34

35 ; Electrostatics

36 coulombtype = PME ; Particle Mesh Ewald for long-range electrostatics

37 pme_order = 4 ; cubic interpolation

38 fourierspacing = 0.16 ; grid spacing for FFT

39 vdw-type = cut-off ; Method for doing Van der Waals

40

41 ; Temperature coupling is on

42 tcoupl = nose-hoover ; Nose-Hoover thermostat

43 tc-grps = system ; no groups in our aragonite slab

44 tau_t = 0.1 ; time constant, in ps

45 ref_t = 300 ; reference temperature, in K

46 ; Pressure coupling is on

47 pcoupl = berendsen ; Pressure coupling on in NPT

48 pcoupltype = isotropic ; uniform scaling of box vectors

49 tau_p = 1.0 ; time constant, in ps

50 ref_p = 1 ; reference pressure, in bar

51 compressibility = 5e-5 ; Taken from Xaio et. al. via Shahrazad

52

53 ; Periodic boundary conditions

54 pbc = xyz ; 3-D PBC

55 ; Velocity generation

56 gen_vel = no ; Velocity generation is off
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B.4 Production run

Listing B.4 md.mdp input file for production run

1 title = CaCO3 Production MD

2

3 ; RUN CONTROL PARAMETERS

4 integrator = md ; leap-frog integrator

5 nsteps = 250000 ; 2 * 250000 = 500 ps

6 dt = 0.002 ; 2 fs

7 comm-mode = Linear ; mode for center of mass motion removal

8 nstcomm = 1 ; number of steps for center of mass motion removal

9

10 ; OUTPUT CONTROL OPTIONS

11 nstxout = 1000 ; save coordinates every 2.0 ps

12 nstvout = 1000 ; save velocities every 2.0 ps

13 nstenergy = 1000 ; save energies every 2.0 ps

14 nstlog = 1000 ; update log file every 2.0 ps

15 nstxout-compressed = 1000 ; save the compressed coordinates every 2.0 ps

16 compressed-x-grps = System ; save the whole system

17

18

19 ; OPTIONS FOR BONDS

20 ; Bond parameters

21 continuation = yes ; Restarting after NPT

22 constraint_algorithm = lincs ; holonomic constraints

23 constraints = all-angles ; all bonds are constrained

24 lincs-iter = 1 ; accuracy of LINCS

25 lincs-order = 4 ; also related to accuracy

26 lincs-warnangle = 90 ; maximum angle that a bond can rotate before LINCS

will complain, deg

27

28 ; Nonbonded settings

29 cutoff-scheme = Verlet ; Buffered neighbor searching

30 ns_type = grid ; search neighboring grid cells
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31 nstlist = 10 ; 20 fs, largely irrelevant with Verlet

32 rcoulomb = 1.0 ; short-range electrostatic cutoff (in nm)

33 rvdw = 1.0 ; short-range van der Waals cutoff (in nm)

34 DispCorr = EnerPres ; Apply long range dispersion corrections for

Energy and Pressure

35 table-extension = 1 ; Extension of the potential lookup tables beyond

the cut-off

36

37 ; Electrostatics

38 coulombtype = PME ; Particle Mesh Ewald for long-range electrostatics

39 pme_order = 4 ; cubic interpolation

40 fourierspacing = 0.16 ; grid spacing for FFT

41 vdw-type = cut-off ; Method for doing Van der Waals

42

43 ; Temperature coupling is on

44 tcoupl = nose-hoover ; Nose-Hoover thermostat

45 tc-grps = system ; no groups in our aragonite slab

46 tau_t = 0.1 ; time constant, in ps

47 ref_t = 300 ; reference temperature, in K

48 ; Pressure coupling is on

49 pcoupl = berendsen ; Pressure coupling on in NPT

50 pcoupltype = isotropic ; uniform scaling of box vectors

51 tau_p = 1.0 ; time constant, in ps

52 ref_p = 1 ; reference pressure, in bar

53 compressibility = 5e-5 ; Taken from Xaio et. al. via Shahrazad

54

55 ; Periodic boundary conditions

56 pbc = xyz ; 3-D PBC

57 ; Velocity generation

58 gen_vel = no ; Velocity generation is off

B.5 Normal mode analysis

Listing B.5 nm.mdp input file for production run
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1 title = CaCO3 Production MD

2

3 ; RUN CONTROL PARAMETERS

4 integrator = nm ; normal mode integrator

5 nsteps = 100000 ; 2 * 100000 = 200 ps

6 dt = 0.002 ; 2 fs

7 comm-mode = Linear ; mode for center of mass motion removal

8 nstcomm = 1 ; number of steps for center of mass motion removal

9

10 ; OUTPUT CONTROL OPTIONS

11 nstxout = 500 ; save coordinates every 1.0 ps

12 nstvout = 500 ; save velocities every 1.0 ps

13 nstenergy = 500 ; save energies every 1.0 ps

14 nstlog = 500 ; update log file every 1.0 ps

15 nstxout-compressed = 500 ; save the compressed coordinates every 1.0 ps

16 compressed-x-grps = System ; save the whole system

17

18

19 ; Parameters describing how to find the neighbors of each atom and how to calculate the

interactions

20 nstlist = 10 ; Frequency to update the neighbor list and long range

forces

21 rlist = 1.2 ; Cut-off distance for the short-range neighbor list

22 cutoff-scheme = Verlet ; Buffered neighbor searching

23 coulombtype = PME-Switch ; Treatment of long range electrostatic interactions

24 rcoulomb = 1.0 ; Short-range electrostatic cut-off

25 rcoulomb-switch = 0.8 ;

26 vdwtype = Cut-off ;

27 vdw-modifier = Potential-switch ;

28 rvdw = 1.0 ; Short-range Van der Waals cut-off

29 rvdw-switch = 0.8 ;

30 pbc = xyz ; Periodic Boundary Conditions in all 3 dimensions

31

32 ; Temperature coupling is off
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33 tcoupl = no

34

35 ; Pressure coupling is off

36 pcoupl = no

37

38 ; Velocity generation

39 gen_vel = no ; Velocity generation is off

Listing B.6 lbfgs.mdp input file for production run

1 ; lbfgs.mdp - used as input into grompp to generate em.tpr

2 ; Parameters describing what to do, when to stop and what to save

3 integrator = l-bfgs ; Conjugate-gradient minimization algorithm

4 nstcgsteep = 10 ; Number of correction steps to use for L-BGFS

minimization. Higher=better&slower

5 emtol = 0.001 ; Stop minimization when the maximum force < 0.001 kJ/

mol/nm

6 emstep = 0.0001 ; Minimization step size

7 nsteps = 50000 ; Maximum number of (minimization) steps to perform

8

9 ; Parameters describing how to find the neighbors of each atom and how to calculate the

interactions

10 nstlist = 10 ; Frequency to update the neighbor list and long range

forces

11 rlist = 1.2 ; Cut-off distance for the short-range neighbor list

12 cutoff-scheme = Verlet ; Buffered neighbor searching

13 coulombtype = PME-Switch ; Treatment of long range electrostatic interactions

14 rcoulomb = 1.0 ; Short-range electrostatic cut-off

15 rcoulomb-switch = 0.8 ;

16 vdwtype = Cut-off ;

17 vdw-modifier = Potential-switch ;

18 rvdw = 1.0 ; Short-range Van der Waals cut-off

19 rvdw-switch = 0.8 ;

20 pbc = xyz ; Periodic Boundary Conditions in all 3 dimensions
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Appendix C

Addendum and additions following thesis

defense

This appendix is written as an addendum to Chapters 3 and 4 following discussions with thesis ex-

aminers during the defense proceedings as these chapters are reproductions of published papers,

additions, alterations, and further clarifications are reported here.

C.1 Incorporating far infrared data into carbonate mineral anal-

yses

Table 3.1 summarizes the samples used in this investigation. Samples were ground to prepare for

measurement, but otherwise used “as-received.” Readers interested in further sample preparation

details specific to the heat-formed (H1-H5) samples are referred to their respective citations. The

lab-synthesized aragonite sample, AR, was used only as a comparative sample when discussing the

phase-mixture peak shifting (see Figure 3.5). As such, this data was not included in Figures 3.1 -

3.4. The observed shift of the ν4 band for sample M1 confirms Mg-calcite and has previously been

documented in the literature.3

An additional reference was brought to my attention related to the Far-IR measurements of calcite:

L. Long, M. R. Querry, R. J. Bell, and R. W. Alexander. Optical properties of calcite and gypsum in
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crystalline and powdered form in the infrared and far-infrared. Infrared Physics, 34:191–201, 1993.2.

The data reported here agrees with my experimental data for external mode bands at approximately

the same energies in the Far-IR region for calcite samples.

Further clarification on the procedure of regrinding and repressing was requested. In all cases

within the manuscript, FTIR data presented represent samples that were sufficiently ground such that

detected peaks ceased to narrow meaningfully, and the detected positions of the maxima moved ±2

cm−1 at most, even with further repressings of the sample. The reported uncertainty in the peak

positions of ±2 cm−1 was for the largest observed shift, seen in the B1 external mode band. All other

peaks showed less variation than this. We reported the maximum value as the paper’s intent was to

inform on the ATR-FTIR method and report on the novel results related to calcium carbonates.

C.2 Photoacoustic detection of weak absorption bands in infrared

spectra of calcite

Figure 4.5 shows rapid-scan PAS data for calcite collected using a Gasera PA-301 cell (labeled ”can-

tilever“ and an MTEC 300 cell (labeled ”microphone“). Data collection with the cantilever-based cell

was not done following a dry nitrogen purge, resulting in the CO2 doublet near 2400 cm−1 and a

water peak near 500 cm−1. The presence of these peaks does not detract from the points related to

the anomalous enhancement of weak spectral peaks in calcite asserted by my co-authors and myself.

Differences in the number of scans for individual spectra, specifically those published in Figure

4.1, are related to the specifics of the instrumentation. Transmission measurements have the highest

signal-to-noise ratio (followed by ATR, then PAS) and, thus, require fewer scans than ATR and PAS.

A point was raised as to why saturation of peaks cannot simply be avoided using multiple exper-

iments with different sample quantities. While this may be a practical methodology for transmission

measurements, ATR and PAS signals are affected by depth into the sample. It is challenging to con-

trol the amount of sample used in either measurement such that saturation of strong features could

be avoided. More relevant for my research is that we often seek to make comparisons of relative

peak intensities, as it can highlight interesting information about a sample’s formation or degradation
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through use. This comparison is not possible to do when comparing features from multiple spectra.

The Gasera PA-301 photoacoustic cell resonance has been partly addressed by the data presented in

the supplemental materials Section 4.6.2. For additional information, the interested reader is directed

to the undergraduate thesis of a past research group member, Marisa Dusseault, titled “Limits and

Potential of FTIR Analysis in Archaeology”.1

It is tempting to characterize the vibrational bands by their full-width at half-maximum (FWHM) if

saturation is the suspected cause of the weak peak enhancement. Due to the complicated peak shape

of the ν3 band owing to the multiple contributing atomic motions,4 this is not a reasonable approach.

Instead, I reiterate that the experiments performed in the paper highlight that the band is, in fact,

not saturated. It remains unclear why the photoacoustic detection of ν3 results is such a drastically

different band shape compared to ATR or transmission detection.
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