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Abstract

Switching is one of the bottlenecks restraining the efforts of researchers toward

systems. In this dissertation, we provide

a comprehensive study of a isil itchi i called the

Gamma (BG) network. The BG network has shown good performance in terms

of throughput, average cell delay, and reliability, and has displayed potential for

in broadband switch fabrics.

Designing highly reliable systems is a crucial requirement in the industry of broad-

band icati where of the system failures are very expensive.

Accordingly, we provide an exact model for network reliability of the BG network.
The model demonstrates that the network is highly reliable and can be confidently
deployed in communication systems.

The performance of the network is further investigated under different payloads

uniform and iform traffic. Uniform random and bursty are the
traffic types used. Several simulation experiments are carried out to measure the cell
loss, cell average delay, and buffering requirements of the BG network. In addition,
we pursue an analytical model under uniform random traffic to verify our simulation
results. The performance of the network is compared with both an ideal nonblocking
network and the crossbar network. It is determined that the network has much better
behavior than the crossbar switch and operates very closely to the ideal architecture
under most types of offered traffic loads.
Finally, we introduce a VLSI design for the BG network using 0.35 CMOS tech-
nology supported by the Canadian Microelectronics Corporation. The design has
mainly three components, the switching element, the output port, and the network

main controller. The design features built-in self-test (BIST) which has become an



essential part of any fast digital system. We also parametrize the design such that
the amount of effort needed to generate a fabric with arbitrary size is minimal. We
describe the design in the Very High Speed Integrated Circuit Description Language
(VHDL).
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Chapter 1

Introduction

1.1 Background

Currently, the telecommunications industry is split between two protocols; namely
the asynchronous transfer mode (ATM) and the internet protocol (IP). ATM has

been identified by the I ional Tel ications Unit -

Standardization Sector (ITU-T) as a comprehensive switching technique that is capa-

ble of meeting the requirements of B-ISDN: such as high throughput, low switching

fault

delay, low packet loss low cost,

and ability to achieve broadcasting as well as icasting. B-ISDN (broadband in-
tegrated service digital network) is the extension of the ISDN (previously defined for
telephone and data transmission services). B-ISDN will be capable of providing all
services (audio, video, and data transfer applications) in a unified fashion to various

places at varying speeds. The ges are ease of il ion and

better user access and ical service, and flexibility in the i and evo-

lution of services. ATM is also expected to provide communication services with
negotiable quality of service (QoS) levels. IP was invented to be the network layer
(layer 3 in the OSI model) protocol running on the top of Ethernet and Token Ring

local area networks (LANs). The original versions of IP, such as IP version 4 (IPv4),
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as end-systems, network controllers, and switch fabrics. With the diverse types of
services expected in the ATM networks, the QoS requirements differ from one service
to another. Some services are sensitive to delays, such as real time applications, and
some other services are sensitive to cell loss, such as data transfer. Also, the sensitivity
level differs from one end-user to another. The maximum cell rate, maximum cell

are used to ch ize

delay, average cell delay, and cell loss
the QoS. If an end-system is requesting a certain level of QoS that the network
resources can not furnish, then the network blocks this request. In some cases the
network rejects a request of an end-system even if there are sufficient resources for
that request [16]. This takes place when the request violates the initial QoS contract
between the network and the end-system.

Congestion and flow control are among the most complex issues with the ATM
technology. The reasons for this complexity are very evident [17]. Firstly. the diverse
service classes that ATM promises to handle with acceptable QoS levels. Secondly,
the ATM technology will appear in different network domains - LAN, MAN, and
WAN - that have large differences in the field equipment such as speed and buffering.
Thirdly, although the ATM switches can protect themselves from congestion by dis-
carding cells, this may result in poorer overall throughput of the network especially
for applications which employ encryption/compression where even losing one cell can
lead to losing the whole message sent. There are nine mechanisms used by current

ATM switches to handle congestion and flow control. These mechanisms are [17]:
1. Connection Admission Control (CAC);
2. Usage Parameter Control (UPC);

3. Selective Cell Discarding;



=

Traffic Shaping;

o

. Explicit Forward Congestion Indication (EFCI);

o

Resource Management Using Virtual Paths;

. Frame Discard;

o

Generic Flow Control (GFC);

©

ABR Flow Control.

The above mechanisms reduce congestion in the network by either impeding the traffic
that enters the network until the resources become available, or dropping low priority
traffic and allow the higher priority traffic instead. The performance of the above
mechanisms is greatly affected by the availability of the network resources.

The IP protocol is a routed protocol which can easily scale up. However, routing
is not as efficient as the switching process. Accordingly, the current trend is towards
integrating the IP routing protocol in the ATM switching networks. There are clas-
sical methods which are proposed by the Internet Engineering Task Force (IETF)
and label-based IP switching methods d by the industry (11]. The classical

methods approaches were criticized by the industry because they separated IP on
the top of ATM without taking any advantages of the ATM features. This leads to

lication of ions and

of the network management. Examples
for the classical methods are the LAN emulation (LANE) and the multiprotocol over
ATM (MPOA). In the label-based IP switching methods, companies such as Cisco
and Ipsilon are integrating the IP layer with the ATM switching layer. Examples for
the label-based IP switching methods are the Tag switching and IP switching.

Recently, the new Gigabit switched Ethernet networks are offering a good alter-

native by i i ing the b idth to the gigabit range. Such a devel-



opment might lead to the old protocol stack using IPv6, which features QoS, running
on the top of gigabit switched Ethernet network at the LAN level. Such high speeds
with the next generation IP seems to be an easy migration from the legacy LAN
systems.

From the above discussion, it appears that the industry it trending towards switch-
ing rather than routing. Switch fabrics are the core of the switching process. Switch
fabrics are placed in switching nodes scattered all over the network. The operation

of any switching mechanism is directly (or indirectly) by the

of the switch fabrics. Less efficient switch fabrics result in poor performance of the
whole network due to delays and retransmission of the lost traffic. Efficient switch
fabrics are characterized by their high throughput and low delay.

Figure 1.1 depicts a block diagram of a switch fabric. A switch fabric should

feature some or all of the following functions:
o Cell buffering;
o Traffic concentration and multiplexing;
o Fault tolerance;
o Multicasting and broadcasting;

o Cell ing based on delay

o Selective cell discarding based on loss priorities;
o Congestion monitoring.

Indeed, building up a switch fabric which features all of the above functions is a

challenging objective. Cell buffering is an essential function of the switch fabric,

pecially in case of i Traffic ion and is a natural

o



IPC = Input Port Controller
OPC = Output Port Controller

Switching
Network

Figure 1.1: A block diagram of a switch fabric.

role of a switch fabric. A switch fabric concentrates and multiplexes the arriving
traffic onto the OPCs. Fault tolerance has become a very important feature in today’s
communications equipment where the down time of the network is very expensive.
A fault tolerance model is usually associated with the testability level of a system.

Because the B-ISDN network will provide services such as video on-demand and video

£ i 1ti N

and b

are needed to support these services.
Scheduling is necessary for the network to efficiently manipulate the different traffic
types that arise from the various service classes. Cell discarding is essential in case
of congestion. Switch fabrics drop cells that have lower priorities. For the success of
the congestion and flow control mechanisms we discussed earlier, a switch fabric is
required to monitor the amount of congestion it suffers and passes this to the network
control plane. Hence, the congestion and flow control mechanisms take the proper

decisions,



1.3 Motivation

In this dissertation, we provide a

study of a isi itching archi-

tecture called the Balanced Gamma (BG) network. With infinite buffering resources,

the BG network has shown good in terms of th average cell

delay. and reliability. To continue studying the BG network, we further investigate
the performance of the network with realistic buffering resources. Realistic buffer
resources are comprised of finite queues. We investigate the performance of the net-
work under different payloads containing uniform and non uniform traffic. Uniform
random and bursty are the traffic types used. Several simulation experiments are
carried out to measure the cell loss, cell average delay, and buffering requirements of

the BG network. In addition, we pursued an analytical model under uniform random

traffic to verify our si ion results. The of the network is compared
with both an ideal network and the crossbar network. The performance results of
the ideal network are used as an upper bound and it is shown how the BG network
relates to that bound. The selection of the crossbar network was essential to prove

the efficient performance of the BG network. The crossbar network is recognized

by many hers as a suitable didate for ATM switching because of its good
internal blocking characteristics.

The reliability is a measure of the system'’s ability to operate without failures
during a specified period of time. It also measures the system’s ability to tolerate
faults. Previously, the reliability models of the BG network were established and
showed that the reliability of the BG network outperforms other competitive networks.
However, the network reliability model for the BG network was incomplete due its

complicated nature. In this di ion, we i duce a lete network reliabili

model of the BG network.



To hasize the modularity and scalability of the BG network we decided to

carry out a VLSI design for the network. We also wanted to prove that the BG
network could be efficiently realized using the current available VLSI technologies. A

0.35 um was the technology available to us during the design phase.

1.4 Thesis Organization

The thesis is divided into four parts. In the first part, which can be found in Chapter

2. we provide a survey of the hi meant for broadband commu-

nications. The survey sheds light on the different classifications proposed by the

researchers to classify the broadband archi izt the diff and

the similarities amongst them. In the survey, through examples we describe the ad-
vantages and the disadvantages of each class. We also discuss the recent techniques

used to improve the the existing

In the second part, which can be found in Chapter 3, we briefly introduce the BG
network and the previous efforts made to improve and simplify the network routing
algorithm. We also emphasize our contribution in simplifying the routing algorithm
and the necessary changes that had to be made to the network topology.

In the third part, which can be found in Chapter 4, we investigate the performance
of the network with finite buffering resources in both the IPCs and the OPCs. We
use both uniform and non uniform traffic loads. The load types we use are the
uniform random traffic (URT) and bursty. The parameters used to measure the
performance are the cell loss probability, maximum cell delay, average cell delay,
input buffer requirements, and output buffer requirements. As we mentioned earlier,
our investigation of the BG network will be compared with the performance of both

the crossbar and ideal non blocking networks.



In the fourth part, which is composed of both Chapters 5 and 6, we introduce
the VLSI design and the exact network reliability modelling for the BG network.
The VLSI design is carried out using Synopsys CAD tool supported by the Canadian
Microelectronics Corporation (CMC). We also use the 0.35 um CMOS technology,
also supported by CMC, to achieve a high speed design. Very high speed integrated
circuit High Level Description Language (VHDL) is used to describe the design at
the Register Transfer Level (RTL). We finally conclude our work in Chapter 7 and

in the area.

give some directions for future open



Chapter 2

Fast Packet Switching Networks

2.1 Introduction

Previously, the interest in fast packet switching networks was due to their use in fast
parallel computing machines. Recently, more attention has been focused on these
networks because of the evolving demands of broadband communications. Many
classifications of these networks have been reported in the literature. In this chap-

ter we shed some light on these on the similarities and

differences amongst them. Our coverage will include the state-of-the-art of the archi-

tectures proposed for different showing the ad and limitations of

each. Since there is a great number of studies available in the literature that can not
be covered in this chapter, we try only to focus on those architectures related to the

scope of this dissertation.

2.2 Classifications of Packet Switching Networks

In the literature, many classifications of fast packet switching networks, also called
switch fabrics. have been reported [1, 18, 19. 20, 21, 22]. Perhaps the classification
model introduced in [1] is the simplest and the most comprehensive, because it has

covered most of the well-known architectures. Figure 2.1 depicts the hierarchy of this
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classification. Similar, but less detailed. classifications are reported in [18] and [19].
Kyas [1] divides switching networks into two main classes, networks that use the time
domain for switching, and networks that use the space domain for switching. In time
division architectures, the physical resource is multiplexed among the input-output
connections. based on discrete time slots. This physical resource can be a shared
memory or a shared medium. Ring and bus topologies are typical examples for the
shared medium case. In case of space division architectures, the connections are

based on the availability of nonconflicting physical paths within the fabric. Figure

sion architectures has more subclasses than

2.1 shows that the family of space di
the time division architectures. We will discuss each one of these subclasses in more
detail. stressing on the space division class because the proposed switch fabric in this
dissertation belongs to that subclass.

Turner and Yamanaka [20] grouped the architectures, in general. into three major

categories: 1) single stage systems, 2) buffered multistage systems, and 3) unbuffered

systems. This is more directed to multistage interconnection
networks (MINs), which is a subclass of the space division class in Kyas's classification
model. The reason is conceivably due to the growing interest in these networks.
MINs have many advantageous features over other interconnection networks as we
will explain later. Turner and Yamanaka inherently assumed that all switch fabrics
are space division architectures, whether single stage or multistage, by including all
the time division architectures within the single stage category. This assumption is
acceptable because the traffic is relayed through one single shared medium in time

division i The classification also hasizes the role of buffering in MINs.

Before we discuss the details of these architectures, we give a notation hint. Unless
otherwise stated, all the architectures we discuss here are symmetric, i.e. the number

of input ports equals the number of output ports and is represented as N.

1
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Figure 2.2: A basic bus-based switch fabric.

2.3 Time Division Switch Fabrics
2.3.1 Shared Medium Architectures

In fact, the first commercial ATM switch that hit the market was a bus-based ar-
chitecture (ASX-100) provided by Fore Systems [23]. A typical simple bus-based
architecture is shown in Figure 2.2. The IPCs do the ATM layer functions associated
with checking for ATM header errors, VCI and VPI translation and synchronization
of the arriving data stream to the internal switch timing. To relay the data to the
OPCs. IPCs contend for access to the bus using one of a variety of bus-contention
techniques. The control port (CP) plays the role of controlling the bus. Each OPC
checks the destination addresses in each cell to decide whether to buffer this cell or
not. Each OPC contains an internal buffer queue to hold the arriving cells. Obvi-
ously, the bus rate should be at least N times as fast as the rate of any individual

IPC to alleviate the internal blocking problem, where N is the number of IPCs. The
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Figure 2.3: A basic ring-based switch fabric.

way to achieve such a rate is by increasing the width of the bus. For example, a
system supporting 16 OC-3 links with internal bus rate of 40 MHz, requires a 64-bit
bus width. Notice that as the number of the ports in the system increases, both the
number of ports connected to the bus, as well as, the width of the bus must increase.

This yields a dratic growth ch istic, making it ical to imply

large switches. Another crucial problem with the bus systems is that as the number
of I/O ports increases, the capacitive loading on the lines increases, reducing the
internal bus rate.

A simplified ring-based system is depicted in Figure 2.3. The components of the
system are similar to those in a bus-based system except that each pair of IPC and
OPC are integrated in one unit and served by a ring interface (RI). The token-ring

protocol is the most common protocol running the ring-based networks. Ring systems
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have the same quadratic growth problem as bus systems. However, they do not suffer
from the capacitive loading problem. That is a ring system can run at faster rates
than a bus system if both are implemented using the same technology. This leads to
smaller ring width than wide bus width in the bus systems.

Based on the above discussion, we conclude that both ring and bus systems have
pros and cons. Both have the quadratic growth characteristic as the number of ports
increases. Bus systems suffer from capacitance loading but they enjoy the simplicity
of implementing multicasting (we will discuss multicasting property later in more
detail). On the contrary, ring systems do not suffer from capacitance loading because

they are direct point-to-point systems, but i of multicasting is more

complicated than bus systems. Additionally, in ring systems extra latency is added
to pass the cells amongst the Rls. In general, we can state that shared medium
systems are not the promising solution for future B-ISDN due to their uneconomical

implementation.
2.3.2 Shared Memory Architectures

A multi I/O ports memory can represent a shared memory, also called shared buffer.
switch. The IPCs write the arriving cells at the beginning of the switching cycle to the
shared memory space and the OPCs read the cells that request them from the shared
memory space. The OPCs identify the cells that request them with the aid of address
holding queues (AHQs). The number of these queues is equal to the number of OPCs
and each queue, which is associated with an OPC, holds the starting addresses of the
cells in the shared memory that request this output. One bottleneck we can easily
recognize in shared memory switches is that they should be centrally controlled to
organize the process of reading/writing amongst 1/O ports. Central control is one

major obstacle towards building a large switch fabric. The main advantage of pure
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shared memory systems is that they have the lowest buffering requirements compared
to any other switching architectures that have the same number of I/O ports. This
is due to the complete sharing of the storage medium of the switch fabric, whereas in
other architectures the buffering medium is partially or completely divided amongst
system ports in the form of separate queues. Turner et al. [20] have discovered that
shared memory systems reduce the memory buffering requirements by a factor of 5
to 8 less than shared medium systems. This is a crucial fact when the traffic load has
a bursty nature. Another bottleneck is the memory access speed. which also declines
as the memory size increases. Obviously, we have 2 N read/write operations have to
be carried out in each switching cycle. That is, the memory access speed should be
at least 2 N times as fast as any I/O port. This limit is twice the minimum limit of
the bus rate in shared medium systems. That means for the previous example of the
16 OC-3 IPCs system, with internal bus rate of 40 MHz. we need a bus width of 128
for a pure shared memory system.

Shared memory systems suffer from similar problems we discussed above for shared

medium systems. such as wide bus width and capacitance loading. Also, Yamanaka

et al. 2] provided a itative di ion about the ical i
of the shared memory architectures. For a shared memory system of 2V input and
output ports and total shared buffer size BNV cells. the total memory space required

for the AHQs in bits is given by [2]:
AHQs size = PBN? log,(BN), 1)

where P is the number of service priorities. Figure 2.4 depicts the memory capacity
requirements of the AHQs and the shared buffer. For a 32 x 32 switch with 1K
cells buffers (when B = 32), no fewer than 320K bits are necessary in total for

AHQs. Even with today’s technology, this is too large to integrate into the same die
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Figure 2.4: Memory capacity of AHQs versus shared buffer [2].
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with the control parts of the system. Therefore, external RAMs or FIFOs have to
be introduced, which often results in pin number bottleneck. The other interesting
fact is that for only one service priority (P = 1), the memory capacity needed for
the AHQs is greater than the shared buffer needed to store the cells themselves for
network sizes > 32. One can visualize the added complexity if more than one service
priority (P > 1) are provided. Several methods have been reported in the literature
to manage the operation of the AHQs. A summary of these methods can be found in
[24]

Perhaps, the PRELUDE architecture is the first trial to build a pure shared mem-
ory packet switch fabric (25]. The architecture of the 16 x 16 PRELUDE switch
is an asynchronous version of the classical synchronous time division (STD) switch
used in telephone networks [3]. The switch has gone through many phases of develop-
ment. As early as 1986, a throughput of 16 x 280 Mb/s was achieved using emitter
coupled logic (ECL) technology at the expense of a consumption of 400 W at 5 V.

Progress in CMOS technology has led to the impl ion of a second version of

24 CMOS chips in 1993 named COM16 [26]. The achieved throughput was 16 x
155.52 Mb/s while consumption was limited to 40 W at 5 V. The third version is
a monochip COM16M that incorporate all the switch functions. Figure 2.5 depicts
that architecture.

In (27], the authors reviewed the efforts by a research team at Bell Labs towards
building an ATM switch. The group concluded that a pure shared memory switch has
become a reality due to the advances in VLSI technology. The first prototype was an 8
x 8 switch fabric that had a 2K cells storage static RAM of 10-nsec access time using
a 0.8 BiCMOS technology. The port speed for each I/O line of the switch fabric is 2.5
Gb/s making the total switch capacity of up to 20 Gbps. Further improvements were

made to reduce the area of the switch and to increase the capacity up to 160 Gb/s for a
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Figure 2.5: COM16M architecture [3].
switch fabric. However, the new modified switch fabric is not a pure shared memory

architecture due to the above mentioned limitations, but it is a mixture of shared

memory and space division i Every eight ive output ports are

grouped in one set and served by the initially developed pure 8 x 8 shared memory
switch fabric. That is, there exist eight shared memory switch fabrics preceded by an
expand-concentrate (EXCON) stage used to distribute the arriving traffic amongst the
eight switch fabrics based on the requests made by the arriving cells. Generally, the

switch is ing but the ity of the switch is very obvious.

Another challenging shared memory switching module is proposed in [28] as well
as a switch fabric based on that switching module. It is a clear example of how much

lexity one ds with in

centrally i The
switch performance, although not provided, could be outstanding but a closer look at
the switch architecture reveals that the cost/performance ratio is very high for this

switch fabric. Additionally, the connections between the fabric central controller and
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different modules suggest that the implementation of the system has to be split over

many boards making it a very difficult target for the system to attain high speeds.

It appears, due to the limitations we d above,

are tending to-
wards hybrid systems. That is, networks are implemented as a mix of both shared
memory and space division. Some newly reported examples that describe this trend
can be found in [24] and [2]. In the subsequent sections we will discuss different buffer-
ing schemes adopted in space division architectures, showing that shared buffering

scheme outperforms other buffering schemes.

2.4 Space Division Switch Fabrics

As mentioned earlier, the class of space division architectures has a larger collection
when compared to the other class of time division architectures. As depicted in
Figure 2.1, space division architectures can be divided into two main subclasses;

namely single-stage i i (SINs) and multi

networks (MINs). Obviously, as both names of the subclasses indicate. architectures
that belong to SINs are composed only of one stage, whereas architectures belonging

to MINs are composed of multiple stages. In the next sections we discuss each subclass

with the provision of some i for each.

2.4.1 Single Stage Architectures

There are two well-known examples for SINs, the Crossbar (sometimes called Dot
Matrix) switch and the Knockout switch. The crossbar switch is depicted in Figure
2.6. An SE is located at each crosspoint and takes one of two states, either cross state
or bar state as illustrated in Figure 2.7. The crossbar switch outperforms several
other switching networks. The main reason is that the switch does not suffer from

any internal blocking. However, it suffers from output blocking because each main
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Figure 2.6: A crossbar switch fabric.
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Figure 2.7: Crossbar SE states.
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output can not accept more than one cell in any switching cycle. Furthermore. the
switch has two main disadvantages, which are intensified as the size of the network (N)
increases. Firstly, the hardware complexity of the switch is O(N?), which is highly
complex when compared to other space division architectures. However, recently Woo
[29] has proposed a new design that reduced the switch complexity to O(NvN) by
adopting the theory of finite projective planes. Although the new idea has reduced
the complexity by a factor of /N, the hardware complexity of the newly designed

SEs to implement the new proposed switching protocol has signi ly i

Secondly, there is lack of fairness amongst the input links of the network. The problem
takes place because the internal SEs may give priority to the input ports of the

network in a d ing or ling order, d ding on the routing decisions made

within the SEs. A randomizing mechanism may be used to alleviate the problem
but at the expense of larger hardware complexity of the SEs. In [30], under uniform
random traffic a theoretical upper limit for a maximum throughput of 0.5858 has been
reached for the crossbar switch of infinite size (N = o) and infinite input buffering.
Further investigations of the crossbar performance under different buffer strategies
can be found in [31, 32]. To conclude, the crossbar switch could be considered the

proper choice for the circuit switching technique, but it has lost attraction with the

new d ds of the broadband packet switching where ios of output traffic
concentration exist. In [20], a survey of different methods used to improve the crossbar
network performance -such as introducing buffering within the crosspoints, having

multiple buffer queues at each input port and speeding up the fabric switching- is

ducted

Despite the ity of the crossbar switch, recent implementations
that are based on crossbar architecture can be found in [33] and [34].
The architecture of the knockout switch is depicted in Figure 2.8. Each output

link O is preceded by an N:L concentrator. The concentrator has three main parts,
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1) N address filters, 2) N:L multiplexer, and 3) a buffer space. The address filters
pass only the proper cells and reject all other cells that request other output ports.
The concentrators confine the arriving cells in a parallel stream of L cells. That is if
more than L cells request the same output port, the multiplexer has to reject some of
the excess cells, hence the name knockout. Finally, the buffer stores the arriving cells.
If L = N, then the switch is called as a perfect switch. The reason is that no sort
of blocking is experienced in the network. This does not mean that the network has
a perfect performance, because the output queuing problem still exists. When the
incoming traffic is more bursty, the output buffer needs to be larger to prevent buffer
overflow. This problem, which we refer to as the output queuing problem, is a classical
queuing theory issue. The network is sometimes called as a “Disjoint-path” network,

because there is no intersection amongst input/output connections. Obviously, the

knockout switch suffers from the i loading problem di earlier for bus

and shared memory i In fact, the of the knock switch is

very similar to the performance of shared memory architectures because the knockout
switch does not suffer from any internal blocking. Note that the complexity of the
concentrator grows drastically as N or L increases. In [5], a survey of some tradeoffs

to impl the knock switch is conducted. Throughout this dissertation, we

selected both the crossbar and knockout switches to compare their performances
with the architecture we propose. We call the version of the knockout switch we use
a perfect switch because we set L = N.

At this stage, the different blocking itions for i i ks are

worth mentioning. These definitions describe the ability of any switching network to

make different i i Clearly, a nonblocking N x N can realize

N'! permutations. The definitions are as follows [5]:
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® A network is said to be nonblocking in the strict sense or strictly nonblocking if

it is capable of i a ion between any input-output

pair without interference from any arbitrary existing connections.

A network is said to be nonblocking in the wide sense or wide-sense nonblocking
if any desired connection between an input-output pair can be established im-
mediately, provided that the existing connections have been inserted using some
routing algorithm. If the algorithm is not followed, some attempted connections

may get blocked.

A network is said to be or rear

if a desired

connection between any inpi tput pair can be blished if one or more of

the existing connections are rerouted or rearranged.

® A network is said to be blocking if some connection sets can prevent some desired

from being

Although, these definitions are standard and used by many researchers to classify
switching architectures, they may provide a misleading picture about the perfor-

mance of a switching i The fact is, ion traffic is not the traffic

type antici d in the b systems. In the broadband traffic

scenarios, multi and b as well as output concentrations, are
expected. These traffic loads degrade the performance of many existing switching
architectures significantly. A typical example, as we will see later, is the Batcher

banyan switch.

2.4.2 Multi Inter tion Networks

Recently, the interest in MINs has grown very fast. This is because of two main

reasons. Firstly, in MINs no central control is needed to supervise the switching
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process as the case in shared memory and shared medium systems. That is. the
control is distributed amongst the SEs. This property is called self-routing. Secondly,
the architectures of these networks are modular making them attractive for VLSI
implementation. We first discuss the single path and then the multipath MINS in the

next two sections.
2.4.2.1 Single Path MINs

Goke and Lipovski [35] defined that, a network with a unique path from each input

to each output is called a banyan network. Also, another definition by Patel [36] is:

A delta network is an a" x b" switching network with n stages. con-
sisting of a x b crossbar modules. The link pattern between stages is such
that there exists a unique path of constant length from any source to any

destination.

Obviously, the two definitions are close and they are used interchangeably in the
literature. In general, we will limit our discussion only for rectangular MINs. A
rectangular MIN is of size N x N. Several well-known MINs belong to delta class
such as banyan [35], baseline [37], reverse baseline [37], omega (38], modified data
manipulator [37), and indirect binary n-cube [39]. Some of these networks are shown
in Figure 2.9. A rectangular banyan network based on 2 x 2 SEs has log,/V stages.
Each stage has % SEs. In addition to the above mentioned advantages of MINs,
banyan networks based on 2 x 2 SEs enjoy the privilege of the simple structure of
their SEs. A 2 x 2 SE is very simple to implement because the number of decisions
needed to be taken are smaller compared to higher order SEs.

In [40], it has been shown that the performance under uniform random traffic is
the same for all banyan configurations. Despite all the advantages, the performance of

a banyan network is extremely poor even under simple traffic loads, such as uniform
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Figure 2.9: Different banyan network topologies (a) banyan (b) omega (c) baseline.
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random traffic. Several methods were proposed to improve the performance but this
is achieved at the expense of the network complexity. The most well-known method
is using buffers. We will provide a detailed discussion of the buffering techniques in

Chapter 4.
2.4.2.2 Multipath MINs

The subclass of multipath MINs has a huge collection, because all single path MINs
are inherently included. Later we will provide discussions about some methods used
to build multipath MINs from single path ones. Prior to that, we first discuss the
structures of standalone multipath MINs.

Clos network

The Clos network [41] has been in the research focus for decades. The reason is
that it is a nonblocking network with fewer crossconnects than the crossbar switch.
This fact made the Clos network a strong candidate for circuit switching networks.
However, the Clos switch was also considered for packet switched networks as in
Memphis switch built for IBM GF-11 parallel computer [42]. The Clos network is
a three-stage network that can be built in asymmetric or symmetric fashion. The
first stage of the network has ry (n) x m) SEs, the middle stage has m (r, x rj)
SEs, and the third stage has r; (m x n) SEs. In a symmetric network r, = r, = r
and n; = ny = n. Figure 2.10 depicts the architecture of a symmetric Clos network.
Clos networks can be designed to either operate in rearrangeable nonblocking mode

or nonblocking mode. It has been shown for a symmetric Clos network [43]:
e if m > n then the network can operate in rearrangeable nonblocking mode,
e if m > | 3] then the network can operate in the wide-sense nonblocking mode,
e and if m > 2n — 1 then the network can operate in the strictly nonblocking
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mode.

Obviously, the hardware requirement for a Clos network to operate in a strictly non-

blocking mode or wide-sense nonblocking mode is higher than that to operate in a

b blocki \ fingl : : bl

ly, a Sy g non-

mode.
blocking (SRN) Clos network has been provided [44]. Similar to a nonblocking net-

work. an SRN network does not allow any of the existing ions in

order to establish a new connection; however, unlike a nonblocking switch, an SRN
switch allows at most one rearrangement to take place when an existing connection
is disconnected. Thus the overhead of realizing a new connection under SRN mode
of operation is the same as that under the nonblocking operation. However, the
overhead of disconnection in the SRN mode is slightly higher than that in the non-
blocking mode of operation. Nevertheless, this increase in the overhead is justified
because the hardware resources required for SRN are much lower than those required
for nonblocking mode of operation [44]. Recently, a similar approach was proposed

for asymmetric Clos networks [45].

In [46], an optical impl, ionand a analysis of a sy ic Clos
network were proposed. The performance was studied under uniform random traffic.

It was di: d that the is under low traffic loads, but as the

load increases the amount of internal buffering increases. One drawback of internal
buffering within MINs is the emergence of the so called out-of-sequence problem,
where cells reach the destinations not in the order they arrived at the input ports.
In the literature, there are two schemes used to control switching in Clos network
to overcome the out-of-sequence problem but at high cost of complexity. The first
scheme, which is used in [43], is called muitirate circuit switching [47]. The second

is a dynamic routing scheme called cell switching [48]. In the former scheme, a path
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is established for each connection such that the peak capacity is reserved along the
path and it is sufficient to carry the connection at any time. Clearly, this scheme will
result in low utilization of the network capacity because it does not take advantage of
the statistical multiplexing offered by the ATM protocol. But, it provides a guarantee
of QoS for each connection. The latter scheme is more dynamic, thus it has better
utilization, but extra overhead is needed to overcome the out-of-sequence problem.
A recent scheme, which lies in the region between both previous schemes, has been
proposed in [49]. Obviously, there are too many concerns that have to be taken into
account when designing a switch based on the Clos network. These concerns result
in complicated implementation of the switch and high overhead processing time, that
makes it difficult to implement switches with large sizes based on the Clos network.
Another recent optical implementation of an architecture based on Clos network can
be found in [50].

Kappa Network

Kappa network (KN) [4] is a variation of the Gamma network (GN) [51]. Both GN
and KN were proposed as fault-tolerant MINs. The GN is derived from the modified
baseline network. Both KN and GN have log, N + 1 stages, but with different SE
sizes. The first stage of the GN has N 1 x 3 SEs, whereas the first stage of the KN
is composed of N 1 x 4 SEs. Each middle stage in the GN is composed of N 3 x 3
SEs, whereas it is composed of N 4 x 4 SEs in the KN. The last stage of the GN has
N 3 x 1 SEs, whereas the last stage of the KN has N 4 x 1 SEs. Figure 2.11 depicts
the architecture of an 8 x 8 Kappa network. If we remove the links denoted by ‘A’ in
Figure 2.11, we obtain the GN. Each link in the Kappa network has an alternate one.
In case of a fault, the traffic is directed to the alternate link. Obviously, the family
of banyan networks does not have any fault tolerance features. However, there are

several methods to improve their fault tolerance properties by replicating the network
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Figure 2.11: Architecture of an 8 x 8 Kappa network [4].
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Figure 2.12: Architecture of an 8 x 8 BB network [3].

or dilation of the links. We will explain these concepts in the following sections.
Batcher banyan Network

Banyan networks become nonblocking under permutation traffic if the arriving cells
are sorted in ascending or descending order; provided that no gaps exist between
active inputs [52]. A Batcher banyan (BB) network is composed of a sorting (Batcher)
network followed by a banyan network. Figure 2.12 depicts the architecture of an 8 x8
BB network. The BB network is a multipath network because the path from any
source to any destination depends on the sorting order in the sorting network. The
sorting network (53] has 22+119g, N stages, with N/2 sorting elements in each stage.
In total, ¥ (“2¥+Llog, N) sorting elements and ¥log,N SEs exist in the BB network.
Obviously, the BB network has less crosspoints for large N if compared with the
crossbar switch, however it is an expensive alternative to improve the performance
of the banyan network. Despite that complexity, several switches that have been
reported in the literature are based on the BB network [5]: Starlite switch, Sunshine
switch , 3-phase BB switch, and 2-phase BB switch. Although the performance of
the BB network is ding (100% through under ion traffic, it has
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poor performance under other traffic loads which are closer to the real ATM traffic.
This can be rationalized due to the limited performance of the banyan network which
constitutes the output part of the BB network. It is worth mentioning at this step
that permutation traffic, which is used as the basis for defining the blocking properties
of the different network architectures, does not really represent the real ATM traffic
which is expected to be bursty and have multicast properties [54]. That is why it was
reported in [55] that the BB network is more popular in the research communities
than for commercial applications.

Extended Banyan Networks

Benes [43] first introduced the concept of extended networks, hence these networks
are called Benes networks. The Benes network is another example for a multipath
network obtained from the banyan network. The network has 2log, N -1 stages, and is
composed of two halves. Each half is a mirror image of the other as shown in Figure
2.13. The first half, which is composed of the first logoN — 1 stages, is called the
distribution network and the second half, which is composed of the last log,V stages,
is called the routing network. Notice that we can still obtain a multipath network even
with a distribution network that has number of stages less than log, N — 1. However,

such networks have poorer i ies when d to the generic

Benes network. Benes has proved that such networks are rearrangeably nonblocking
(43].

Benes networks suffer from two drawbacks. Firstly, the control is centralized in
the distribution network, which leads to losing the distributed control advantage that

MINs enjoy. Secondly, the i does not the f- prob-

q

lem encountered if the SEs contain buffers because it is a multipath architecture.
Recently De Marco and Pattavina [56] have defined a new distributed control algo-

rithm, which is suitable for ATM cell switching, to control the switching operation in
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Figure 2.13: The architecture of an 8 x 8 Benes network.

the extended banyan network. Despite this improvement, the complexity of the SEs

in the distribution network increases drastically. This is caused by the complicated

algorithm implemented in each SE. The functions of that algorithm include
information about the buffers in the same pool (see (56]), manipulating this informa-
tion, and then taking the routing decision. Additionally, the output port controllers
have to guarantee the sequence of the arriving cells because this algorithm does not
obviate the out of sequence problem if the network is internally buffered. This scenario
has to be repeated in every switching cycle. Indeed, the extended banyan network
is attractive for circuit switching systems, as the case for Clos network, but is less
efficient when used in packet switching systems.

Dilated Networks

A dilated banyan network has the same topology and the same number of SEs as the
banyan network except that each link in the network is replicated many times. For

example, the building SE for a 2-dilated banyan is shown in Figure 2.14. The up-
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Figure 2.14: A switching element in a 2-dilated banyan network.

per/lower inputs(outputs) are connected to the same SE in the previous(next) stage.
Importantly, we should not mix the network dilation with increasing the internal
bandwidth of the network. The latter is similar to using wide bus for speeding up,
discussed earlier in section 2.3, whereas in the former the number of ports per SE is
increased. In fact, both concepts could be adopted in the same architecture. Note
that the concept of dilation is not restricted only to the banyan networks, but indeed,
it can be adopted with any other MIN architecture.

In the literature, the idea of dilated networks has been studied 57, 58]. As would
be expected, The performance is shown to be better than the regular banyan network.
That is because of the increased number of paths that a cell can go through. In [59],
Alimuddin et al. have discovered that using fixed dilation, i.e., using the same dilation
degree, for all SEs result in underutilization in the initial stages and overutilization
in the last stages. They have proposed a structure where the degree of dilation is not

the same in all stages. It increases towards the last stages of the network. That way
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scenarios of output port contention can be relaxed with the availability of more paths.

Finally, we should be aware of the i when i

dilation.

Tandem Networks

The first tandem architecture was first introduced by Tobagi et al. [60], and it
was based on the banyan network. A tandem structure is composed of K fabrics
connected in cascade as shown in 2.15. Each fabric can belong to any of the switching
architectures we discussed above. The arriving cells are switched through fabric 1.
If an internal conflict exists, some cells win contention and the others are routed
to the other unused output links. After the first fabric, cells are checked and those
have not reached their destinations are sent to fabric 2 and the other successful cells
are received by the output ports. The process is repeated till reaching fabric K and
then unsuccessful cells are dropped, or in some other architectures they could be
recirculated back. Note that switching is taking place in all fabrics simultaneously,

which may lead to the out-of-sequence problem. For example, if a cell loses contention
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in consecutive stages and the cells arriving later in the same logical connection win
contention, then cells will arrive out-of-sequence at the destination.

The performance of the tandem banyan is definitely better than an ordinary
banyan network as K increases. However, a tandem architecture is a very expensive

solution especially if a low cell loss ratio and mini: number of f-seq

cells are two objectives. Because these two objectives translate to higher A and a

at the main output ports controllers of the net-
work. The authors in [60] reported that, on average, the tandem banyan network of
size N = 32 with recirculation needs at least 4 fabrics under uniform random traffic.
Parallel and Parallel-Like Networks

In parallel banyan networks, also called replicated banyan networks, there are K net-
works, each called a plane, connected in parallel. Each plane can be based on any MIN
or switching architecture we discussed above. The traffic is divided amongst these K’
planes and then merged at the output ports. Many approaches can be followed to di-
vide the arriving traffic. In the first approach, the arriving traffic is divided randomly
with equal probabilities and each plane independently routes its share of the traffic to
the output ports [61]. The second approach is to operate in a pipelined fashion (62|,
where each switching cycle is divided into K overlapped phases. In each phase the
headers of the cells at the head of line (HOL) are first routed and successful headers

that reach their destinations are p ledged by the output ports. These

positive acknowledgments are sent back to the input ports. This part of any phase
is called the reservation cycle. Now the input ports react by relaying the body of
these positively acknowledged cells through the plane which is corresponding to the
current phase. Once the cells start to get relayed they are no longer at the HOL in
the input ports. That is the input ports immediately start the reservation cycle of

the next phase. The process is shown in Figure 2.16.
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Figure 2.16: Timing sequence of the different pipeline phases.

In the first approach, the reservation in all planes is carried out at the same
time. This is because each plane operates independently of all others. Whereas, in
the second approach, the reservation cycles of all planes can be carried out in one
separate unit (called control plane in [62]), and the routing decision can be passed to
each plane. Notice the end of the reservation cycle of phase K is synchronized with
the start of the reservation cycle of phase 1 to guarantee efficient utilization of the
control plane. A structure based on the second approach is shown in Figure 2.17.

There are three advantages of the second approach over the first one. Firstly, the
structure of any of the data planes is simple if compared with the structure of any of
the parallel planes in the first approach because the data planes are not required to
take any routing decisions. Secondly, the control plane can run at lower speeds than

the data planes, depending on the number of data planes used. Table 2.1 illustrates
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Figure 2.17: The pipeline architecture.

the theoretical maximum speed reduction ratio for the control plane of a pipeline
structure. Obviously, as the speed reduction ratio decreases as the network size N
or the number of data planes K increases. Thirdly, the second approach has better
utilization of the data planes because no cells are lost due to internal blocking. Despite

these advantages, the pipeline structure suffers from two main problems, which can

be idered as ad: ges for the first h. Firstly, the poor fault tolerance
N | K | Speed reduction ratio
32 |3 8.8
64 | 3 74
128 | 4 4.8
256 | 4 4.24
512 | 4 3.78
1024 | 5 2.7

Table 2.1: Control plane speed reduction ratio [10]
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properties of the network, because if a SE becomes faulty in the control plane, all
other corresponding SEs in the data planes will be out of operation. To improve the
fault tolerance properties Cheng et al. [63], proposed that each parallel plane takes its
own routing decision instead of depending on one plane, but at the expense of extra

hardware added to each plane. Secondly, the relaying cycles in the parallel planes are

not synchronized, which di ds a more icated algorithm in the output ports

to write to the buffers.

2.5 Summary

In this chapter, we introduced an overview of the different switching architectures
proposed in the literature. We discussed the differences and similarities, as well as
the appropriateness, of the most popular classifications used to classify these switching
architectures. We also provided an example for each subclass in these classification

hierarchies. Each example has dq d the ad and disad of

each subclass. Additionally, we showed that the subclass of multipath MINs has the

biggest when to other

due to their modular, scalable
and efficient performance. In the next chapter we will discuss the architecture we are

proposing in this dissertation, which is a multipath MIN.
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Chapter 3

Balanced Gamma Network

3.1 Introduction

The BG network is a ising MIN for broadband fast packet switching. The BG

network offers an di when d with other well-known

networks, such as the crossbar and the Batcher Banyan networks. In this chapter,
we introduce a historical background as well as some new proposed modifications to
the BG network. These new modifications concern both the routing algorithm and
the network topology. We also provide some examples to describe the routing algo-
rithm currently employed in the BG network. In addition, we discuss some preferred

strategies adopted in the new routing algorithm.
3.2 Historical Background
3.2.1 Topology

The BG network was first reported in [64]. This network has a similar structure as
the Kappa network [4], except in the last stage, the 4 to 1 concentrator at each output
port of the kappa network is replaced by a buffer which is capable of receiving up to
4 cells in one switching cycle. The BG network has n + 1 stages where n = log, N.

The first stage has 1 x 4 SEs. Each of the following n — 1 stages have 4 x 4 crossbar
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SEs. The last stage is a buffer stage as mentioned earlier. Each stage has N SEs
numbered from 0 to N — 1. Figure 3.1 depicts the initial structure of an 8 x 8 BG
network.

Each SE in the BG network is addressed as SE;; (0 < i < N,0 < j < n), where
i is the number of the SE in stage j. Each SE has four output links numbered from
0 to 3 and indicated by OLy,...,OL;. The output links of SE;; are connected as
follows: OLq is connected to one of the inputs of the (i — 27)* SE in the next stage
(SE,_2 y+1), OL, is connected to one of the inputs of the (i)* SE in the next stage
(SEij+1), OL, is connected to one of the inputs of the (i +2/)* SE in the next stage
(SE,+2 y4+1), and OLj is connected to one of the inputs of the (i + 2+!)** SE in
the next stage (SE;.5+1j41). In the next section, we discuss the routing algorithms

proposed for the BG network.
3.2.2 Routing Algorithm

The BG network originally used a distance tag algorithm [64]. In that algorithm, a
routing tag is defined by the input port controllers for each arriving cell. This tag is
given by (D —S) mod N where S denotes the input port the cell originating from and
D is the cell destination. The SEs interpret the bits of the routing tag in a reverse
order; that is, the SEs of Stage, use the least significant bit for routing. If the routing
bit is '0", then the arriving cell is routed through OL,. If the routing bit is '1’, then
the arriving cell is routed to OL;. As there are four input links coming into each SE,
it is quite likely that, in a given cycle, more than one packet may arrive at the same
SE with the same routing bit (either 0 or 1). In case of no priority assigned to any
cells, if three or more cells are having the same routing bit value, two are randomly
selected and the rest are dropped. If the two selected cells have the routing bit value

of 0", then one of them is routed to OL;. If the two selected cells have the routing
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Figure 3.1: Initial BG structure.
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bit value of '1’, then one of them is routed to OL; and the other is routed to OLg.
However, the routing tag has to be modified for these cells directed to OLq and OL3.
To reduce the overhead needed to generate the routing tags and modifving them
in the above algorithm, another routing algorithm was proposed in [65]. The new
algorithm is called reverse destination tag. The tag is only the destination address D
in binary, viz. dn-idn-z...dp. That way, the process needed to generate the tag at
the input ports is not as complex as it is in the above algorithm. In this algorithm. the
SEs also interpret the tag in a reverse order. Nonetheless, another parameter a has
to be defined within each SE and used to take the routing decision. This parameter
a is given by:
a= L%J mod 2. (3.)
If (d; ® a = 0) for an arriving cell to SE;;, then SE;; routes this cell through OL,
or OLg, else SE; ; routes this cell through OL; or OL,. If more than two cells have
the same routing bit tags, then two are selected randomly for routing and the rest
are dropped. Notice, in this algorithm the SEs do not need to modify the routing

tags for the cells going through OL; and OL,.

3.3 Balanced Gamma New Structure

In this dissertation, we introduce a new routing algorithm that reduces the routing
decision within the SEs to only checking the value of the routing tag bit. In the new
algorithm, which uses the reverse destination routing tag, if the value of the routing
tag bit is 0, then the arriving cell is routed through OL, or OL,, else the arriving cell
is routed through OL; or OL;. We do not need to check for a parameter like o or
modify the routing tag as the case in the above two routing algorithms. However, we

ought to change the network topology to implement this new algorithm, but without
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affecting the network modularity enjoved by the previous topology described above.
The new topology is described in Appendix A and depicted in Figure 3.2. A typical
connection, shown in thick line, between input port 3 and output port 6 in Figure 3.2

the new routing algorithm. In this ion, the routing tag is 6 = (110)a,
g

then the SE in Stage, routes the cell to OL, because the routing bit is 0, whereas
the SEs in the subsequent stages route the cell through OL, because the routing bit
is 1.

Contrary to the topology used in the routing algorithms introduced in section
3.2.2, every output link in each SE is connected to a particular input link of the SE in
the next stage. This allows us to treat different service priority cells by appropriately
confining all the high priority traffic to specific output links. In fact, we decided to
route high priority cells through OLg or OL, if the corresponding routing tag bit is a
Oora 1, respectively. Consequently, the high priority cells will be confined to /Lg and
IL,. However, the other links in the network can also carry high priority cells. In case
of more than one cell are arriving to the same SE and having the same routing bit
value, the top two high priority cells will win contention and others will be dropped.
In the example of Figure 3.3, three arriving cells (‘b’, ‘c’, ‘d’) have a routing bit =

0

with cells ‘b’ and ‘d’ having high priority, and cell ‘c’ having low priority. Also

there is one arriving cell (‘a’) having routing bit = ‘1’ and high priority. Cells ‘b’ and
‘d" are routed through OL, and OL,, respectively, and cell ‘c’ is dropped. Cell ‘a’ is
routed through OL, and an IDLE cell is routed through OL;.

Also, we decided to adopt a deterministic routing algorithm rather than a random
one. We found out this is better for two reasons. Firstly, the architecture of the SE is
less complicated because no random number generator unit is existing. Secondly, the

routing algorithm is simpler because no random number is checked. All the design

issues will be discussed later in Chapter 5. Appendix B provides the details of the
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Figure 3.2: New BG structure.
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Figure 3.3: A SE routing decision example.

new deterministic routing algorithm.

3.4 Summary

In this chapter we have discussed the old and new architectures of the BG network.
We have provided a historical background of the BG network previous architectures.
Previously, two routing algorithms were proposed for the BG network. However, in
this dissertation we proposed a new routing algorithm which is simpler than the previ-

ous ones. The new routing i i some i ions to the topology

of the network. These new modifications did not affect the network complexity or

dularity. Also, the d routing can handle two levels of priority

cells. It tries to confine the high priority cells to specific internal links. In chapter 6

we discuss fault tolerance properties of the BG network in more detail.



Chapter 4

Performance Under Uniform and
Non Uniform Traffic

4.1 Introduction

In this chapter, we investigate the performance of the BG network with finite buffering
resources in both the IPCs and the OPCs. We use both uniform and non-uniform
traffic loads. The load types we use are URT and bursty. The parameters used to
measure the performance are the cell loss ratio, maximum cell delay, average cell
delay, input buffer requirements, and output buffer requirements. The reader should

be aware of the fact that both the throughput (T P) and cell loss ratio are related by:
TP =1 - cell loss ratio (4.1)

As mentioned earlier, the results of the BG network will be compared with the per-
formance of both the crossbar and ideal non blocking networks. We first provide
an overview of the buffering techniques that are used to enhance the performance of
switch fabrics. Next, we discuss the performance under URT with the introduction of
an analytical model for the pipelined BG network. The next section discusses the per-
formance of the three architectures under different bursty traffic loads. We conclude

this chapter by investigating the performance under various loads of non-uniform
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traffic.

4.2 Buffering Strategies

Due to the bursty nature of the traffic loads in broadband packet switching systems,
buffering can not be avoided even when using an ideal nonblocking switch fabric. An
example for this ideal nonblocking switch fabric is the knockout switch with N = L.
This ideal fabric, in any switching cycle, is capable of fulfilling all the requests issued
by the arriving cells at the input ports of the fabric. However, only one cell can depart
from any of the output ports in a switching cycle. Accordingly, buffering should be
adopted, otherwise the switch will suffer from cell loss. Notice that, buffering can not
totally eliminate cell loss, but it can reduce it to acceptable levels. Adding buffers is
not a penalty-free solution towards minimizing cell loss, simply because of two reasons.
Firstly, buffering requires adding extra hardware to the system in the form of memory
elements and control circuitries. We know that the speed of memory degenerates as
the size increases, placing a limit on the maximum memory size that could be used.
However, the speed of the storage system can be increased by bit slicing [27] which
is an expensive solution. Secondly, cells which are stored within the buffers suffer
from delay. In fact, the larger the buffer sizes the bigger is the delay, which imposes
another limit on the buffer size used. In general, some applications are very sensitive
to delays such as real time multimedia applications. Both peak and average cell delay

values are two used to negotiate the QoS during i blish

in the broadband communication systems. Notice that both cell loss and cell delay
are working against each ather. For example, if we try to improve the level of cell
loss. which is normally achieved by increasing buffer sizes, we end up by experiencing

poor levels of cell delay, and vice versa.



Buffering ies take different on the switch archi-
tecture. We study the buffering strategies used in space division architectures in the

next section.

4.2.1 Input/Output Buffering

A switch fabric can be pure-input buffered, pure-output buffered, or input-output
buffered as depicted in Figure 4.1. In the pure-input buffering strategy, a buffering
mechanism is located at each input line of the fabric. In each switching cycle, the
fabric routes the cells at the HOL in the input buffers to the output ports. The input
buffers can then operate in either a lossy mode or a backpressure mode. In the lossy
mode, the input ports remove the unsuccessful routed cells from the input buffers and

bring the cells at the next locations to the HOL to participate in the next switching

cycle. While, in the backp re mode the input ports are acknowledged, through an

1 h

dging that is distributed all over the fabric, with the successful
routed cells. Based on the received acknowledgments, the input ports remove only
the successful routed cells from the input buffers and keep the unsuccessful ones. It
is obvious that a fabric operating in a lossy mode has a simpler hardware complexity

to a fabric ing in the b mode. This is due to the exis-

tence of the b

d all over the switch fabric adopting
backpressure mode. However, the performance in the lossy mode is not acceptable for
broadband communication systems where low levels of cell loss have to be guaranteed.

Several selection

d in the li and listed in (5], are used
to resolve the routing decision in ideal nonblocking networks, such as the crossbar
network. Recall that only one cell can be served by each output port in any switching
cycle. Thus, these selection techniques are used to resolve the situation when more

than one cell requests the same output destination. All these selection techniques
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agree on that under uniform random traffic a pure-input buffered ideal

network has a maximum throughput (7Prmaz) of 2 — V2 = 0.586 as N — oo and a
FIFO input buffer size B;, — oc. This is due to HOL blocking problem encountered
at the input buffers as a result of the backpressure mode. Clearly, using pure-input
buffering strategy is not an optimal solution to improve the performance of switch
fabrics.

In pure-output buffering strategy, buffers only exist at the output ports. In an
ideal nonblocking fabric, the pure-output buffering strategy outperforms the pure-
input buffering strategy provided that both buffers are of infinite size and N — oc.

T Prnaz for the latter case is 100% compared to 58.6% for the former. The average cell

delay in both pure-input (D;,) and p put buffering ies (Do) are given
(2-p)(1~p)
Dip=——— e 0<p<2-V2, 4.2
(2-V2-p)(2+V2-p) s 42
=P .
Dowe = SN 0<p<l, (4.3)

where p represents the applied load. Figure 4.2 depicts the delay performance of both
strategies.

The superiority of the pure-output buffering strategy described above is not en-
joved under all conditions, especially when the buffer sizes are finite. Pure-output

buffering does not improve the of some switchil i at all.

For example, those architectures where only one cell can be accepted by each output
port in any switching cycle will not benefit from output buffering if the departure
rate (sometimes called consumption rate) is 1 from the OPCs. The reason is that
after each switching cycle no cell will be left to be buffered in the OPCs.

We conclude from the above discussion that pure-input and pure-output buffering
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strategies are not the best solutions. Instead, a hybrid of both strategies wouid lead
to a better compromise. Several studies reported in (5] have supported this fact. With
input-output buffering strategy we gain the advantages of both strategies. We gain
the capability of the input buffers to combat internal and output blocking. We also
gain the reduction of the HOL blocking enjoyed by the output buffering strategy. An
ideal network does not need input buffering because the network does not suffer from

any internal or output blocking.
4.2.2 Internal Buffering

In the literature [66], four internal buffering strategies have been reported. These
strategies are depicted in Figure 4.3 for a 2 x 2 SE. Internal buffering is mainly used
in single path MINs, because using internal buffering in muitipath MINs results in
an out-of-sequence problem. Several efforts have been reported [67] to study the
performance of banyan networks with internal buffering and under different loads
of uniform and non-uniform traffic. If we exclude the input buffering strategy, it is

found that under uniform random traffic the banyan network with internal buffering
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Figure 4.3: Different internal buffering styles (a) input (b) output (c) crosspoint (d)
shared buffering

can attain TPpoz of 100% when the buffering budget — oo. In case of pure-input
buffering, a T Praz of 75% is achieved under the same assumption of infinite buffering
budget. Also all the studies have agreed that the shared buffering strategy has the
best performance amongst all others if the buffer sizes are finite. However, shared
buffering has the highest hardware complexity. Thus, it has been argued in {68} that
crosspoint buffering strategy is the best choice if both complexity and performance
are considered.

We mentioned in the previous section that real fabrics have limited buffer re-
sources. As we approach these real limits we discover that internal buffering is not as
attractive alternative as it appears with the assumption of infinite buffer resources.
For example, in [6], the performance of a 64 x 64 banyan network with internal buffer-
ing was studied. The network was built from 4 x 4 SEs with each having a shared

buffer of size 60 cells. The performance was studied using five different buffer manag-



Figure 4.4: Performance of 64 x 64 Banyan with internal shared buffering strategy
6]

ing schemes under uniform and non-uniform traffic loads. The schemes are no controls
(NC), pushout (PO), backpressure (BP), restricted backpressure (RBP), and delayed
pushout (DPO). The simulation results showed that the best and the worst cell loss
ratio levels are obtained when using DPO and NC schemes respectively. Even with
this considerable amount of internal buffering, which is 2880 cells in the whole fabric,
the obtained levels of cell loss ratio are very high as depicted in Figure 4.4 under URT.
For example, when adopting the best internal buffering managing scheme, which is
the DPO, the best cell loss ratio level of 10~* can be only achieved under a load of

25%. Obviously, this is not ¥ir broadband. apglicath In

general, internal buffering is not desirable for the following reasons:

® it results in out-of-seqt problem in i as we di d

earlier.

e it complicates the internal structures of the SEs. This is reflected on the design

aspects, fault diagnosis, testing, area, speed, power planning ...etc.
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o the complexity/performance ratio is high if compared to other solutions used

to improve the performance of MINs; such as pipelining, replication, dilation.

In our analysis, we compare the performance of the BG network with both the crossbar
and the ideal nonblocking networks. We have chosen the ideal nonblocking network
because it has the best performance that can ever be achieved. We also have chosen
the crossbar network because it has good internal nonblocking characteristics. The
reference model used for the three fabrics is the same as the model shown in Figure
4.1.c. We decided to use only the input-output buffering strategy. That is, no internal
buffering is adopted in the three fabrics due to the reasons discussed above.

We briefly provide an overview about the accuracy of the obtained simulation re-
sults in this dissertation. Let H be a random variable representing the outcome of one
of our simulation experiments. We assume that H follows a normal distribution with
both unknown mean y and variance o2. A 100(1 — a) percent two-sided confidence
interval on y is given by [69]:

H —tapm1S/Vm < p < H +tapm-1S/Vm (4.4)
where m is the number of simulation trials at each point, A is the average of the m
simulation trials, S is the standard deviation of the m simulation trials, and 2,/2n-1

is the t-distribution with n — 1 degrees of freedom. In all our simulation trials we set

a=0.05and m = 20.
4.3 Uniform Random Traffic

URT is perhaps the most common traffic used to study the performance of switch
fabrics for the following reasons. Firstly, the overhead needed to generate the URT is

small compared to other traffic models. Secondly, analytical modelling is feasible for
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almost every switching architecture. Thirdly, URT provides more realistic loads than
the previously famous permutation traffic. In the literature, almost all the proposed
switching architectures are mainly studied under URT loads. The URT assumes the
following: 1) the traffic is arriving at the input ports with the same probability which
is equal to the average applied load to the network p, and 2) the arriving cells at each

of the input ports selects their destinati domly with equal probability

4.3.1 Analytical Modelling

Analytical modelling is the vehicle used to validate simulation results. In the lit-
erature, many efforts have been exerted to model the switching architectures under
uniform and non-uniform traffic loads. The analytical model we introduce [70] here
can be used to describe the performance of the BG network when implemented in
either the pipelined fashion or parallel backpressure fashion discussed at the end of
Section 2.4.2.2. Before we discuss our model in detail, we introduce the following
notation:

K = Number of parallel planes.

t, = Reservation cycle.

T = Switching cycle.

pi(t) = Probability that a buffer has i cells at switching cycle t.

d(t) = Throughput after every t, (t is in steps of t,).

TP(r) = Throughput after every T (7 is in steps of T).

Notice that:

Bin
() =1-Y p(t)- (4.5)
=

In our model we assume the following:

o The probability of cell arrival is the same for all input links.
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Figure 4.5: Discrete Markov chain of the input buffer status (a) at the beginning of
every T, and (b) after every ¢,.

© Arriving cells will request outputs with equal probability.

® Cells arrive only at the beginning of each switching cycle, that is, no fresh cells

arrive in each reservation cycle.

® The cells depart from the output buffer at a rate of 4 x K cells every switching

cycle.

The first two assumptions represent URT and imply that any SE located in any
stage is indistinguishable from the other SEs belonging to the same stage. As a
result, each stage can be characterized by any of its SEs. The third assumption
enables splitting the discrete Markov chain, which is used to describe the input buffer
status, into two as shown in Figure 4.5. The fourth assumption is basically equivalent

to assuming an infinite output buffer. Figure 4.5.a shows the Markov chain for the
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input buffer status at the beginning of every switching cycle, whereas Figure 4.5.b.
shows the Markov chain for the input buffer status after every reservation cycle. From

Figure 4.5.a we can write:

p(r+1) = (1-p)pil7): i=0, (4.6)
= ppiaa(7) + (1 = plpi(T); 0<i< Bin, (4.7
= PBia(7) + P51 (T): i=Bi. (4.8)

And from Figure 4.5.b we can write:

pi(t+1) = po(t) +d)p(t); i=0, (4.9)
= dt)pin(t) +[1 - d(t)]pi(t);  0<i<Ba, (4.10)
= [1-d(t)]ps,(t) i=Bip, (4.11)

where

(4.12)

and X (t) is the probability of propagating a cell from an input port of the BG network
to the required output under URT. This is explained in Appendix C. The resulting

throughput of the network is given by:

TP(r) = LX;“‘Q (4.13)

The buffer status is initialized to represent an empty buffer as follows:

m(0) =1, P(0) =p2(0) = ... = pg,,(0) =0. (4.14)

Table 4.1 i d both sil ion and vtical results of the T Ppq, with B, = 0.
Notice that a unity T Ppa; for the simulation results does not necessarily mean zero
cell loss; it means no cell was lost during our simulation trials. The number of cells,

which were applied in any of our simulation experiments was at least 107. That is
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Sim. Ana. Sim. Ana
1 1 1 1
1 1 1 1
0.992602 | 0.993351 1 1
0.98462 | 0.986201 1 1
0.976348 | 0.9791746 1 1
0.967142 1
0.958486
0.949810 | 0.9591744 | 0.
41769 528478
1024 [ 0.934461 | 0.9466793

Table 4.1: Analytical and simulation results for the BG network with zero input
buffering

a cell loss level of 10~7 is assured in case of unity T Pp,.. We observed that as we
increase the capacity of the input buffer to two cells for a network of two data planes,
we obtain a unity T Pp,. for both analytical and simulation results. This describes
the efficiency of the BG network. We also found out that the size of the input buffer
marginally affects the performance of the network composed of only one data plane
as shown in Table 4.2. This agrees with the fact, we will discover later, that input

queuing has less impact on the performance of the network than output queuing.
4.3.2 Finite Output Buffer

In this section, we investigate the performance of the BG network compared with

the crossbar and the ideal nonblocking networks. BG-K is a pipelined BG network

composed of K data planes. Simi Crossbar-K is a pipelined Crossbar network
composed of K data planes. These results are obtained for a buffer budget of 5000
cells per input and output queue. Except for the crossbar network, each input queue
length is set to 1000 cells and output queue is set to 4000 cells. Since the consumption

rate is assumed to be 1 in all our simulation experiments, no output buffering is
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29

By, =1 B, =2 in =5 B, = 150
N Sim. Ana. Sim. Ana. Sim. Ana. Sim. Ana.
2 1 1 1 1 1 1 1 1
4 1 1 1 1 1 1 1
8 10.993113 | 0.993351 0 993201 0 993351 | 0.993298 | 0.993351 | 0.993326
16 [ 0.985171 | 0.986201 0.986031 { 0.986201 | 0.986087
32 [ 0.976681 | 0.979175 976903 | 0.979175 | 0.976947 | 0.979175
64 | 0.967250 | 0.972330 0.967393 | 0.972330 | 0.967427 | 0.972330
128 | 0.957012 | 0.965666 959601 | 0.965666
256 | 0.950440 | 0.959174 | 0.950701 | 0.959174 | 0.950965 | 0.959174
512 | 0.942348 | 0.952848 | 0.942553 | 0.952848 | 0.942620 | 0.952848
1024 | 0.934751 | 0.946679 | 0.934858 | 0.946679 | 0.935001 | 0.946679 | 0.935060

Table 4.2: Effect of input buffer size on the TP, of a single data plane BG network




Load | Ideal | BG-1 Crossbar-1 Crossbar-2

10 [<107[ <1077 <1077 <10”
20 [<1077 [ <1077 <1077 <1077
30 [<1077 [ <1077 <1077 <10~
40 [ <107 [ <107 <1077 <10~

50 [ <1077 [ <1077 | 0.004+1.81x 10~ < 107"
60 | <1077 [ <1077 [0.06376 £3.07x10~° | < 107"
70 [<1077[ <1077 | 0.14117£4.39 x 107 | <1077
80 [ <1077 [ <1077 [0.21374+2.95x 10~ | <10~
90 | <1077 [ <1077 [0.27722+2.81 x 10° | <10~

Table 4.3: Cell loss under URT for different network types of N = 256.

required for the crossbar-1 network. Accordingly, all the buffer budget is applied only
to the input queues of the crossbar-1 network. For the crossbar-2 network each input
queue is set to 2500 cells and each output queue is set to 2500 cells. For the other
crossbar-K' networks, where K > 3 the input queues are set at 1000 cells and the
output queues are set at 4000 cells. Also the network size N is set to 256.

Table 4.3 provides the performance of the cell loss for the networks under con-
sideration. Both Figures 4.6 and 4.7 show the performance of the cell delay. The
buffering requirements are also depicted in Table 4.4. All the above results suggest
that a single data plane BG network and the crossbar-2 network are sufficient to
satisfy the requirements of the URT. It is also noticeable that the performance of the
BG-1 network is the closest to the ideal network. HOL blocking at the input buffers is
the main reason that the input buffering requirements of the crossbar configurations
are larger. HOL blocking is a consequence of the inefficient cell relaying behavior of
the crossbar network. This inefficient behavior makes the crossbar architectures rely
more on the input buffers rather than the output buffers. As we discussed in Section

4.2.1, HOL blocking is more profound in input buffered networks. Channel grouping,

o

virtual output queues, and are well-k hanisms used to ease HOL
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Figure 4.6: Average cell delay under URT for different network types of N = 256.
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Load Ideal BG-1 Crossbar-1 Crossbar-2
IN OUT IN OuT IN ouT IN ouT
10 | 0| 41+0.06 1 4.6 £ 0.10 4 0 2 3.4%0.10
20 [0 [63+093 | 184008 [ 6.14+0.06 | 6.6+0.14 0 29+0.06 | 523008
3 | 0] 814017 2 76+0.10 | 11.5+016| 0 35+0.10 [ 6.8+0.08
40 0 [97+£016 [ 26+0.10 | 10+0.13 | 27.1 +0.53 0 4.7£0.09 | 9.1+0.11
50 0 [11.9+0.17 | 3.14+0.06 | 12.7+0.16 5000 + 0 61£0.11 [11.940.19
60 | 0 [158+0.27] 41+0.06 [163+0.26 | 5000 + 0 821008 |156+0.33
70 —OT 2254028 5+0.09 [221+043[ 5000+ 0 12.1+0.17 [ 2084041
80 | 0 [345+082] 69+0.11 [33.8+0.58 | 5000+ 0 20.2+0.24 | 32.5+0.46
90 | 0 [638+1.13[156+031[68.2+1.80 | 5000+ 0 1122+2.43 | 666+ 1.71

Table 4.4: Input-output buffering requirements under URT for different network types of N = 256.




Request Probability

Number of input Requests

Figure 4.8: Probability density for number of input requests for a single output port.



evaluated from two geometric distributions given by [74]:

In(1-R) _

L=1+(ln(1—p)

1}, (4.16)

where L is the period length in cells, 0 < R < 1 is the random number generated, and
0 < p < 1is inverse of the average period length in cells. The cells arriving at each
input line in a burst are destined to the same output line. This output is selected
randomly. URT can be considered as a special case of the bursty traffic with L = 1.

Table 4.5 depicts the cell loss ratio for single plane configurations under loads of
bursty traffic of various burst lengths. The results in Table 4.5 imply that a single
data plane BG network can attain very low levels of cell loss under heavy bursty
traffic loads of average burst lengths L < 10. Moreover, the BG-1 network has good
cell loss levels with L > 10.

Figures 4.9, 4.10, 4.11, and 4.12 represent performance of the average cell delay,

maximum cell delay, input buffer requirements, and output buffer requirements, re-

spectively, for single data plane ions of the three ks under test. The
results suggest that the perfc of the BG-1 i f the per-
of the bar-1 ion. For example, the average cell delay of the

BG-1 configuration almost coincides with the average cell delay of the ideal network
as depicted in Figure 4.9.a. However, for L > 15 and load greater than 80% the
average cell delay of the BG-1 network grows faster than the average cell delay of
the ideal network. The reason is that as the burst length increases, longer bursts are
created at the IPCs. These bursts concentrates for longer periods on their destined
OPCs raising the probability of output blocking. A similar behavior can be observed
for the maximum cell delay in Figure 4.10.

As shown in Figure 4.11, the input buffer of the crossbar-1 overflows at a load less

than 40%, which is the load after which the input buffer overflows for the crossbar-1
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o

Load | Ideal BG-1 crossbar-1
<30 | <1077 <1077 <10~
10 _[<10~ <10~ 0.00063 £ 2.12 x 105
50 | <1077 <10~ 0.0529 £8.11 x 10
60 | <107 <10~ 017024 £8.7 x 105
70 [ <1077 <10’ 0.24295 £ 5.24 x 100
80 | <107° <107’ 0.32588 + 7.48 x 10~
90 | <107 <107° 0.3685 £8.51 x 10~°
L=10
Load | Ideal BG-1 crossbar-1
<30 | <10 <1077 <10~
40 [ <1077 <107 0.00202 £ 6.57 x 10>
50 | <1077 <1077 0.06017 = 0.00013
60 | <107 <1077 0.18038 = 0.00016
70 [ <107 <107 0.25290 = 0.00014
80 [ <1077 <107 0.33545 £ 7.2 x 10°
90 [<107 | <1077 0.37545 = 0.00012
L=15
Load | Ideal BG-1 crossbar-1
<30 | <1077 <10~ <10~
40 | <1077 <107 0.00027 £ 2.19 x 10~°
50 [ <1077 <10~ 06279 =+ 0.00015
60 | <10~ <10~ 0.1836 = 0.00015
70 | <1077 <107 0.25633  0.00015
80 [ <1077 <1077 0.33836 £ 7.89 x 10—
90 | <10~ | 9.90096 x 10-° + 1.68872 x 10-° | 0.39495 + 0.00011
I=
Load [ Ideal BG-1 crossbar-1
<30 <107 <10- <107
40 _[<1077 <107 0.00092 £ 6.01 x 10~
50 | <1077 <1077 0.06410 £ 0.00041
60 | <10~ <107 0.16577 £ 0.00032
70 [ <107 <107 0.25745 = 0.00015
80 | <1077 < 10~ 0.33971 = 0.00021
90 | <107 [ 7.71046 x 10~" +£9.13291 x 10-° | _0.41006 =+ 0.00013

Table 4.5: Cell loss ratio under bursty loads of various burst lengths.
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under URT. We can also deduce that the input buffer of the crossbar-1 overflows
at lower loads as L increases. Similar to the results we obtained under URT loads,
the ideal network has no input buffer requirements for the burst lengths we use. As
expected, the buffering requirements of the BG-1 configuration diverges from the
ideal network for L > 15 and load greater 80%. As depicted in Figures 4.11.c and
4.11.d, the input buffer overflows for the BG-1 under the aforementioned loads. This
explains the higher cell loss ratio (> 10~7) for the BG-1 configuration in Table 4.5.
Figure 4.12 implies that, and similar to our observation for the performance under
URT, the crossbar-1 configuration does not need any output buffering.

To have a deep understanding of the crossbar and the BG networks we compare

the of their i which have more planes (K > 1), with the

ideal network perfc Two i di d are obtained by using con-

figurations of multiple planes. Firstly, the performance is greatly enhanced for low

per hi such as the crossbar-1 configuration. Secondly, the system

availability is improved because failure in any of the planes is compensated by the
other functional ones, although the performance degrades as one or more planes are
out of service. Figure 4.13 depicts the number of data planes needed to reach 10~7
cell loss ratio, for each of the three networks, under bursty traffic loads up to 90% of
different average burst length. Our criteria to compare the performance of the three
architectures under test will be based on the number of planes shown in Figure 4.13
and listed in Table 4.6.

Figures 4.14, 4.15, 4.16, and 4.17 depict the simulation results of the average cell
delay, maximum cell delay, input buffer requirements, and output buffer requirements,
respectively, for the configurations listed in Table 4.6. The results suggest that the
delay performance of the proposed configurations are very similar as depicted in

Figures 4.14 and 4.15. However, the results also imply that running the switching
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Figure 4.9: Average cell delay for different average burst length (a) L
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Input Bulfes Requirements

Figure 4.11: Input buffer requirements for different average burst length (a) L = 3,
(b) L =10, (c) L=15, (d) L=20.

[ LT BG [ Crossbar | Ideal
5] 1 3 1
0] 1 3 1
5] 2 3 1
20] 2 3 il

Table 4.6: Number of planes followed to compare the multiple plane configurations
of the architectures under test.
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Ootpet Betfes Reqairements

Outpet Bathes Requiraments

Figure 4.12: Output buffer requirements for different average burst length (a) L = 5,
(b) L=10, (c) L =15, (d) L =20.



Number of Data Planes

1 5 10 15 20
Average Burst Length (L)

Figure 4.13: Required number of planes to attain a 10~7 cell loss ratio with different
average burst lengths.

6



networks under heavy loads is not recommended due to the high delays experienced
by the traffic waiting in the input and output queues of the network. This delay
can exceed 3600 switching cycles under 90% bursty load with L = 20 as depicted in

Figure 4.15.d. This also applies to the ideal network, where 2 maximum cell delay of

almost 3000 switching cycles can be i as shown in Figure 4.15.d.

The output buffering requirements are also very similar for the three networks as
depicted in Figure 4.17, except under loads greater than 80% and L > 5. However. the
input buffering requirements differ as depicted in Figure 4.16. As expected, the ideal
network has the lowest input buffering requirements followed by the BG network. The
reason that the crossbar-3 configuration has the highest input buffering requirements
is because it is less efficient than the Ideal and the BG configurations in relaying
the traffic from the IPCs to the OPCs. The drop in the input buffer requirements
for the BG configurations as shown in Figures 4.16.b and 4.16.c is because the BG
configuration in Figure 4.16.b consists of one plane, whereas it consists of two planes in

Figure 4.16.c. With the input buffering i of the bar-3

are the highest, one should expect the that output buffering requirements of the
crossbar configuration should be lowest. But the fact is, the routing algorithm of the
crossbar architecture does not treat all the OPCs with equal priority. Hence, those
OPCs that are favored need more buffering capacity giving rise to the output buffering
requirements of the crossbar configurations. The impact of that effect lessens as the

number of planes increases. A fair routing algorithm for the crossbar network is

pensive in terms of hard lexity [19]. Obviously, this is an ad of

the BG architecture over the crossbar architecture.
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80



8§ 8 &8 3

Outpat Butter Requirements
g 8

Oetpet Betfer Requicaments

Oetpet Batfer Requiraments

LI

Outper Better Reqeisaments
& 8

Figure 4.17: Output buffer requirements for different average burst length (a) L = 5,

(b) L=10, (c) L=15, (d) L=20.

81



4.5 Non-Uniform Traffic

In all the traffic loads discussed previously, we assumed that the OPCs are equally
(randomly) selected by the arriving traffic at the IPCs. However, in real broadband
communication networks it is expected that the arriving traffic will select the OPCs
in a non-uniform way. In this section, we use a modified form of the model presented
in (7] for non-uniform traffic generation. The model in (7] assumes that the OPCs
mapping for each incoming cell is determined by the binomial distribution, where for

1SigN-2

a;; = Prfa cell arriving at the i-th input is destined to the j-th output],
( e )r:(l — -, 0<iEN-1 @

and 7; is the probability associated with input i. For the binomial distribution, the
maximum probability occurs for j = |[N7;|. If OPCy_;_, is chosen to receive the
highest percentage of the traffic arriving at input 7, then we get:

r=1- N—‘-_l (4.18)

For IPCy and IPCy-,, the address of OPC;, where 0 < j < N — 1, is given by the

normalized Possion-like distribution with rate r as follows:

PN-im1
N

ag; =
Zvi v

The advantage of the above model is that it gives a substantial number of hot

(4.19)

spots (instead of only one or two), which is more realistic as the number of the switch
ports is relatively high. However, the above model deals differently with the IPCs as
IPCy and IPCy-, follow a different distribution. Also, the value of r; for the other
IPCs is different which results in different distribution for each IPC as depicted in
Figure 4.18.
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Figure 4.18: OPCs selection probability for different IPCs according to the model in
7.



Load | BG Crossbar Ideal
10 [ <107’ <107’ <10”
10 | <107 <107 <1077
30 [<107 < 10” <107
40 [ <1077 < 107" <107'
50 [ <1077 [6.44172x 107° £4.415 x 10~° | <1077
60 | <1077 0.04941 + 0.000166 <107
70 [<1077 0.123943 +£8.22 x 105 < 107
80 <1077 0.196649 = 0.000104 <107
90 [ <1077 0.260677 £ 8.59 x 10~° < 107"

Table 4.7: Cell loss ratio for single plane architectures under non-uniform traffic load.

In our modified model, we assume that all the IPCs will select the OPCs with the
same binomial distribution with a fixed value of ;. In the beginning of each simulation
experiment, the value of r; is determined and each IPC is randomly associated with
an OPC, not to be associated with any other IPC. For each IPC, the associated OPC
is located at the center of the binomial distribution. That way we solve the problems

we discussed above and add another advantage of randomizing the OPC selection

in the beginning of the sii i i We first study the performance if
the arriving traffic has an average burst length L = 1 and then later we study the

performance under different burst lengths (L > 1).
451 L=1

Table 4.7 lists the cell loss ratio for single plane configurations of the architectures
under test. As shown, crossbar-1 configuration can not satisfy the 10~7 cell loss ratio
for loads above 40%. While, the BG-1 configuration can satisfy the 107 cell loss ratio
for loads up to 90%. Figure 4.19 shows the behavior of the performance parameters

of the various single plane confj ions and bar-2 ion under different

loads of non-uniform traffic with L = 1. Up to 90% load, the performance of the BG-



1 confi ion is almost coinciding with the perfc of the ideal archi

Again, the bar-1 ion lags far behind both the BG-1 and

the ideal configurations. Although, the crossbar-2 could fulfill the 10~ cell loss ratio.

its performance could not also match the perfc of the BG-1 fi ion as

shown in Figure 4.19. This result is similar to what we found out under URT loads.
One interesting observation can be found by comparing the performance of similar
configurations when operated under the URT and the non-uniform load. In general.

we can observe a general in the under iform loads

for all i However, this is more in the crossbar

configurations. For example, in Figure 4.19.c the input buffer requirements for the

crossbar-2 ion under 90% iform load is almost 37. While in Table

4.4 under 90% URT load the crossbar-2 configuration has input buffer requirements
of 112. Under non-uniform loads, the chances of multiple IPCs destining to one
single OPC are lessened because each source is now targeting certain band of the
OPCs. Accordingly, the non-uniform traffic of L = 1, to some extent, resembles the

permutation traffic. We know from the discussions in Section 2.4.1 that the crossbar

has a perfect perf under ion traffic.
452 L>1

The results we obtained under non-uniform burst loads for single plane configurations
support the same argument we stated under non-uniform loads with L = 1 that there

is a slight enb in the perfc under iform traffic loads. This

could be explained by the same reason we have given above. However, we observed

an i i h for the BG-1 ion. Although the delay (average

and maximum) performance is slightly better under non-uniform bursty loads than

under uniform bursty loads, the input buffer requirements are found to be slightly
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Input Buffer R
Load L=3 L=10
Nonuni Uni Nonuni Uni
10 9 + 0.316 8.1 £0.308 15 £ 0.590 15.7 £ 0.644
20 10.8+0.254 | 10.8+0.313 | 21.2+0.384 | 20.3 +£0.670
30 | 11.3£0.159 | 11.7£0.130 | 23.3+0.258 | 266 +£0.774
40 13.2+0.238 | 13.5+£0.245 | 26.3+0.508 | 26.9 £ 0.600
50 15.7+£0.376 | 15.8+0.313 | 30.7+£0.676 | 32.7 +0.651
60 19.3+0408 | 17.7+0.316 | 37.8+0.798 | 37.6 £0.785
70 23.4 % 0.563 21 +£0.446 46.7+£1.249 | 42.9 £0.621
80 40+£2.205 | 288+0.849 | 84.7+4.363 | 58.5+0.724
90 | 81.3+2.051 | 64.061.610 | 142.1£3.493 | 109 +1.617
Load L=15 L=20
Nonuni Uni Nonuni Uni
10 256+1.302 | 23.8+0.750 | 28.6+0.934 | 32.2+1.927
20 | 31.8+0.761 | 30.9+£1.200 | 39.5+0990 | 38.2+£0.722
30 36.9+1.052 | 35.9+£1.008 | 454+1423 | 47.2+£0.997
40 37.9+1.028 | 40.9+1.168 | 145.9+57.989 | 53.8 £1.723
30 | 442+1.005 | 43.1+0.634 | 39.9+1377 | 55.9%1.079
60 56.5+1.712 | 33.1+1.079 | 69.2+1.307 67+1.384
70 | 62.8+1.353 | 64.6+1.011 | 87.5+2.988 | 82.8 £1.326
80 |[120.2+6.955 | 87.1+1.786 | 151.4£4.483 | 108.7+2.714
90 | 1000+ 0.000 | 988.6 + 4.895 | 1000 +0.000 | 1000 =+ 0.000

Table 4.8: Input buffer i for BG-1 ion under uniform and non-
uniform bursty loads.

higher under non-uniform bursty loads than under uniform bursty loads. On the
contrary, the output buffer requirements under non-uniform bursty loads are lower
than under uniform bursty loads. Tables 4.8 and 4.9 depict that phenomenon. We

attribute this phenomenon to the internal blocking characteristics of the BG archi-

tecture. As we i above, iform traffic traffic.
That is, output blocking is less pronounced under non-uniform traffic. The lower
output buffer requirements indicate that the longer input buffer queues are not due
to overloaded output queues. The only other factor which can lead to the increased

input buffer requirements is internal blocking. However, the overall performance of
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Output Buffer R
Load L=53 L=10
Nonuni Uni Nonuni Uni
10 49.7 £1.497 49.1 £1.418 89.9 £ 2.166 93.6 £ 4.545
20 60.7 +1.055 60.5 £ 1.314 113.8 £2.834 134.2 + 4.376
30 77.1+2.236 77.6 £1.327 140.8 £ 3.610 148 £ 3.160
40 89.8 +£1.451 92 +£1.232 184.6 + 5.825 184.3£3.770 |
30 102.8 £ 1.515 109.1 £ 2.100 211.1 £ 5.046 219.7 £ 2.673
60 147.7 + 4.442 139.4 + 1.406 287.7 & 4.968 297.8 + 4.186
70 187.6 & 2.344 198.8 £ 4.796 337.5 & 2.938 373.3 £ 6.872
80 286.7 + 5.465 305.7+4.519 | 597.2+16.250 | 611.4 + 13.319
90 | 598.4+18.714 | 684.2+9.286 | 893.1 £ 17.820 | 1033.4 = 15.492
Load L=15 L=2
Nonuni Uni Nonuni Uni
10 132.6 & 2.486 141 £ 4.237 194.7 £ 7.999 180.4 + 7.026
20 159.6 £2.731 176.2 £ 4.843 218.1£6.172 233.4 £ 6.141
30 200.2 + 2.435 214 + 5.540 277.4 % 6.836 293 + 6.667
40 267.9 +9.372 279.5+7.211 |346.3+223.230 | 370.2 + 5.885
50 300.4 + 6.622 338.3 +6.829 372.1 £ 6.808 402 + 7.007
60 417.5 + 8.401 410.7 + 8.834 5 8.245 | 551.6 + 15.530
70 | 529.3+12.017 | 563.9%10.356 | 7 +21.962 | 699.1 + 21.037
80 | 849.5+16.313 | 903.1£16.120 | 1093.6 £ 14.090 | 1121 % 23.609
90 [ 1630.3 +33.184 | 1944.1 + 32.414 | 2988.8 £ 15.551 | 3634.9 & 75.927
Table 4.9: Output buffer for BG-1 under uniform and

non-uniform bursty loads.
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the BG-1 configuration is better under non-uniform burst loads. This stems from the
fact that the effect of internal blocking in the BG architecture is minimal. Previ-
ously, it has been shown [65] that the BG architecture has very low internal blocking

characteristics.

4.6 Summary

The numerical results in this chapter have d d the efficient of

the BG network under various traffic loads. With finite buffering, a single data plane
256 x 256 BG network has been shown that it is sufficient to meet the requirements
of the URT loads up to 90%. While, it has been discovered that a two plane crossbar
performs less efficiently with higher buffer requirements under the same loading con-
ditions. This is an indication that the routing capability of the BG network is more
efficient than the crossbar based configurations. Additionally, a two plane 256 x 256
BG network has shown to be sufficient to meet the requirements of the bursty traf-
fic of different average burst lengths. A three plane crossbar configuration is found
to be less efficient with higher buffering requirements under uniform bursty traffic
loads. Furthermore, a two plane BG configuration had lower buffering requirements
than a two data plane crossbar configuration under non-uniform traffic loads. This
is an interesting result because the non-uniform traffic model we used resembles the
permutation traffic, which is the traffic type under which a single data plane crossbar
network has an exact zero cell loss ratio. In general, we noticed that the performance
of the BG network configurations is closer to the ideal nonblocking network. It is ob-

vious from the above di: ions that the BG archil is a very strong candidate
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Chapter 5

Design of the Balanced Gamma
Network

5.1 Introduction

In this chapter, we introduce the design of the BG network. We first describe the
design methodology recommended by CMC for the design flow using deep submicron
(DSM) technology. Because our design features built-in self-test (BIST), we review
the BIST methods used in the design of VLSI systems, shedding light on the BIST
mechanism we adopt in the BG network. Then, we illustrate the architectural design
of the BG network in detail. The structure of each module in the design hierarchy

is di n hasizing the ity and timing i We also describe

our approach for design verification of the whole system. Finally, we present the

simulation results for each module in the system.

5.2 Design Flow, Functional Test and Verification

The design flow followed in this dissertation is based on the design flow recommended
by CMC for DSM technologies [75]. As depicted in Figure 3.1, the first four steps
of the design flow are carried out using Synopsys CAD tools and the rest are carried

out using Cadence CAD tools. In the beginning, the architecture of the network is
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described in VHDL at the RTL level followed by simulation to verify the function-
ality. The next step is to synthesize the RTL description. It is recommended in the
Synopsys documentation that large designs, such as the BG network, not be imported
directly to the synthesis tool. Instead, a hierarchical bottom-up approach should be
followed. This is because importing large designs leads to crashing the synthesis tool
and in some cases may result in an unoptimized design. Accordingly, we divided the
architecture of the BG network into modules. Each module is designed. synthesized.
and tested separately and used as a building block in forming the final network design.

In general, dividing the design of any system has several merits. Firstly, the
debugging process is simpler when building high level modules from low level ones.
For example, sometimes the Synopsys synthesis CAD tool produces logical errors in
the resulting gate level description of the design. It becomes intractable to detect

and correct these logical errors in large designs. With a design composed of smaller

submodules, one can more easily point at the submodules that are malf

Secondly, we can comfortably introduce testing features to the system under consider-
ation. In fact, the process of building a testing mechanism may fail for large systems,
because the larger the system the more the internal parts become inaccessible. The
third reason is the reusability of the designed modules in future systems.

Finally, the design process was carried out to the fourth step, gate-level simulation,

shown in Figure 5.1.

5.3 Design for Testability

To meet the quality and reliability requirements of today’s complex communication
networks, efficient testing methodologies are necessary at all levels of system design

(system, board, IC, ...etc.). In practice, the quality of such systems is measured by
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the average time during which it functions correctly without any fault, and is termed
mean time to failure (MTTF) as we will see in Chapter 6. High MTTF guarantees
uninterrupted reliable network services to customers. This can be achieved by incor-
porating built-in test capabilities that monitor the system functionality periodically
in the field against any failures, as well as reliable hardware components that are thor-
oughly tested for structural defects. In (8], a comprehensive and detailed treatment
of digital systems testing can be found.

The conventional test methods in digital circuits are constantly challenged by in-

creasing speed and circuit size which demand ic test

(ATE). This results in very high costs associated with test hardware, test genera-
tion, and test application time. Furthermore, at-speed testing (verification of system
functionality at the rated speed) requires high-performance ATE, which results in
multifold increase in their price. BIST offers a test methodology where the test func-
tions are embedded into the circuit itself. The test functions in BIST are localized to
the circuit, thereby facilitating at-speed test and substantial reduction in test appli-
cation time. Furthermore, BIST provides easy access to the embedded components
and interconnections of the system without any special test requirements. For the
above reasons we decided to adopt BIST strategy in the design of BG network for
testing.

In [76], an overview of the digital BIST techniques that are particularly appli-
systems is d. This article discussed the BIST

cable to

techniques used at different system levels. In the next section we discuss BIST meth-

ods in more detail.
5.3.1 BIST Methods

BIST methods can be divided into two groups as depicted in Figure 5.2. In on-line
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Figure 5.2: BIST methods [8].

BIST. testing occurs during normal functional operating conditions; i.e., the circuit

under test (CUT) is not placed in test mode where normal functional operation is
locked out. Concurrent on-line BIST is a form of testing that occurs simultaneously
with normal functional operation. Concurrent on-line BIST uses redundancy for
testing. Redundancy can be achieved by either using coding techniques or duplication
and comparison. An example for coding techniques is the parity bit added to check
the correctness of the data transmitted over a system bus. In the duplication and

h, the CUT is repli d and a checker circuit is used to take

the final decision which is based on the majority decision given by the replicas. In
nonconcurrent on-line BIST, testing is carried out while a system is in an idle state.
The test process can be interrupted at any time so that normal operation can resume.

Testing in nonconcurrent on-line BIST is often lished by ing di

software routines or diagnostic firmware routines.

Off-line BIST deals with testing a system when it is not carrying out its normal
functions. Functional off-line BIST deals with the execution of a test based on a
functional description of the CUT and often employs a functional or high-level fault
model. Such a test is implemented as diagnostic software or firmware. Structural
off-line BIST deals with the execution of a test based on the structure of the CUT.

Fault coverage is based on detecting structural faults.
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On-line BIST methods offer two advantages over off-line BIST methods. In on-line
testing, the main function of the CUT is not interrupted as is the case in off-line BIST

during the test licati Also, the di ic inf ion becomes ct

available. However, on-line BIST methods suffer from two main drawbacks (76].
Firstly, the amount of hardware complexity added is, on the average, higher than for
off-line BIST methods. In some cases, the added complexity may reach up to 50% of
the total area of the IC. Secondly, the design effort is larger than off-line BIST methods
because caution has to be taken not to alter the state or function of the CUT. Indeed.
a large design effort translates to a longer design phase which is not preferred as the
time-to-market is a crucial factor in the VLSI design process. One advantage of using
structural off-line BIST method is the flexibility of the design process. The designer’s
effort is reduced to selecting the approach and the stimulation strategy that fits the
CUT and to apply them automatically. In other words, the design process is more
standardized than on-line BIST methods, where the design process is significantly
influenced by the architecture of the CUT.

To summarize, both on-line and off-line BIST methods have pros and cons, and
choosing the proper method is always a trade-off between extra hardware and test
application time. However, to achieve a good level of testability a hybrid of both

can be used. A dingly, in this dissertation a testing mechanism, which

incorporates both methods, is d. We use a bi ofa off-

line BIST method and a nonconcurrent on-line BIST method. Before we present that
testing mechanism, we first discuss some issues regarding the structural off-line BIST

method.
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5.3.2 Structural Off-Line Architectures and Stimulus Struc-
tures
The fault model which is assumed by structural testing methods (8] is the well-known
single permanent stuck-at fault model. The model assumes that all the components
of the CUT are fault free and fauits occurs only in the connecting nets. If a fault
occurs in one of these nets, then it has a fixed logic value v (v € {0,1}) and denoted
as s-a-v. The testing mechanism generates the stimuli to expose these expected faults
by assuming that only one fault exists in the CUT. In other words, each stimulus is
selected to expose only a single stuck-at fault in the CUT. The single stuck-at fault
model ignores other types of faults such as: 1) multiple stuck-at faults, 2) stuck-
at open faults 3) bridging faults where two or more nets are shorted, and 4) delay

faults, especially if the test is carried out at lower speed than the normal operating

speed [76]. That means there is a y that a testing hanism that employs
single stuck-at fault model may fail in detecting a fault. However, experience has
demonstrated the validity and the efficiency of the single stuck-at fault model due to

the following reasons:

o some faults which are not assumed in the fault model may be covered with the

used stimuli; and

® detecting delay faults can be achieved to a large extent if BIST mechanism is
used, because the testing mechanism can run at the normal operating speed of

the CUT.

The architecture of a structural BIST system should contain three main com-
ponents: 1) a stimulus structure which generates the test stimuli, 2) the non-BIST
mode circuitry or CUT, and 3) an output response analyzer (ORA) which produces

the final decision as whether the CUT is fault-free or not. These three components
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Figure 5.3: Different structural BIST architectures [9].

can be totally separate or merged. Figure 5.3 depicts the different architectures of a
structural BIST system. In the merged architectures (parts b, c, and d of Figure 5.3),
savings in the hardware complexity of the whole system is realized due to sharing of
the memory elements located in the CUT with the stimulus and the ORA circuits.
However, in some cases this is not feasible due to some optimization considerations
that are imposed by the system requirements.

There are four for the stimulus [9]:

exhaustive, all possible input stimuli are applied to the CUT. Since the amount of
time spent on testing is limited, the number of circuit inputs that can be exhaustively
stimulated is usually limited to [log,(maximum testing cycles)].
pseudoexhaustive, where the circuit can be partitioned into subcircuits, each de-
pendent on a subset of the inputs, and thus can be stimulated exhaustively. The
circuit is tested by testing the partitions.

random, a stimulus source with a fixed sequence is used to excite the CUT. The
major advantage of this approach is the low cost of the stimulus structures. Its major

disadvantage is the difficulty of designing a stimulus that prod all the

stimuli required to expose the faults. The stimulus structure can be modeled by a
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Approach Exhaustive | Pseudoexhaustive | Random Deterministic
CUT Type n-input CL CL  where the | CL, SL CL, SL
inputs can be
grouped
CUT Analy- | none structural analysis | structural structural and
sis to assign group- | analysis for | ATPG
ings some methods
Stimulus separate separate separate, separate,
Structure merged merged
Test Effec- | 100% for CL | 100% for CL faults | requires fault | may require
tiveness faults simulation fault simula-
tion
Test Length | 2" depends on the [ depends on | depends on
grouping method | fault simula- | generation
tion results method

Table 5.1: Stimulus design approaches (9]

finite state machine. Thus the designer is usually restricted to choosing a starting
state and the number of test cycles. Fault simulation is required to determine which
faults are exposed.
deterministic, the stimulus source is required to generate a specific set of stim-
uli. Analysis of the CUT determines the stimulus set. The structures used for a
deterministic approach are usually based on finite state machines.

Table 5.1 depicts the design considerations for the above discussed approaches,
where CL stands for combinational logic, SL stands for sequential logic, and ATPG
stands for automatic test pattern generation. In the next section we introduce the

chip architecture and description of the testing ism we are ing in this

dissertation.
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Figure 5.4: Top level description of the BG network.
5.4 Chip Architecture

The BG network is a MIN that enjoys a modular architecture. The modular ar-

chitecture made the BG network ive for VLSI impl i A top level

description of the network architecture is depicted in Figure 5.4. There are four main
components in the design of the BG network. These components are 1) a 1 x 4 mul-
tiplexer used as the building block for the first stage (Stage,), 2) a 4 x 4 crossbar
used as the building block for the next n — 1 stages. 3) a 4 x 1 multiplexer used as
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the building block for the output stage, and 4) the network main controller (NMC).
We denote the 1 x 4 demultiplexer as 1 x 4 SE, 4 x 4 crossbar as 4 x 4 SE, and the
4 x 1 multiplexer as OPC to follow the notation we use in this dissertation. We did
not carry out the design of the IPC due to time constraints.

We tried to automate the design process by reducing the amount of effort needed
when changing the features of network. This is achieved by only changing a few
parameters in a header file of the VHDL description. These parameters are the
network size N and the output buffer size B,,. However, eack component in the
system still has to be tested and verified separately.

The design of the BG network is restricted to circuits based on synchronous logic
rather than circuits based on asynchronous logic. This is to eliminate the problem
of logic hazards which makes the function of asynchronous circuits impossible. Logic

hazards can be eliminated by using redundant logic but then the circuit becomes

untestable. Several other reasons that favor h circuits over

ones can be found in (8, 77, 78].

The testing hanism we are ing, as we joned in Section 3.3.2, in-
corporates both a structural off-line BIST method and a nonconcurrent on-line BIST
method. In fact, using only one of these methods to reach a good testability level is
either expensive or time consuming. If we use only a structural off-line BIST method,
the network operation has to be stalled during the test procedure, causing disruption
to the whole system. Also, if we only use the nonconcurrent on-line BIST method,
the process of diagnosing and correcting the fault is very expensive in terms of the
design effort. Accordingly, we use the nonconcurrent on-line BIST method to regu-
larly check the system for any functional error. If an error is detected, the structural
off-line BIST method is activated to check the network for faults. If a fauit is de-

tected, the structural off-line BIST method diagnoses it and reconfigures the network
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to tolerate that fault. The nonconcurrent on-line BIST method is not covered in this
dissertation but we will discuss the structural off-line BIST method in more detail.
Before continuing our discussion, we review some issues that are related to the

architecture of the network. The switchi hanism of the archi we are

adopts a of two

strategy. A switching cycle is
periods, a reservation period (sometimes we call it the routing period) and a relaying
period. In the reservation period, each IPC sends an internal header representing the
cell at the HOL of the buffer that belongs to that IPC. The IPC creates this internal
header during the translation of the VPI and VCI in the 5-byte header of the cell.
This internal header contains the destination address and priority of the cell to be
routed. The structure of this internal header will be explained later. The routing unit
in each SE uses the arriving headers to set up a routing pattern for the main cells to
be relayed. This process continues until these internal headers reach the OPCs. The
output ports acknowledge the arriving headers. A header is positively acknowledged
if 1) it successfully reaches its output destination and 2) there is room for the cell
represented by that header in the buffer of its destination. The acknowledgments are
returned to the IPCs by the switching mechanism. In the relaying period, the IPCs
pass the bodies of the cells that were positively acknowledged during the reservation
period.

We defined three types of cells, as shown in Table 5.2. Accordingly, the size of
the internal header is n + 2 bits. Recall that n represents the number of the stages
in the BG network. Figure 5.5 depicts the structure of the internal header, where D
is the address of the destination.

Although a BG network of a single data plane can fulfill up to four broadcast
requests as depicted in Figure 5.6, we decided not to include broadcast features in

our design because of the added complexity to both the SEs and IPCs. Firstly, the
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Piby | Cell type
01 | High Priority
10 [ Low Priority
00 Idle

Table 5.2: Defined cell types.

Figure 5.5: Structure of the internal cell header.

complexity of the SEs increases because the routing unit in each SE has to account

for the newly added priority.

dly, the ity of the IPCs i because
they have to coordinate between each other. This translates to extra communication
channels and control units added to the circuitry of each IPC. This coordination is
essential when more than four broadcast requests are issued at the main inputs of the
network. For example, assume the case when one extra broadcast request is issued
at the main input ‘5’ of the network in addition to the four requests shown in Figure
5.6. This request will reach SE;2 on ILo, SEz2 on IL,, SE on IL,, and SE;3 on
L, of Stage,. Each SE of that group receives 3 requests. Since the routing decision
is the same in all SEs that belong to the same stage and the request at the main
input ‘5’ is arriving at different input links of the SEs in Stage,, the request arriving
at the main input ‘5’ will be treated differently in these SEs. This translates to the
fact that some of these SEs may route and the others may not route the request
coming from the main input ‘5. In that case, the switching mechanism becomes

very complicated in order to account for these diverse actions and to acknowledge
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back to the IPCs. Additionally, the IPCs have to keep track of the outputs that the
broadcasted cells fail to reach and try to reroute these cells again to these outputs in
subsequent switching cycles. Indeed, this process demands very complex algorithms
which add more hardware to the system and may cause it to run at lower speeds.
Accordingly, coordination is needed amongst the IPCs to minimize the complexity.
We believe a design which features broadcasting at an acceptable cost for the BG

network is achieved by employing one of the followi luti The first solution [79]

is to precede the BG network with a copy network which generates NV copies of each
broadcasted cell with each copy destining to one output port. We prefer this solution,
because it is suitable for the case of multicasting where a cell is only destining to a
subset of the output ports. The second solution is to coordinate amongst the IPCs

as we mentioned above.

5.5 System Components
5.5.1 Switching Element

Figure 5.7 depicts the architecture of an 4 x 4 SE. The architecture of the 1 x 4 SE is
a smaller version of the 4 x 4 SE. The differences between the two architectures will
be highlighted as we proceed in our discussion. The architecture of the SE is divided
into the following:

Input Buffer

The input buffer primarily holds the few header bits needed to take the routing
decision in the SE. The buffer is composed of one queue in the case of 1 x 4 SEs and
four queues in the case of 4 x 4 SEs. Each queue is a shift register of size n+2—1 bits,
where i is the stage order of the current SE. Notice that we do not need to save the

whole address of the destination D in the internal header as we advance downstream.



Output

Stage 0 Stage 1 Stage 2 Starg’eﬂ

Figure 5.6: Broadcast requests at inputs 0, 1, 3, and 6 are fulfilled.



e olou wrums 1no"yme

Camad |

€1007NV o—f—

L

1100wy o —|

010wy +—|

540193735

NNV - — )

oy |~

1e)yng

NV wdug

ONITNY. " i, =

105



That is, each SE can skip the bit just after the priority bits (P, P,) when passing the
headers to the SE of the next stage. If we use the full size of the internal header

(n + 2 bits), we would require a number of cycles (cyclesuu) given by:
cyclespun = (R +1)(n +2), (5.1)

to shift the headers through the network. While, in our approach we only need a

number of cycles (cycleyseq) given by:

5
cyclesues = I (n+2-1),
=

(n+1)(n+2) - }’_l“i,
i=0

(n+1)n+2) - ﬂ;—”

[

(5.2)

This means we have saved a total of !1"2—“1 cycles in the reservation period. A block
diagram of the input buffer of an SE at Stage; is shown in Figure 5.8.

Pushout Multiplexers

After the headers are received from the previous stage and the routing pattern is
established within each SE, the pushout multiplexers are used to push the header
bits to the SEs of the next stage. Each queue in the input buffer is served by an
n—1+1i - 1 pushout multiplexer. The select lines for these multiplexers are fed
from the sequencer, which we will describe later.

Decision Maker

The decision maker is entirely a combinational logic circuit. It uses the first three
bits (0-2) from each queue in the input buffer to take the routing decision. That is,
the decision maker has 12 inputs in a 4 x 4 SE. While, the number of the outputs in

an 4 x 4 SE is 12 bits and they are divided as follows:

o Four pairs (Sp, ..., S3) are used as selectors to decide which input link will be
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Figure 5.8: Block diagram of the input buffer bank of an SE at Stage;.
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connected to which output link. The S; pair is used to decide which input link

should be connected to OL;, for 0 < i < 3.

® The other four outputs are used to identify which inputs have received active
cells and which ones have received idle cells. This is needed when shifting the

headers to the next stage.

‘We have di: d that the Sy

p: is tool does not generate good min-

levels for large I circuits such as the one we are dealing with

here. Accordingly, we decided to use the well-k

I logic
tool (Espresso) developed at University of California, Berkeley (80, 81]. The follow-
ing algorithm was followed because we also discovered better minimization results are

obtained if the problem is divided into smaller ones:

1. Find Espresso minimization for the truth table of the 12-inputs and a subset of

i outputs from the total 12 outputs.
2. Repeat the above process until all combinations C}? are exhausted.
3. Repeat both steps 1 and 2 for all values of ¢, where 1 < i < 12.

We then arrange the results obtained in an ascending order for each value of i. Af-
terwards, we identify the best set of combinations that cover all outputs and results
in the minimum hardware complexity. By trial and error, the set is found to contain
two groups; {11, 10, 9, 8} and {7, 6, 5, 4, 3, 2, 1, 0}. The latter group represents the
So, - .-, S3 pairs and the former represents the outputs used to identify the active and
idle arriving cells. That implies that there is certain amount of correlation among the
selector bits {7, 6, 5,4, 3, 2, 1, 0}. Similarly, the acknowledgment bits {11, 10, 9, 8}
have a certain amount of correlation.

Arbiter
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The arbiter selects between the main inputs of the SE and the outputs of the buffer
bank. In the reservation period, the arbiter selects the outputs of the pushout mul-
tiplexers to route the headers to the next stage. In the relaying period, the arbiter
selects the main inputs of the SE.

Fault Tolerating Unit

Notice that in Figure 5.7 the selection pairs Sy to S; from the decision maker are
feeding the fault tolerating unit. In case of faults in the SEs of the next stage, the
fault tolerating unit modifies the select lines by giving priority to the cells routed to
OLq and OL; because high priority cells are usually routed through these links. For
example, assume the SE in the next stage that is connected to OLo is faulty. The
fault tolerating unit will always redirect the cells targeting OLy to OL,. The cells

that are destining to OL, will be i ged, by the ack dy

unit we will describe later, and will be tried in the next switching cycle. In case of no
faults in the next stage SEs, the fault tolerating unit acts transparently so that the
input select lines are transmitted to the outputs of the fault tolerating unit without
any modification. The faulty SEs of the next stage are reported to the current SE
through the “nezt stage failure status” word fed from the BIST circuitry of the SE.
Selection Unit

The selection unit is the true crossbar part in the SE. Its function is to switch the
arriving cells to their requested output links. The switching decision is passed to the
selection unit through the modified select lines originating from the fault tolerating
unit.

Acknowledgment Unit

The acknowledgment unit performs the reverse function of the selection unit. It
receives the acknowledgments from the next stage and routes them back to the pre-

vious stage. Notice that the select lines that are used to feed the selection unit are
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the same ones that are feeding the acknowledgment unit. The reason is that the
acknowledgment unit has to be offered the final routing decision to give the proper
acknowledgment. Notice also that the select lines are ANDed with the next stage
failure status word to block a positive acknowledgment that might arrive from the
faulty SEs in the next stage.

Sequencer

The sequencer plays a very important role in the operation of the SE, as well as in the
operation of the whole network. The sequencer synchronizes the process of moving
the header from one SE to another. Once it receives a negative edge on the triggering
signal (STARTN) from an SE in the previous stage, denoting the start of sending
the header bits, the sequencer activates the clock of the input buffer to receive the
header bits from the previous stage. It also inserts one wait clock cycle until the
routing decision settles within the decision maker. Then. it alarms the SEs of the
next stage by a negative edge on a triggering signal (START.OUT) similar to the
one it previously received from the previous stage. Then it iterates n — i + 1 cycles
through the select lines fed to the pushout multiplexers discussed previously. Figure
5.9 depicts the ASM chart describing the sequencer function.

Testing Unit

The testing unit is not depicted in Figure 5.7 for simplicity. The testing unit rep-
resents the off-line structural BIST part of the testing mechanism we are proposing.
It is obvious that the off-line structural BIST method is distributed throughout the
network, since every SE has its own testing unit. We decided to follow the strategy
depicted in Figure 5.3.a so that we do not complicate the structure of the internal
core of the SE. A complex core translates to a slower system speed, and speed is crit-
ical since we are targeting a system speed of 153.52 Mbps (OC-3c). We also followed
the random approach for test stimuli design discussed in Section 5.3.2 because of its
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simplicity and cost effectiveness in the case of our design. The fault coverage ranged
from 85% for 4 x 4 SE to 92% for 1 x 4 SEs.

During the normal mode of operation, the testing unit acts transparently such
that the core of the SE is connected to all other SEs in the network. During the
testing mode, the testing unit isolates the core from the other parts of the network.
Figure 5.10 depicts the block diagram of the testing unit during the test period. The
linear feedback shift register (LFSR) represents the stimulus circuit and both the
multiple in shift register (MISR) and signature analyzer represent the ORA. The
other blocks are used to test the links between the current SE and the other SEs in
both the previous and the next stages. The downstream failure status buffer holds
the status of the SEs in the next stage. The status word out of this buffer is used to

feed the ack and fault tol units of the current SE. Also, this buffer

is serially connected to the SEs surrounding the current SE and exist in the same
stage. This serial connection is used during the test period when checking the testing
mechanism itself. The testing unit steps through 10 states. The first state is when
the network is functioning in its normal mode of operation. Stepping through these
states is achieved by the network main controller (NMC). We will list these states in

more detail when we discuss the NMC.

Table 5.3 depicts the esti d distribution of the hard ity in gates

for the different SEs in an 16 x 16 network estimated by Synopsys 1998.02-2 de-
sign_analyzer tool. A gate is a 2-input NAND gate. The results are based on 0.35 um

CMOS technology. The last row in the table the hards ity of

an SE belonging to the first stage. The results in Table 5.3 suggests that the decision
maker constitutes about 60% of the total complexity of an 4 x 4 SE in the second

stages and above. In fact the maximum speed of the SE is determined by the speed
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of the decision maker through which the critical path of the SE passes. Table 5.4
shows the delays for the critical paths of the SEs that belong to the 16 x 16 network.
The estimated delay through the decision maker is 2.53 ns which roughly represents
44.5% of the total delay of the critical paths in 4 x 4 SEs. Clearly, this is a very high
percentage. Luckily, the effect of the critical path of the decision maker is felt only
during the routing period of the network. To reduce the effect of the critical path in
a 4 x 4 SE the sequencer adds an extra wait clock cycle before routing the bits of
the internal header to the next stage. That way we add extra latency to the system.
However, the ratio of the number of the added clock cycles (n) to the total number of

clock cycles in one

hing cycle is insignil We will present the total

number of clock cycles in one switching cycle after dit ing the other
5.5.2 Output Port Controller

The design of the OPC we propose here is composed of one single buffer queue. That
is, we do not assume a scheduling mechanism of multiple service queues. As depicted
in Figure 5.11, the OPC has the following blocks:

Input Buffer

The input buffer has the same function as the input buffer bank of the SEs. How-
ever, the input buffer in the OPC holds only the priority bits (P, P,), which are two
bits/input. The input buffer has the same architecture as the input buffers used in
the SEs, except it does not contain any pushout multiplexers. This is because we do
not need to push the header bits to any subsequent stage.

Sequencer

The sequencer of the OPC has nearly the same architecture as the sequencer used
in the SEs. However, it adds extra delay cycles between the routing period and the

relaying period. These delay cycles are needed until the acknowledgment decision is
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Figure 5.11: Architecture of the OPC.
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Delay (ns)

Table 5.4: Delays of the SEs critical paths.

transferred to the IPCs and the first bit of the cell is relayed across the network until

it reaches the OP. The number of these delay cycles (cyclesqeay) is given by:
cyclesgeiay =2+ 2 x 1. (5.3)

The first two cycles are required until the logic settles in the OPC, the next n cycles
are required until the acknowledgment reaches the IPCs, and the last n cycles are
required until the first bit of the relayed cells reaches the OPCs. Figure 5.12 shows
the ASM chart of the sequencer.

Sorter

During the routing period, the sorter is responsible for sorting the arriving cells in a
descending order based on their priorities. This is essential for two reasons: 1) to ease
the process of placing the cells into the buffer, and 2) to ease the process of identifying
idle cells from active ones. The sorter also provides the pointer controller with the
number of active arriving cells. The sorter is composed of two combinational circuits.
The first circuit is an 8-input 11-output circuit called the decision maker. Eight of
the 11 outputs are used to feed a 4 x 4 crossbar network, which represents the second
circuit. The other three output bits are used to hold the count of the arriving cells
(0 — 4). These three bits are feeding the pointer controller which will be described
in the next section. The crossbar passes the arriving cells in a descending order to
the buffer controllers.

Pointer Controller
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The pointer controller provides a pointer that points at the next empty location in the

output buffer. This value is used by the buffer and the ack led;

decision unit. The value of the pointer for the next switching cycle (pointer(t + 1))

is given by:

pointer(t+1) = pointer(t)+arrival(t)—departure(t+1); 0 < pointer(t) < Bou+1.
(5.4)
where pointer(t) and arrival(t) are the value of the pointer and the number of arriving
cells at the end of the previous cycle, respectively, departure(t + 1) is the indication
of whether a cell will depart from the buffer or not in the current switching cycle,
and By is the size of the buffer in the OPC. Notice that at most one cell is allowed
to depart from the OPC in any switching cycle, i.e. departure(t) = {0,1}. When the
value of pointer(t) is 0 it means the buffer is totally empty, and when it is By + 1
it means the buffer is totally full and no cells could be placed in the buffer.
Acknowledgment
The acknowledgment process goes through three steps in the OPC. The first step is
carried out by the block “Acknowledge Decision” in Figure 5.11. In that step an initial
estimate of the acknowledgment word is formed based on the buffer occupancy and the
pointer value. This initial acknowledgment is meant for the sorted cells. Accordingly,

in the second step of the ack g process the “A block shown in

Figure 5.11 redirects this initial acknowledgment to its proper order of the arriving
cells. The Acknowledge block has the same structure as the acknowledgment unit
of the SE. In the third step, a correction has to be made to the output from the
acknowledge block because the initial acknowledgment is not based on the status of
the cells, whether idle or active. This correction is made by ANDing the status of

each cell with its corresponding output from the acknowledge block.
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Figure 5.12: ASM chart of the OPC sequencer.
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Figure 5.13: Block diagram of the Buffer controllers.

Buffer Controllers

The number of the buffer controllers is By, + 1. Each buffer controller connects
two successive locations in the output buffer. Figure 5.13 depicts a block diagram
of the buffer controllers. All controllers are fed from the pointer controller and the
four sorted outputs from the 4 x 4 crossbar. If the value (i — pointer) is negative

— where @ the location of

C; —, then location i in the buffer is
occupied. While, if that value is positive and less than 4, then the controller places
cell (i — pointer) from the crossbar at location i of the buffer. That way we can
simultaneously write to 4 sequential locations of the buffer in the same switching
cycle. If the output buffer is empty and departure = 1, the current design allows a
fresh arriving cell to depart from the OPC without placing it in the first location of
the buffer. This reduces the latency in the buffering mechanism of the OPC and thus
the whole network.

Notice that all the buffer controllers are identical, except controllers Cy and Cp,,,.
Ci connects location 1 of the buffer to the outside world. Cp,,, is not fed from any
buffers because it is located at the end of the queue. All other controllers are fed from

one location and feed to the next location in the buffer queue. That is controller C;
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is fed from the output of location i + 1 and feeds to the input of location i.
Buffer
The buffer is composed of B, banks. Each bank is a basic shift register equal to the

size of the cell. It is d to two as above in Figure 5.13.

Both the sizes of the cell and the output buffer B, are tuned in the parameter file
we mentioned earlier in Section 5.4.

Testing Unit

The testing unit of the OPC is similar to the testing unit of the SE. Accordingly, here
too the earlier discussion for the testing unit of the SE is applicable. However, the
testing unit of the OPC has the extra function of testing the buffer. Testing the buffer
is achieved by pushing a sequence of Os followed by a sequence of 1s and checking
whether the output of the buffer is following these sequences. Notice that in Figure
5.11, the buffer is shown separated from the buffer controllers as the testing unit is
inserted between both. The testing unit of the OPC also acts transparently in the

normal mode of operation of the network.

Table 5.5 depicts the distribution of the ity for the OPC. The

lexity of the OPC is inally d dent on the network size N, where V only

affects the number of delay cycles needed between the arrival of the header and the
arrival of the first bit of the cell. The results in Table 5.5 are based on a buffer size

of 6 cells and a cell size of 2 bytes.
5.5.3 Network Main Controller

The NMC plays a vital role in the operation of the BG network. The ASM chart
describing the functioning of the NMC is depicted in Figure 5.14. The network can

operate either in a normal mode or a testing mode. In the normal mode, the NMC
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Seg. [ Comb.
Decision Maker - 231.41
Sequencer 40.98 | 38.59
Pointer Controller | 58.7 | 77.71
Input Buffer 44.07 -
Acknowledge - 42.95
Crossbar = 23.63
Buffer C = 79.48
Buffer 392.14 -
Testing Unit 373.39 | 228.76
Others = 90.52
Total 909.27 | 813.05
Table 5.5: Distribution of hard: for OPC (in gates).

Figure 5.14: The ASM chart of the network main controller.
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initiates the routing period of the SEs that belongs to Stageo by bringing all the
start_in signals of these SEs to logic 0. The NMC keeps these signals low for n + 2
cycles, which is the number of cycles needed to push the internal headers to the SEs
of Stageg. Then, the NMC brings all the start_in signals again to logic high and waits
a number of cycles that are needed to continue the routing period. The total number

of clock cycles in each switching cycle (cycleSsyitching) is given by:

+2+2xn+8x cell_size. (5.3)

+1
elesuanng = (n-+ Dn+2) - 21

where cell_size is in bytes. The network operates in the normal mode indefinitely as
long as the input signal test_start to the NMC is not activated. When it is activated
the NMC changes to the testing mode. In the testing mode, the NMC activates the
testing units in the SEs and OPCs. The NMC also enables these testing units to step
through 10 states. During each state part of the testing protocol is executed. The

states of the testing unit in the SE are:

Isolate: the testing units isolate the cores of the SEs and the OPCs from all other
components.

Check_Mechanism/Check_Buffer: for the SEs, this state is called check_mechanism
and for the OPCs it is called check_buffer. During this period a sequence of 1s, fol-
lowed by a sequence Os, is shifted through the testing mechanism to check the serial
links between the testing units for any faults. The output sequence is collected by
the NMC and checked for faults. For an OPC, the testing unit shifts sequences of 1s
and Os through the memory elements of the buffer and checks the output sequence
for faults.

Check links_1: the first state to check the links for s-a-1 faults. Each testing unit

sends Os across the all output links and receives 0s over all inputs links.
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Check_links_2: used to latch the results of the previous test state.
Check_links_3: similar to state check_links_1 but for s-a-0 faults.
Check_links_4: similar to checklinks.2. By the end of this test state, each SE holds
the status of the links to the next stage.
Check_structure_1: the testing units prepare for structural testing of the SEs and
the OPCs by hooking up the LFSRs and the MISRs to the internal cores.
Check_structure_2: carrying out the structural testing.
Check_structure_3: latching the results of the previous test state in the next stage
failure status word of each SE.
Shift_test_results: a copy of the test results are serially shifted to the outside world
through the NMC. After this test state, the NMC (sets) resets an output signal
“test_result” if (no) faults exist.

The total complexity of the NMC is 531.81 gates; 391.44 combinational and 140.37

sequential. The critical path is found to be 4.35 ns. Notice that:

o the network can tolerate a fault in an SE by using the fault tolerance units of the
SEs located in the previous stage and connected to the faulty SE. Recall that
the fault tolerance unit of an SE redirects the traffic through the output links
depending on the next stage fault status word set up in the check.structure_3

test state above.

© the network can not tolerate faults in the OPCs and the 1 x 4 SEs, but it can

detect and locate them.

In the next chapter we will discuss the fault tolerance properties of the BG network.
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Table 5.6: Illustration of cell arrival in Figure 5.15.
5.6 Simulation and Test Results

Verification of the network has been carried out on different levels of the design
hierarchy. Testbenches were used to check the functionality of the 1 x 4 SEs, 4 x 4
SEs, OPCs, NMC, and the whole design. We wrote C++ routines to generate the
test vectors needed to test each component. Figure 5.15 shows the simulation results
for a synthesized 4 x 4 SE in Stage, using 0.35 pm CMOS technology. The shown
snapshot represents the routing period of the SE, which is the critical period due to
the involvement of the decision maker. The negative edge on the start.in signal from
the previous stage at time stamp 44935 ns denotes the start of the header arrival
from the previous stage. There are three cells arriving in that routing period at /Lo,
IL,. and IL;. As depicted in Table 5.6, the headers arriving at JLo and IL, have
low priority and the cell arriving at JL, has high priority. All the arriving headers
have a routing bit equal to 1. Accordingly, the cell arriving at /L3 will be directed to
OL, and one of the other headers will be routed to OL;. Also, idle cells are pushed
through OLg and OL;. The resulting sequence on the output links MAIN_OUT of
the SE, as shown in Figure 5.15, is 2, 1, and 1. The results of the timing diagram
suggests that the SE can run comfortably at a speed of 200 MHz, which is sufficient
for our target speed 155.52 MHz.

Figure 5.16 describes the operation of the OPC. As shown in Figure 5.16 and
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Figure 5.15: Simulation results for an 4 x 4 SE.
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Figure 5.16: Simulation results for an OPC.
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Table 5.7: Illustration of cell arrival in Figure 5.16.

illustrated in Table 5.7, there are two low priority cells arriving at 7L, and IL; in the
current switching cycle. The pointer value is equal to 1 in the current switching cycle
because the previous value of the pointer is 0, two cells were arriving in the previous
switching cycle (not shown in Figure 5.16) and the current departure is 1 (refer to
Equation 5.4). The clock speed in the timing diagram is 200 MHz.

The timing diagram describing the operation of the NMC as well as that for
the whole network are not provided because they require huge space for presentation,
especially during the the testing mode of operation. However, the obtained simulation

results have demonstrated the correct functionality of the network.

5.7 Summary

We discussed the design of the BG network. The design is mainly built from three
main modules; the switching element (SE), the output port controller (OPC), and the
network main controller (NMC). The architecture and the function of each module

were described in detail. Cq ity and timing i for each module were

provided. The design of the BG network features a BIST mechanism which consists
of two methods. The first is an off-line structural method which is distributed all over
the network because each module, except the NMC, has its own internal structural

testing unit. The second is an on-line nonconcurrent method, which it is used at the
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svstem level. We discussed the test protocol used for the proposed testing mechanism.
We also provided the simulation results for the SE and the OPC. The results suggested
that the network can operate comfortably at a speed of 200 MHz. This means that
the network can comfortably support the OC-3 bit rate which is 155.52 Mbps. In the

next chapter. we discuss the fault tolerance properties of the BG network.
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Chapter 6

Fault Tolerance and Reliability
Properties

6.1 Introduction

In this chapter, we discuss the fault and the reliabili f of the

BG network. The fault tolerance properties of the BG network are shown to be
exceptionally better compared to other MINs. The network is a single fault-tolerant
and robust in presence of multiple faults of the switching elements. We use three
models to evaluate the terminal reliability, the broadcast reliability and the network
reliability of the BG network. We also use realistic failure rates for the network
building blocks. These failure rates are based on a 0.8 um BiCMOS implementation.
Throughout this chapter we assume that the interstage links connecting the SEs are

highly reliable.

6.2 Background

In [82], a discussion of eleven fault-tolerant MINs has been presented. A general
criterion to compare the fault-tolerant characteristics of different MINs was described.
In addition, a concluding discussion on the different techniques used to obtain a fault-

tolerant structure was presented. These techniques were divided into two groups:
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techniques that alter the topology and techniques that do not alter the topology.
The former group of techniques are used in multipath MINs, where other paths are
used if a fault is detected in one of the paths. Replication and adding extra stages
are examples for the latter group, i.e., trying to increase the number of paths between
input-output pairs.

The reliability is another important aspect used to differentiate MINs. Several
studies on the subject of MINs’ reliabilities have been reported [83]-88], [16]. The
metrics used to measure the reliability of MINs are terminal reliability (T R), broad-
cast reliability (BR), and network reliability (VR). The BG network exhibits superior
reliability performance over other MINs that have a similar hardware complexity. For
example, a new MIN that has a comparable hardware complexity has been recently
reported (89, 90]. However, when compared with the BG network, the performance
of the latter network is poorer because it employs almost the same routing technique
used in a parallel banyan network. It has been shown that the performance of the

BG network is superior to that of parallel banyan network [65].

6.3 Fault Tolerance Properties of the BG Network

A fault-tolerant MIN is one that is able to route cells from input ports to the requested
output ports, even when some of its network components are faulty. A fault can be
transient or permanent. Here we assume all faults are permanent. To study the
fault tolerance properties of a MIN, we have to define a fault tolerance model, fault
tolerance criterion and fault tolerance method. The fault tolerance model character-

izes all faults assumed to occur, stating the failure modes (if any) for each network

The fault tol criterion is the ition that must be met for the

network to be said to have tolerated a given fault or faults. Most studies assume a
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fault tolerance criterion that satisfies the full access property in MINs. A network is
said to have full access property if a cell at any of the input ports can be routed to
any of the output ports. The fault tolerance method is the way to overcome the faults
described in the fault tolerance model in order to fulfill the fault tolerance criterion.

The fault tolerance model we use is as follows:

-

. SE faults are random and independent.

o

SE faults are permanent.

2

Each faulty SE is totally unusable.

=

All faults are detected and located with full success.

o

Any link failure can be subsumed by the failure of the SE that immediately

precedes the link.

The final fault tolerance model of the BG network is achieved by adding the following

modifications:
1. Faults can occur in any SE except in the first stage.
2. The output buffers are highly reliable.

Figure 6.1 depicts all the SEs in the first few stages of the BG network that can
be visited by a cell originating at input port i. If the cell is routed upwards, i.e. the
routing bit is 0, then it may visit either SE;, or SE;;3; in Stage;. These two SEs
are encapsulated by an ellipse and marked as i and i + 2, respectively. However, if
the cell is routed down, then it may either visit SE;_;; or SE;4,, in Stage;. These
two SEs are encapsulated by an ellipse and marked as i — 1 and i + 1, respectively.

Here is an example. SE;s. may direct the arriving cell to SE;.3 or SE;;14; if the
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Figure 6.1: All possible SEs that can be visited by a cell arriving at input port .
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routing bit is 0 and may direct the arriving cell to SE;,23 or SE;;103 if the routing
bit is 1. To summarize, each SE can send the arriving cell at its input to one of 4
SEs in the next stage. Additionally, each encapsulated SE pair in Figure 2 implies
the fact that these two SEs are connected to the same SE in the previous stage and a
cell existing in that SE may reach one of them. These SEs are called critical pairs. In
[91], we have proven that the BG network will lose full access property iff any of the
critical pairs fails. By inspecting Figure 6.1 we notice that SE, ; forms two critical
pairs with SE;;» ; and with SE;_» ;. We denote the critical pair SE;; and SE;,» ;
together as (i,i + 2, ).

More unreachable output ports exist as the failure of critical pairs takes place in
the stages close to the input ports. For example, in 2 16 x 16 BG network if the pair
(i,7+ 2,1) fails then all output ports i —6,i—4,i— 2,4, i+2,i+4,i+6, i +8,

i+10, i +12 and i + 14 are hable for a cell originating at input

port i. However, if the critical pair (i, + 4,2) fails then only output ports i — 4, i,
i+4, i+ 8 and i + 12 are unreachable by a cell originating at input port i.

To summarize, we can conclude that the BG network has N critical pairs in each
Stagen,, where 0 < m < n — 1 and only N/2 critical pairs in Stage,-, because in
this stage the critical pairs (i,i — 2"~',n — 1) and (i,i + 2"~',n — 1) are basically
the same (we know that 2"~! = N/2). Additionally, it is clear that the BG network
is a single fault-tolerant network because any single fault in the network can be
tolerated. Although not all double or multiple SEs faults could be tolerated because
certain combinations of SEs form critical pairs. Consequently, the BG network can be
considered as a robust network in the case of multiple faults. We also notice that the
closer the faulty critical pairs are to the input ports the more the number of output

ports that are likely to be unreachable.
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8x8 16 x 16 32 x 32 64 x64 [128 x 128
Stageo | 139200.52 [ 140496.34 | 141792.70 | 143088.12 | 144384.19

Stage, | 565982.64 | 572443.21 [ 580711.44 | 586881.44 | 599731.11
Stage, | 549153.84 | 566676.24 | 572431.76 | 597945.10 | 589817.81

Stages S 549844.20 | 56749135 581027.74
Stage, - B 550014.6_| 567984.60
Stages - B . 550914.63

Stages - - -
OPC [ 545396.33 131.68 | 570245.21 | 584101.70
NMC | 151927.71 | 148280.19 | 155959.48 | 153146.04 | 159938.72

Table 6.1: SEs’ complexities (in um?) for different sizes of the BG network.
6.4 Reliability Analysis

In [92], a two-fold reliability model for 0.8 um BiCMOS technology is presented to
estimate reliability of VHSIC/VHSIC-like and VLSI integrated circuits. We use this
model to estimate the different reliability measures for the BG network. Firstly, the
failure rates are evaluated based on the area of each element in the system. These
failure rates, represented by the failure rate A;, are used to evaluate the reliabilities

of the indivi SEs. dl, ibuti to the system reliability from other

factors, such as

expected number of pins, fabri-
cation quality and packaging, are taken into account. These factors are represented by
another failure rate Ar;. In our analysis we assume that the interconnections between
stages are highly reliable. Table 6.1 emphasizes the design complexity for different
network sizes ranging from 8 x 8 up to 128 x 128. The reason we use 0.8 um BiCMOS
technology is that the above mentioned model is only applicable to that particular
technology. Table 6.2 provides the failure rates of the SEs using the estimated areas
in Table 6.1 according to the first part of the model. We notice the ratio between
the area of a SE in the first stage to the area of another SE in the other stages is not

the same as the ratio between their failure rates. This is because, in the model, the
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8x8 16 x 16 32 x 32

SEio [ 0.034013266 | 0.034034986 | 0.034056716
SE;, | 0.041166947 [ 0.041275239 | 0.04141383
SE;5 | 0.040884864 | 0.041178573 | 0.041275047 | 0.041702699 | 0.04156647

SEis - 0.040896436 | 0.041192236 | 0.041274098 | 0.041419132
SEis - - 0.040914378 | 0.041200504 | 0.041300362
SEis = - - 0.040914379 | 0.041205645
SEis - - 0.040921153

OPC | 0.040821881 | 0.041033674 | 0.041238396 | 0.041470657 | 0.041703874
NMC | 0.034226598 | 0.034165458 | 0.034294178 [ 0.034247019 | 0.034360878

Table 6.2: Failures/10° hours ();) for the components of 128 x 128 BG network due
to the first part of the model.

8x8 0.222
16 x 16 |0.233
32x32 |0.268
64 x 64 | 0.326

128 x 128 | 0.471

Table 6.3: Estimated failures/10° hours (A;/) due to the second part of the model.

significance of the term that contains the area is minor when compared to the other
factors that are technology dependent. Table 6.3 provides the failure rates due to the
second part for different network sizes of the BG network.

Three measures are normally used to assess the reliability performance of MINs

[87]. These are terminal reliability, broad liability, and network

6.4.1 Terminal Reliability

TR is the probability that there exists at least one fault-free path from a particular
input port to a particular output port. TR is always associated with a terminal path
(T P) which is one-to-one connection between an input port (the source) and an out

port (the destination). A network is i failed if it is not able to establish a

connection from a given source to a given destination. The set of paths in a network
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between a given input-output pair is represented as a directed graph. sometimes
referred to as the redundancy graph (R-graph) (93], with its vertices representing
the SEs and the edges representing the connecting links. This R-graph is used to
determine the TR of the network. In our analyses, we assume constant failure rate A

of all the components, hence reliability of the SE is given by:
p=e, (6.1)

We know that a cell has an option of being routed through either one of two links
in each stage. The R-graph of the BG network is not the same for each input-output
pair and is dependent on the destination. Certain input-output pairs use only a pair
of SEs in each stage of their TPs and hence have a lower TR than the other pairs
which use more than two SEs at certain stages. The TR of an input-output pair is
the lowest when the least significant [3] tags bits are identical. Figure 6.2 shows
an example of a best case R-graph for a 16 x 16 BG network and Figure 6.3 shows
another example for a worst case R-graph. Figure 6 depicts the worst case R-graph
for a general N x N BG network.

We take the worst case to evaluate the TR of the BG network. At each stage one
of the critical pair SEs has to be fault free. Therefore, the worst case TR of the BG
network is given by:

n-1
7R = x [0 - (1= 99)] x ore x e 62)
where p; is the reliability of SEx; (0 < k < N —1), popc is the reliability of the OPC,
and pyarc is the reliability of the NMC. All the p;, Popc, and pyuc are evaluated
using the values previously presented in Table 4. pyasc is included in Equation 6.2
because if the NMC fails the whole system fails. Table 6.4 depicts the behavior of
the TR for various sizes of the BG network. The figures obtained in Table 6.4 signify
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Figure 6.2: TR best case R-graph for 16 x 16 BG network.

STAGE | STAGE | STAGE , STAGE 5

0 0 0

2 4 8

Figure 6.3: TR worst case R-graph for 16 x 16 BG network.
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STAGE STAGE STAGE STAGE
o 1 2 n-1

Source tination

Figure 6.4: TR worst case R-graph for N x N BG network.

Mission Time 8x8 16 x 16 32 x 32 64 x 64
(hours x1000)

20 0.9978198 | 0.997815'

40 0.9956417 | 0.9956321

60 0.9934657 | 0.9934493

80 9912917

100 0.9891200 0.9890340 0.9889429

Table 6.4: Behavior of the TR for various sizes of the BG network.
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the fact that the TR is not affected by the network size for a mission period of 11
vears. This is because the SEs’ failure rates are small and close to each other. In fact
the estimated failure rates in Table 6.4 does not take into account the other factors
mentioned above, which are packaging, number of pins, etc., and represented by the
failure rates provided in Table 6.3. We could not incorporate these factors when
evaluating the TR because they describe the whole system, not a specific input port
or a specific output port. Obviously the results in Table 6.4 demonstrate that the

TR of the BG network is very high even for large networks. That is, any particular

input-output ion can be established with a high reliabili

6.4.2 Broadcast Reliability

Although we did not incorporate the broadcast feature in the design of the BG net-
work due to the reasons mentioned in Section 5.4, we briefly discuss the BR of the
BG network in this section. BR is the probability that there exists at least one fault
free path from a particular input port to all output ports. BR is always associated
with a broadcast path (BP) which is a connection from one source to all destina-
tions in the network. Under this criterion, the network is considered failed when the
connection cannot be made from a given input port to at least one of the output
ports. Broadcasting is achieved by routing the broadcast cell to two output links,
one is up and the other is down, as it reaches any SE. Another method to implement
broadcasting is to generate IV copies of the broadcast cell at the input port, each one
of these copies destined to a different destination.

Contrary to the TR , the BR is identical for all input ports and therefore the BG

network has a uniform BR. The broadcast R-graph for an 8 x 8 network is shown in
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Source Destinations

Figure 6.5: BR R-graph for an 8 x 8 BG network.
Figure 6.5. From Figure 6.5, the BR of an N x N BG network is given by:

-l
BR=pyx [[I(1- (1 -p))?"| x BSpc X PrMC, (6.3)
izl

Table 6.5 provides the numerical values for the BR of the BG network using the
failure rates provided in Table 6.2. Again, the factors that contribute to the second
part of the reliability are not used for the same reason mentioned when we presented
the TR calculations for the BG network. The effect of the network size is very obvious
on the performance of the BR of the BG network. For a mission period close to three
vears, the BR deteriorates to 87% for a network of size 128. By inspecting Equation
6.3 we find out that the term pypc is responsible for the deterioration of the BR.
Table 6.6 depicts the BR levels for the same period in Table 6.5 if we exclude that term
(assuming that the all the OPCs are highly reliable). The results in Table 6.6 suggest
that the network architecture is not the bottleneck. Instead, it is the reliability of the

output stage and represented by the term pjp. that is significantly affecting the BR
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Mission Time 8x8 16 x 16 32x 32 64x64 | 128x128
(hours x1000)
5 0.9980276
10 0.9960586
15 0.9940930 99633
20 0.9921308 7 0.9469672
25 0.9901720 | 0.9820302 | 0.9658651 | 0.9341422

0.9930829 | 0.9864774 | 0.9733242
9731326 473498

Table 6.5: Behavior of the BR for various sizes of the BG network.

Mission Time 8x8 16 x 16 32 x 32 64x64 | 128 x 128
(hours x1000)

5 0.9996586 | 0.9996585 | 0.9996570
10 0.9993168 | 0.9993159 | 0.

15 0.9989747

20 0.9986321

25 0.9982892 | 0.9982818 | 0.9982611 | 0.9982280 | 0.9981572

Table 6.6: Behavior of the BR for various sizes of the BG network by excluding the
P3pc term.

of the BG network. Moreover, this output stage reliability will always limit the BR
levels of any other architecture because if one OPC fails the architecture will lose its
broadcast property.

One way to improve the BR is by i ing the redund for the

output stage. This can by achieved by using standby units of the OPCs in conjunction

with the failure d i ism we di d in the previous chapter. This might

lead to separating the output stage to another chip.
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6.4.3 Network Reliability

NR is the probability of maintaining full access property throughout the network.
Recall that the BG network will lose full access property iff a critical pair fails in the

network. The NR of the BG network can be given by:
'n-2
NR=FSRx [H SR;| x LSR x OSR x pyuc, (6.4)
i=l

where

FSR = reliability of the first stage.
SR; = reliability of Stage;.

LSR = reliability of the Stagen—,.
OSR = reliability of the output stage.

and they are given by:

FSR=pl, (6.3)
N/2
SR, =3 INFp!™(1-pY, (6.6)
3=0
N2 )
LSR=Y LNFpY7H(1-par)’, ®7)
=
OSR = plpc. (6.8)

INF; and LNF; indicate all possible combinations of i SE failures in an interme-

diate stage and the last stage respectively, which do not make the BG network lose
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full access property. Both INF; and LNF; are given by:
1 i=0

INF; = ( (6.9)

1‘1); 0<i< N2

i . el

L1v1~',=z(“j/2)x("l/"lj-’); 0<i< NP2 (6.10)
=0

The proofs of Equations 6.9 and 6.10 are provided in Appendix D.

The overall system reliability (N Rguerau(t)) can be given by:
NRouerau(t) = NR(t) x e™>11¢, (6.11)
where the NR(?) is evaluated using Equations 6.4 up to 6.10 and the failure rates
provided in Table 6.2 to estimate the reliabilities of the SEs and A;; is obtained
from Table 6.2. Figure 6.6 depicts the overall reliability performance for different
network sizes for mission periods of up to three years. As expected, smaller networks
feature better reliability figures. However, if we exclude both FSR and OSR by
assuming both the components of the first stage and the output stage are highly
reliable, we obtain very high reliability figures as depicted in Table 6.7.  As we
discussed previously, the structure of the BG network is not the bottleneck in deciding
the overall NR. It is both the FSR and the OSR that decide that performance of
the NR. Again, the fact we have just discussed is the same for any other switching
architecture. This is because a failure in any of the 1 x 4 SEs or the OPCs will result

in losing the full access property of the network.
6.4.4 Mean Time to Failure
The system mean time to failure (MTTF) is given by:
MTTF = [:’ NRoperaa(t)dt. (6.12)
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Figure 6.6: (N Royeran) performance of the BG network.

Mission Time | 8x8 | 16x16 | 32x32 | 64 x 64
(hours x1000)
5 0.998719 | 0.998663 | 0.998485 | 0.998188
10 0.997439 | 0.997325 | 0.996963 | 0.996355
15 0.996159 | 0.995985 | 0.995433 [ 0.994501
20 0.994881 | 0.994644 | 0.993897 [ 0.992626
25 0.993602 | 0.993301 | 0.992353 | 0.990730

128 x 128

Table 6.7: Behavior of the N R for various si:

the FSR and OSR terms.

zes of the BG network by excluding both



lambdapg._s | lambdagg 11 | ABG.averail
8x8 0.670 0.222 0.892
16 x 16 1.310 0.233 1.543
32 x 32 2.564 0.268 2.832
64 x 64 5.040 0.326 5.3662
128 x 128 9.957 0.471 10.428

Table 6.8: Estimated BG network failures/10° hours.

In general, a system failure rate is given by:

1
A= 3T o)
Table 6.8 provides the failure rate (Agg_s) for the BG network due the first part
of the model as well as the overall cumulative failure rate (Apg_seran). Asc_s and

ABG_overant are defined as:

1
e 7T (614)
1 -
ABG overalt = NP O (6.15)

The results in Table 6.8 emphasize the role of the network size in degrading the
reliability performance of the network. It is obvious the first part factors of the model
are contributing more to the overall system failure rate than the second part factors
of the model. However, the contribution of the second part is more significant for
smaller networks. For example, the failure rate due to the second part in an 8 x 8
network approximately represents 25% of the overall system failure rate while it only
represents 4.5% in 128 x 128 network. Therefore, we can conclude that failure in small

networks is partially due to envi il iti expected number of

pins, fabrication quality and packaging. However, failure in large networks is mostly
due to density and technology used.



It is interesting to note that the reliability of a 128 x 128 BG network is better
than 0.77 for a three-year mission period. This corresponds to an MTTF of over ten
vears for the device. Such high reliability figures suggest that these networks are fit
for practical implementation. Indeed, when repair is taken into account, very high
availability figures can be obtained. As discussed earlier, the current analysis does
not include interstage links. However, even when they are included in the reliability
model, we expect the overall dependability of the device(s) implementing BG networks

to be quite high.

6.5 Summary

The BG network is a single fault-tolerant network and robust in case of multiple
faults. In this chapter, we introduced an exact model for the network reliability of
the BG network to obtain accurate results. We also adopted a model for failure
rate prediction of the very high speed integrated circuits to obtain realistic figures
for the BG network reliability metrics. The estimated failure rates are based on 0.8
pm BiCMOS technology, and not the 0.35 um technology, due to the limitations
imposed on the aforementioned model. The model is composed of two parts. The
first part represents the technology used and the area of the design. The second

part the

expected number of pins,
fabrication quality and packaging. The resulting failure rates are used to evaluate
the three reliability metrics terminal reliability, broadcast reliability, and network
reliability. The obtained results for these three metrics prove that the BG network is
a robust and reliable switch fabric. For example, a 128 x 128 BG network has a mean
time to failure of above 10 years. The results also showed that the deterioration in

the BR and NR is mainly due to both the reliability of the first stage and the output
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stage. In any other switchi hi both the reliabilities of the first and the

output stages will have a similar effect.
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Chapter 7

Conclusion and Future Work

The main contributions of this work can be summarized as follows:

* D ing the di fc of the BG network. The

performance of the BG network has proven its firm competitiveness with other

switching architectures. A single plane BG (BG-1) configuration has shown to

be an di itching i under various types of traffic loads.

Under a wide range of URT, bursty, and nonuniform traffic loads, we discovered

two important facts. Firstly, the of BG-1 ion is almost
the same as the performance of the hypothetical ideal network under the above
mentioned loads. Secondly, we discovered that the performance of a single
plane crossbar (crossbar-1) configuration lags far behind the ideal and the BG-
1 configurations. The results provided in Chapter 4 demonstrate these two facts.
These results are obtained under realistic scenarios of finite buffering budgets
rather than infinite ones to capture the effect of the queuing problems in these
architectures. By scanning the results of Chapter 4 we can conclude that it is

not ded that switchis hil be operated under heavy loads.

This is because the ideal network, which provides the best upper bound for any

performance parameter, has shown very high levels of average and maximum
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cell delays under bursty traffic. As we know, B-ISDN traffic is going to be
bursty in nature. As we discussed in Chapter 4, the efficient performance of
the BG network is due to its architectural feature that enables receiving up to

4 cells by the OPCs in any switching cycle.

New routing i In this di: ion, we il i a new routing

algorithm for the BG network which is as simple as the routing algorithm used in
the banyan network. As we showed in Chapter 3, the new algorithm necessitated
modifications to the earlier proposed topologies of the BG network. These new
modifications did not subdue the low complexity or the high modularity enjoyed
by the BG network. The new algorithm has reduced the routing decision in any
SE to only one bit for each arriving cell. This has enables us to comfortably

introduce two levels of priority for the cells handled by the new topology.

Realizable architecture. One of the major tasks in this work is to show that
the BG network is not only an attractive network. as far as the performance
analysis is concerned, but also to prove that it is realizable as far as the hard-
ware complexity is concerned. In Chapter 5, we introduced a comprehensive
front-end design of the BG network. The modular and scalable architecture
of the BG network has facilitated a hierarchical bottom-up and smooth design
process. The modularity has directed us to firstly design the building blocks —
the switching element (SE), the output port controller (OPC), and the network
main controller (NMC) - and then use them to build the higher level modules
in the system hierarchy. The scalability of the BG network has enabled us to
parameterize the RTL description of the design. By changing a few parameters
in one of the header files we can obtain a new and different realization of the BG

network. These parameters are the network size N, the buffer size in the OPCs,
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and the cell size. Due to the strong requirement for testability in VLSI systems,
we included a BIST feature in the design. We also made use of the BIST feature
to build a self-di; ic and repair hanism which takes ad ge of the

fault tolerance properties of the BG network. The self-diagnostic and repair
mechanism can localize faults and take the proper decisions to tolerate these
faults. The results we obtained for our design suggested that the network can
operate comfortably at a speed of 200 MHz. These results are based on a 0.35
pm CMOS technology.

Accurate reliability modelling. Designing highly reliable systems is a crucial

requirement in the industry of b where

A dinel di

of the system failures are very expensive. ! we i d an exact

modelling of the BG network reliability. Moreover, to assess the network reli-
ability performance we adopted a model for failure rate prediction of the very
high speed integrated circuits to obtain realistic figures for the BG network
reliability metrics. This adopted model is based on a 0.8 pm BiCMOS technol-
ogy. The adopted model is composed of two parts. The first part represents

the technology used and the area of the design. The second part represents

the i \| il diti expected number of pins, fabrication
quality and packaging. The resulting failure rates are used to evaluate the three
reliability metrics: terminal reliability, broadcast reliability, and network reli-
ability. The results obtained in Chapter 6 for these three metrics proved that
the BG network is a robust and reliable switch fabric. For example, a 128 x 128
BG network has a mean time to failure of above 10 years. The results also
showed that the deterioration in the reliability metrics is mainly due to both

the reliability of the first stage and the output stage. In any other switching
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architecture, both the reliabilities of the first and the output stages will have a

similar effect.

Accordingly, we can conclude the following:

The BG architecture is a very strong candidate to be used in broadband commu-
nication switch fabrics. The performance under wide range of loads of various
traffic models and the realistic reliability analysis of the BG architecture have
proven this strong candidacy. This candidacy is also affirmed by the easy and

uniform VLSI design of the architecture.

This study challenges the strong belief by the broadband communication in-

dustry that the “nonblocking” crossbar i is the best candidate for

broadband switch fabrics fabrics. The crossbar configurations have shown less
efficient performance under the various traffic models when compared to the
BG configurations. In addition, the crossbar has more complicated VLSI de-

sign process due to its nonuniform architecture.

It is not recommended that switch fabrics run under heavy loads all the time be-
cause this leads to undesirable high levels of delay and cell loss. This conclusion
is based on the performance results obtained for the ideal network performance
and various traffic loads. This is true for all existing switch fabrics and also the

current practice.

7.1 Future Work

Although the BG network has shown outstanding performance under different types

of traffic loads, we still need to investigate the performance under other scenarios.

Scheduling is a very important issue as far as the quality of service is concerned in
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broadband communication networks. The term scheduling refers to the mechanism
that determines what queue is given an opportunity to transmit. A queuing structure
and a scheduling mechanism attempt to achieve [94] flexibility, scalability, efficiency,
guaranteed QoS, isolation, and fairness. IPCs and OPCs are the locations where
scheduling mechanisms are needed to be investigated in the BG network. The current
structure of the first stage can only support one single queue at the first stage. One

di ion that facili ing two queues can be achieved by replacing the

1x4 SEs in the first stage by 2x 4. Another modification which supports four queues
in each IPC can be also achieved by building the first stage out of 4 x 4 SEs. That
is. the whole BG network will be based on 4 x 4 SEs. The hardware complexity and
the realizability of the BG network will need to be investigated to know the impact
of adding new service priorities.

Buffer sharing is a well-known method, where the buffering resources of adjacent
IPCs or OPCs are shared. As we discussed in Chapter 4, buffer sharing resuits in
the lowest buffering requirements. However, this is achieved at the expense of more
complex buffer control mechanisms, especially when the level of sharing increases.

A dingly, the and the i ion issues should be studied to

investigate the cost-effectiveness of buffer sharing.

Another issue that needs to be addressed is the performance analysis under multi-

cast traffic loads. icasting has always d the ion of and

desi| In [95], an ive survey of the switches for the period between
1984 and 1997 is presented with a timetable showing the history of multicast switches.
The authors have reached the conclusion that there are three families of multicast
switches: 1) multicast switches without copy networks, 2) multicast switches with
copy networks without prescheduling, 3) prescheduling before copying. The survey

conducted was only for space division switches and it was discovered that multicast
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switches were based on one of the following architectures: 1) knockout switch, 2)

banyan network, 3) Clos network. In fact, multicasting is a complicated problem and

all the proposed i cannot a solution for it. Both the
design and performance issues should be investigated for any multicasting method
proposed for the BG network.

Finally, it would be optimum to test performance of the BG network under real
B-ISDN traffic loads. However, it seems this is not currently feasible because the real
B-ISDN traffic is not established yet. Perhaps, testing the performance under mixes
of different bursty sources would be a more realistic situation. However, this will
lead to longer simulation periods as the amount of computations needed for traffic

generation will escalate.
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Appendix A

Balanced Gamma Network
Topology

IL, = input link i.

OL, = output link 7.

for (j =0;j <n;j++) //  is the stage index
for (i = 0; i < N i++) // i is the row index
=) mod 2.
if (a = 0)

connect OLg to ILg of SEjj41.
connect OL, to ILy of SEjp+1 541
connect OLj to IL; of SE;_o j41.
connect OLj to IL3 of SEiys j41-
else

connect OLg to ILz of SE;_i js1-
connect OL, to ILg of SE;1 j+1-
connect OL, to ILg of SE;j4,.

connect OL; to ILy of SEj 41 j41-
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Appendix B

Balanced Gamma Network
Routing Algorithm

The following notation is important to understand the following pseudo
code:
output[i]= holds which input is connected to output ’i’.
pnanty[x]= holds the priority of cell at imput ’'i’,
-1 no cell exists.
=0 low priority cell.
=1 high priority cell.

state_up = number of cells destining up.
state_down = number of cells destining down.

cell_status = status of cell whether going up or down.

ack[il holds the acknouludgamnt for cell arriving at imput ’i’,

= cell is dropped.

= 1 cell is accepted.

output_decision
output [0]=output [1]=output [2] =output (3)=4; // just a value out of

/ e to start with
if ( (state_up<=2) &k state_down <=2) // In that case no conflict
// will take place.
if (priority[1]>-1) // active cell at imput ’1’.

if(cell_status[1]==up)
output[0]=1;

se
output[2]=1;

167



if (priority[3]>-1) // active cell at input 2.
if (cell_status[3] == up) // cell destining up
if (priority [output [0]]<=priority[3])
output[1]=output [0] ;
output [0]=3;
1se
output[1]1=3;
else // cell destining down
if (priority[output[2]]< priority(3])
output [3]=output [2];
output[2]=3;

else
output[3]=3;

if (priority[2] > -1) // input[2] is active
if (cell_status([2]==up)
if (priority[output [0]]<=priority(2])
output [1]=output [0] ;
output [0]=2;
1se
output [1]=2;
else
if (priority[output [2]1<=priority[2])
output [3]=output (2] ;
output [2]=2;

1se
output [3]=2;

if ( priority[0]>-1) // active cell at imput '2’.
if (cell_status[0]==up)
if (priority[output[0]1< priority([0])
output [1]=output [0] ?
output [0]=0;
output [1]1=0;

else // cell is destining down.
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if (priority[output[2]]<priority[0])
output [3]=output[2];
output [2]=0;

1se
output [3]1=0;

if(state_up>2) // more than two cells destining up.
int count_up_now; // an internmal counter of how many cells
// has granted its request to be routed up.
count, up_nov
xf(pnonty[fib 1) // a cell is arriving at imput '3’.
if (cell_status[3]==up)
output [0]=3;
count_up_now++
else // cell is destunng down.
output[2]=3;
if (priority[11>-1) // a cell is arriving at input ’1’.
if (cell_status[1]==up)
if (priority[output[0]] <priority ($3D)
output[1]=output [0];
output [0]=1;
else
output[1]=1;
count_up_now++;

else // a cell is destining down.
output[2]=1;

if(priority[2]>-1) // a cell is arriving at imput ’2’.
if (cell_status [2]==up)
switch (count_up_now)
case 2: // two cells has been already
granted there request to berouted up
if (priority[2]>=priority [output [0]1)

if (priority [output [0]]1>priority (output (1]]1)
output[1]=output [0];

output [0]=2;
else
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if (priority[2]>=priority[output[1]])
output[1]=

case 1:
if (priority[output [0)]<=priority[2])
output [1)=output [0];
output [0]=2;
1se
output[1]=2;

count_up_now++;
break;

case 0:

output [0]=2;
break;

else // cell is destining down
output [2]=2;
if (priority[0]>-1) // a cell is arriving at inmput ’0’.
if (cell_status[0]==up)
switch (count_up_now)

case 2:
if (priority[0]>=priority[output[0]])

if (priority[output [0])>=priority [output[1]])
output [1]=output (0] ;

output [0]=0;
1se
if (priority (0] >pncrxty [output [111)
output[1]=0
break;
case
xf (pnonty [output [0]1]1<=priority[0])
output [1]=output (0] ;
output [0]=0;
1se
output [1]=0;

count_up_now++;
break;
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case 0:
output [0]=0;
break;

else // a cell is destining down
output [2]=0;

if (state_down >2) // It is the same thing we did above but
/ different in that there more tham two
// cells destining down.
int count_down, nov. // same as count_up_now discussed above
count_down_now=
J.f(pr:.nr:lcy[1]>-l) // cell is arriving at input ’1’
if(cell_status[1]==down)
count_down_now++;
output[2]=1;

output[0]=1; // cell destining up.

if (priority[3]>-1) // cell is arriving at input ’3’

if (cell_status[3]==down)
count_down_now++;
if (prinnc{ [outpnz [2] ] <=pnon\:y 3
output [3]=output [2]
output [2]=3;
1se
output [3]=3;

else // cell destining up.
output [0]=3;

if (priority[0]>-1) // a cell is arriving at imput ’0’
if (cell_status [0]==down)
switch (count_down_now)
case 2:
if (priority[0]>=priority [output[2]])
i(priority[output[2]]>priority[output [311)
output [3]=output [2];
output [2]=0;
1se

17



if (priority{0]>=priority [output[3]1]1)
output[3]1=0;
break;
case 1:

if (priority[output [2]1<=priority[0])
output [3]=output (2] ;
output [2]=0;

1se

output [3]1=0;

count_down_now++;
break;
case 0:
output [2]=0;
break;

else // cell destining up.
output[0]=0;

if (priority[2]>-1)
if (cell_status(2]==down)
switch (count_down_now)

case 2:
if (priority[2]>=priority[output[2]])

if (priority [output [2]11>priority[output{3]1])
output [3]=output [2];

output [2]=2;
if (priority[2]>=priority[output(3]])
output [3]=2;
break;
case 1:
if (priority[output [2]]<=priority[2])
output [3]=output [2] ;
output [2]=2;
1se
output [3]=2;
count_down_now++;
break;
case 0:
output [2]=2;
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break;

else
output[0]=2;

// end of routine output_decision

ack_decision

ack[0]=ack([1]=ack[2]=ack(3]=-1; // just an initialization.
for(int i=0; i<4;i++) // acknowledging accepted cells by ’1’

if (priority[output[il1>-1) // acknowledge received cells
ack[output [i]]=1;

for(int j=0;j<4;j++)// conmnecting idle outputs to idle or
// dropped inputs

if (priority(output(j]11<0) // if output ’j’ is not
// used at all, scan one of
// the idle inputs and comnect
// this output to the first
// idle input found.

if (ack[j1<0)
output[jl=j;

se
if (ack[(j+2) % 4] < 0)
output[jl= (j+2) % 4;
else
if(ack[(j+1) % 4] < 0)
output[j1 = (j+1) % 4;
else
if (ack[(j+3) % 41)
output [j1= (j+3) % 4;
for(int k=0; k<4; k++)// acknowledging dropped cells by ’0’

if (priority(k]>-1kkack[k] <0)
ack(k]=0;
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Appendix C

Thoughput Under Uniform
Random Traffic

In [64], a recursive system of equations for the TP of the BG network was achieved.
The analysis assumed only one type of cell priority. Both OLg or OL, are called
the output regular links; because they are the favoured output links in the case of
only one cell having a routing bit value of 0 or 1, respectively. Both OL, or OL; are
called output alternate links because they are used if more than one cell has the same
routing bit. The probability that a cell will get routed through an output regular link
in an SE located at stage i is denoted by z,;(1). The probability that no cell will
get routed through an output regular link in an SE located at stage i is denoted by
2,,i(0). Similary, the probability a cell will (will not) get routed through an output
alternate link of an SE located at stage i is denoted by z4(1) (4,:(0)).

In stagey, for any regular link we can write z,0(0) = z,0(1) = p/2, and for any
alternate link we can write zo0(0) = z,0(1) = 0. We can also write the following

recursive equations:

24(0) = 22 1(0)23,11(0) + 22,1 (0)Zain1 (0)2a -1 (1)

4

14 Ori (Vs (0)+ 371 (Vs (0)
3RO (1) + e O s (asmr O)aia()
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A2 O02ies (1) + Joris O (Vs 1)

T (0 1), 1

o

zri(1) = 1 - 24(0), (c2)

2oil) = A0+ J O 1)

+

Zr,3-1(0)Zriz1(1)a,i-1(0)Zai-1(1) + 22,1 (1)Ta,i-1(0)Za -1 (1)

BriesOrims (V2 a(1) + g7 a (e 1) ©3)

+

Za4(0) = 1 — Zq4(1). (C4)

With four cells accepted by each output port, the TP of the BG network is given by:

TP = 2z, 4(1) + 224,(1). (C.5)
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Appendix D
Calculation of INF; and LNF;

Calculations of INF;

Without loss of generality, we assume that the N critical pairs in any of the inter-
mediate stages are overlapped as shown in Figure D.1.a. The modulo N relationship
can be depicted by a circle as shown in Figure D.1.b. Now we want to evaluate the
total number of combinations in the intermediate stage such that the network does
not lose full access property. Clearly, this is the total number of combinations such
that the faulty SEs do not constitute critical pairs. Moreover, the problem can be

formulated in the following combinatorial form:

If we have N distinctive sites located ively to each other on a
circle and each site is capable of holding at most one binary number, 0
or 1, what is the total number of combinations if we place i (i < N/2)
identical 1s in these sites under the condition that no two s can reside in
two consecutive sites? i.e. there should be a separation by at least one 0

between any two Is.

This problem can be divided into two other problems as shown in Figure D.2 by
unfolding the circle problem into two queue problems. The first problem illustrated in

Figure D.2.a, is to find the total number of combinations of putting i Is in a queue of
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Figure D.1: The model of the critical pairs for an intermediate stage.
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New object

New object

Figure D.2: Expansion of the problem into two queues.

N sites such that the last site contains 1 and any two adjacent sites must not contain
1s. The second problem illustrated in Figure D.2.b, is to find the total number of
combinations of putting i 1s in a queue of N sites such that the last site contains 0
and any two adjacent sites must not contain 1s.

To solve the first problem, we reformulate the problem by associating a 0 with
each 1 and excluding the last site with the 1 residing in it. If we assume the associated
1 and 0 constitute an object, then the problem reduces to finding the total number

of combinations of arranging i — 1 objects with (N — 2) — (2i — 2)(= N — 2i) zeros.

This is easily given by ( Ni x| 1_ 1 ) Similarly, associating a 0 with each 1 solves
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the second problem. The total number of combinations in this case is ( Nl.-‘ )

Finally, INF; is the sum of the above two values.

Calculation of LNF;
There are N/2 critical pairs in Stage,_, as mentioned in Section 6.3. We can deal
with the problem easily by dividing the SEs into two groups such that any group does

not contain any critical pairs as shown in Figure D.3. LNF; can be given by:

i "
LNF}:Z(N./2))<(N./2 .J); 0<i<NJ2 (0.1)
S\ i-j
N2 . , ;
where i represents the total number of combinations of j errors in the first
group and ( Nl/ E; } ) represents the total number of combinations of j errors in

the second group.
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Group

one two

0 N2

1 N/2+1

2 N/2+2
(I | i )

/
N/2-1

Figure D.3: Dividing SEs in the last stage into two groups.
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