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Abstract

This thesis develops two studies on deep learning-based autonomous navigation systems for
marine and aerial field robotic applications.

The first study involves developing a sea ice detection module to support the autonomous
navigation of icebreakers using image semantic segmentation. This module aims to dis-
tinguish sea ice from water, sky, and the ship’s body when images captured onboard an
icebreaker are received from a shipborne camera. The study compares the performance of
the previous work on sea ice detection by the PSPNet model with a new-state-of-the art im-
age semantic segmentation model called DeepLabv3. To evaluate the DeepLabv3 model, it
is transfer-learned on the same image data used for the PSPNet model. The performance of
both models is tested on a navigation module equipped with a Jetson AGX Xavier developer
kit using standard evaluation metrics.

The second study contains the development of a landing zone detection pipeline using Lidar
semantic segmentation to support the vertical take-off and landing vehicle autonomy. The
study evaluates different point cloud semantic segmentation approaches for their compati-
bility with the landing zone detection task. The main objective of this study is to use only
the Lidar data to detect safe landable zones using deep learning-based architectures and
to achieve an accuracy-runtime trade-off for real-time operations. The performance of the
neural network models for point cloud semantic segmentation is evaluated using standard
metrics and different variations of aerial Lidar data. The study also assesses the feasibility
of integrating the landing zone detection module into a visual Lidar odometry and mapping
pipeline for faster inference by the neural network models.
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Chapter 1

Introduction

Deep Learning is a subset of machine learning where the learning algorithms are inspired
by the human brain’s structure and functions and attempt to mimic the neural processing
method of the brain [1]. Deep learning differs from machine learning in the context of the
data complexity, feature detection algorithm, and performance. The backbone of deep learn-
ing is made of neural networks, and most deep learning algorithms have more than three
layers in their neural networks [1], [2].

One of the main features of deep learning is its building structure, where these models can
learn how simple parts form a complex entity. The hierarchical nature of the layer com-
position and the supervised learning approach achieves learning from small compositions to
complex objects. Adding more layers into the network and more units within a layer enables
a deep network to represent functions with higher complexity. When sufficiently large train-
ing data and models are given, deep learning methods can achieve human-like accuracy in
mapping an input vector to an output vector. This mapping between input and output is
accomplished by parametric function approximation, which is the primary building block of
deep learning algorithms. This function approximation is computed by the deep feedforward
networks [1], where the model learns the value of the parameters in a mapping function. For
the model to get an accurate function approximation, it requires ample data with training
labels [1].

Autonomous navigation helps a vehicle or a robotic system plan and execute its path based on
the perceptions of the environment acquired through various sensor data. For better scene un-
derstanding, autonomous systems must perceive obstacles, objects, traffic signs, passengers,
and animals. With the advances in end-to-end learning in deep neural networks, perception
using images and Lidar sensors allows autonomous systems to navigate accurately [3]. With
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the availability of faster Graphical Processing Units (GPUs) and large-scale labeled datasets
[4], deep neural networks can understand different objects and scenarios in the environment
without overfitting to the training data.

The intelligent systems lab at the Memorial University of Newfoundland conducts applied
research to study vessels and offshore structures operating in harsh environments by collabo-
rating with the American Bureau of Shipping (ABS) and the Harsh Environment Technology
Center (HETC) at Memorial University. Under these projects, different deep learning mod-
ules are investigated for developing autonomous marine and aerial perception and navigation
systems.

Online sea-ice detection is one of the projects that the intelligent systems lab collaborates
with ABS HTEC. With the increasing number of shipping vessels operating in polar regions
where sea-ice are abundant, accurate detection of them is essential for safe navigation. The
sea-ice detection project focuses on what deep learning models can be deployed on the re-
quired hardware platforms requested by the navigators. The main reasons to consider deep
learning models are their object detection, segmentation capability, and performance accu-
racy to support informed decision-making and the future marine autonomy of the platforms.

The intelligent systems lab is conducting industrial collaborations with the flight research
lab of the National Research Council (NRC) on integrating artificial intelligence systems
into flight planning. One of the modules under the artificial intelligence for flight control
project of the intelligent systems lab and the NRC is detecting safe landable zones for verti-
cal take-off and landing vehicles. Accurate detection of a safe landing zone is crucial when
an aerial vehicle has to maneuver an unplanned landing. Automating the landing-zone de-
tection will help the pilot’s visuals and support the aircraft’s autonomous landing capabilities.

The main objective of this thesis is to evaluate the performance of deep learning algorithms
for the two independent applications discussed above, which have varying environmental con-
ditions. In this chapter, the motivations, problem definitions, objectives, and contributions
for each study are presented, followed by the organization of the thesis.
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1.1 Sea-ice detection using image semantic segmenta-
tion

1.1.1 Motivation

When seawater is frozen and floats on the ocean surface, that is commonly known as sea
ice. Sea ice plays a major role in polar ecosystems, global climate, and ship navigation [5].
This study focuses on sea ice detection for the purpose of navigation support for vessels
operating in polar waters. One of the important principles in ice navigation is maintaining
the freedom of maneuver to avoid the risk of vessels being trapped and trailing behind the
ice [6]. According to [6], it is stated that non-ice-strengthened ships moving at a speed of 12
knots can be compromised when engaging heavy concentrations of light sea ice conditions.
Therefore, accurate sea ice detection is crucial when assessing and adhering to operational
limits. There is an emerging need for onboard ice navigation decision support systems as the
number of commercial vessels in polar seas grows faster than the availability of icebreakers
and ice specialists.

Sea ice information is mostly made available in ice charts by combining the data acquired
from satellites, aerial, shipboard observations, and in-situ sensors. Earth observation sensors
such as Synthetic Aperture Radar (SAR), imaging radiometers (visible-infrared sensor and
microwave sensor), scatterometers, and altimeters are used [7] for remote detection of sea ice.
Many researchers [8]–[10] use data obtained via such sensors to develop models and algorithms
for ice detection and analysis. Although these data provide critical information for the safe
planning of marine operations, on-site tactical navigation decisions in ice-covered waters
highly rely on visual information to assess the operational risk posed by ice conditions in the
field of view. Computer vision and image processing are fields of study where mathematical
techniques are developed for computers to understand images and videos [11]. Over the years,
these techniques have evolved such that objects in an image can be detected and classified
(identifying the class of objects, e.g., vehicles, humans, etc.).

1.1.2 Problem Definition

Traditional computer vision techniques for real-time object detection are inefficient when
small environmental changes are inevitable. This is a significant concern considering the
challenging environment in polar seas, as there can be varying lighting conditions, glare on
ice and water caused by the sun, and different ice forms. Compared to traditional algorithms,
the deep learning approach in computer vision facilitates end-to-end learning that dismisses
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the manual feature definition, extraction, and matching. With the increased popularity of
deep learning, many neural network-based semantic segmentation algorithms have been in-
troduced over the years, outperforming traditional algorithms in accuracy, robustness, and
efficiency [12]. The closest work on sea-ice detection can be found in [13]. The main issues
with the implementation for sea-ice detection in [13] are the high inference time and the
inability to run on edge devices used in the field (e.g., embedded deep learning hardware,
smartphones). Therefore, in addition to selecting accurate deep learning models for sea-ice
detection, the ability to export into an edge device-compatible version of the model and a
proper hardware selection is essential for real-time computation.

1.1.3 Objectives & Contributions

The study is sorted into the following tasks to achieve the sea-ice detection objective using
deep learning methods.

Task 1: Select and train a state-of-the-art NN semantic segmentation model for sea
ice detection, which can be deployed to meet the accuracy-speed trade-offs of
edge computing devices.

Task 2: Comparative performance evaluation of the proposed NN model with state of
art sea ice detection neural networks and datasets [13].

Task 3: Accuracy-speed evaluation of the proposed NN model on Linux-Jetson and
Android-smartphone edge computing devices.

1.2 LZ detection using point cloud semantic segmenta-
tion

1.2.1 Motivation

Unmanned aerial vehicles (UAVs) have become popular in several application domains, es-
pecially in the case of multi-rotor Vertical Take-Off and Landing Vehicle (VTOL) vehicles
with their capability to operate in constrained and unstructured environments. VTOL au-
tonomous capabilities are particularly useful in hazardous and hard-to-reach environments
[14], where the technology can enhance partial and full authority cases with informative pilot
displays for safe and accurate operation. During critical operations, UAVs should be able to
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land safely without compromising the safety of the personnel involved and the surrounding
infrastructure. Although the existing commercial drones have the functionality to take off
and land without the operator’s command, choosing a terrain to land is primarily a deci-
sion made by the operator [14]. Equipping these vehicles with the capability to identify safe
Landing Zones (LZs) will enable VTOLs to operate autonomously in unknown environments,
ensuring the autonomous navigation system’s overall safety and reducing the pilot’s workload.

Autonomous identification of safe landing zones by a VTOL is a challenging task. Differ-
ent approaches were introduced over the years to tackle this challenge using various sensor
data. A safe landing zone is considered a low gradient, obstacle-free, open support surface
with sufficient area for the VTOL vehicles [14]. Due to the rule-based nature of classical
mathematical modeling, they lack the ability to learn and fine-tune new data that becomes
available for LZ detection purposes. Neural network-based landing zone detection is a recent
development that offers several advantages over classical methods. Neural Networks (NNs)
can learn complex patterns related to LZ identification using labeled training data, provided
sufficient quantity and diversity in training data representative of operational conditions.
Additionally, NN-based methods have the ability to incorporate several different sources of
data, such as Lidar and images, to extract other critical information needed for LZ evalu-
ation. Furthermore, NN architectures allow fast execution through GPU acceleration using
new machine learning libraries such as TensorFlow and PyTorch.

1.2.2 Problem Definition

Computer vision-based Convolutional Neural Network (CNN) algorithms were developed for
image segmentation, object detection, and tracking to detect the possible safe landing zones.
Although CNN-based object detection and classification are well-established, vision data do
not have the reliable depth information required to detect LZ accurately. Also, the inability
to register data in poor lighting conditions, irregular sensor sensitivity, and limited Field of
view (FOV) make the metric reconstruction of the environment difficult. Globally registered
Light Detection And Ranging (Lidar) point clouds can be used for landing sites to determine
the probability of the safety prediction for each LZs. With the wide availability of aerial Lidar
data and development in artificial neural networks, recent research studies have focused on
using CNNs-based point cloud semantic segmentation to classify terrains and identify suitable
LZs [15]. Additionally, NN methods are advantageous due to their adaptability to different
data sources, ability to train as a general model applicable for many datasets, and not re-
quiring parameter tuning to different scenarios in data. This study evaluates state-of-the-art
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NN models for LZs detection using Lidar data and the feasibility of efficiently incorporating
the NN model into a Visual Lidar Odometry and Mapping (VLOAM) pipeline. VLOAM is a
real-time point cloud map generation method that can be used as a supporting module when
implementing landing zone evaluation in real-time.

1.2.3 Objectives and Contributions

The study considers the following tasks as the objectives of the problem of LZs detection
using point cloud semantic segmentation and the expected contributions.

Task 1: Comparative evaluation of point-based and projection-based NN models for
the capability of handling different Lidar data sources and generating accurate
predictions compared to classical rule-based LZ selection algorithms.

Task 2: Develop an efficient architecture and hyperparameters to integrate NN LZ
evaluation in VLOAM map generation modules.

Task 3: Performance testing of the proposed LZ detection method for accuracy and
speed on onboard hardware suitable for field deployment.

1.3 Organization of the Thesis

This section outlines how the thesis is organized.

Chapter 1: Introduction presents an overview of the two studies on deep learning for
field robotic applications. The overviews elaborate on each study’s motivation,
problem definition, and objectives.

Chapter 2: Background presents a literature review of similar or related work on sea-ice
detection and LZs detection.

Chapter 3: Sea-ice detection using DeepLab discusses the performance of the state-
of-the-art DeepLabv3 for sea-ice detection compared with a base model and
deployment feasibility on navigation modules and edge-device applications.

Chapter 4: LZ detection using projection-based methods presents the evaluation of
projection-based point cloud semantic segmentation models for their perfor-
mance in the accuracy-runtime trade-off.
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Chapter 5: LZ detection using point-based methods introduces how point-based point
cloud semantic segmentation models can be utilized for LZ detection for VTOLs.
The chapter will show how a point-based method can be tuned to achieve an
accuracy-runtime trade-off for online LZ detection in a Robot Operating System
(ROS)-based VLOAM pipeline.

Chapter 6: Conclusion presents the conclusions from the conducted studies, identified
future improvements, and the contributions made by the author.

1.4 Statement of Co-authorship

I hereby declare that this thesis incorporates material from joint research, as mentioned in
the following paragraphs.

Chapter 3 of the thesis includes the outcome of the publication at the OCEANS 2021 con-
ference, co-authored with Benjamin Dowden and Jesse Chen and supervised by Dr. Oscar
De Silva and Dr. Weimin Huang. In all cases, only my primary contributions towards this
publication are included in this thesis, and the contributions of co-authors: Benjamin Dow-
den with his work in [13] and Jesse Chen through his contribution to the development of a
mobile application with deep learning inference for sea-ice detection.

Chapter 4 incorporates research findings published at NECEC 2021 conference supervised
by Dr. Oscar De Silva and Dr. Awantha Jayasiri. In all cases, the key ideas, primary contri-
butions, experimental designs, data analysis, interpretation, and writing were performed by
myself.

Chapter 5 of the thesis includes published material co-authored with Sachithra Atapattu
and supervised by Dr. Oscar De Silva, Dr. Awantha Jayasiri, Dr. George Mann, and Dr.
Raymond Gosine. In all cases, only my primary contributions towards this publication are
included in this thesis, and the contributions of co-author, Sachithra Atapattu was related to
the classical geometric method development for point cloud segmentation for LZ detection.
This chapter also incorporates unpublished research work where the primary contribution
and experimental results were performed by myself. I certify that I have properly acknowl-
edged the contribution of other researchers to my thesis and have obtained permission from
each co-author(s) to include the above material(s) in my thesis.
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This thesis includes 4 original papers that have been previously published/submitted to
conferences and journals for publication, as shown in Table 1.1.

Table 1.1: Contributions towards original papers

Thesis Chapter Publication Title/ Full Citation Publication Status
Chapter 3 Balasooriya, N., Dowden, B., Chen, J., De Silva,

O. and Huang, W., 2021, September. “In-situ Sea
Ice Detection using DeepLabv3 Semantic
Segmentation.” In OCEANS 2021: San
Diego–Porto (pp. 1-7). IEEE.

Published

Chapter 4 Balasooriya, N., De Silva, O., Jayasiri, A., 2021.
“Comparison of point cloud semantic
segmentation models for SLAM” NECEC 2021

Published

Chapter 5
Atapattu, S., Balasooriya, N.M., De Silva, O.,
Jayasiri, A., Mann, G. and Gosine, R., 2020.
“Landing Zone Identification Using a
Hardware-accelerated Deep Learning Module.”
77th Annual Forum & Technology Display. The
Vertical Flight Society.

Published

Balasooriya, N.M., De Silva, O., Jayasiri, A.,
Mann, G., 2022. “AI-based Landing Zone
Detection for Vertical Takeoff and Land LiDAR
Localization and Mapping Pipelines.” Drone
Systems and Applications, Canadian Science
Publishing.

Under reviews
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Chapter 2

Background

This chapter will introduce a literature review on sea-ice detection using image semantic
segmentation, LZ detection using point cloud semantic segmentation, and an introduction to
transfer learning and the performance metrics used to evaluate the models discussed.

2.1 Image Semantic Segmentation

Computer vision and image processing are fields of study where mathematical techniques are
developed for computers to understand images and videos [11]. Over the years, these tech-
niques have evolved such that objects in an image can be detected and classified (identifying
the class of objects, e.g., vehicles, humans, etc.).

Image segmentation is where an image is sectioned into regions and structures like lines,
curves, circles, shapes, edges, etc. But these outputs do not give meaningful information
regarding what is rendered in images. In semantic segmentation, the objects and scenarios
in images are understood at a pixel level, where each pixel is given a label belonging to
an object class. Image semantic segmentation can also be defined as an extension of image
classification where the model pinpoints the location of a corresponding object by outlining
its boundary. The outlining of the edge of an object in an image is called masking. Most se-
mantic segmentation algorithms are an encoder-decoder network where the encoder encodes
a latent space representation of the image, and the decoder decodes it to form segment maps
outlining object location.

However, most traditional methods cannot distinguish different objects in an image. The
following sub-sections will briefly overview both conventional algorithms and the CNN-based
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methods and their advantages and limitations.

2.1.1 Traditional Algorithms

Before the introduction of CNNs, traditional image processing algorithms were used to un-
derstand the images at a pixel level. These traditional methods can be defined into several
categories based on the techniques used to understand the images, as illustrated in Fig 2.1.

Figure 2.1: Sample categorization of traditional algorithms

For thresholding, the input image should be grayscale or converted to grayscale for process-
ing. In simple thresholding, the images are processed into segments, where each pixel is
divided into two classes based on a defined threshold value. In this scenario, a global single
threshold value is used, which is not advantageous in changing light conditions. Adaptive
thresholding determines the threshold for a pixel based on a small region around it, giving
different thresholds for different regions of the same image. Otsu’s Threshold method [16]
processes the image histogram of a grayscale image, segmenting the objects by minimization
of the variance on each of the classes and determining the optimal threshold based on this
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histogram.

Edge-based segmentation is also called edge detection, where it classifies which pixels in the
image are edge pixels and labels them in a separate class. The gradient is the change in the
gray level of an image with direction, which can be calculated by taking the difference in
the value of neighboring pixels. Vertical edges can be detected using a horizontal gradient
operator, while a vertical gradient detector can identify horizontal edges [17]. Canny edge
detection [18] is a multi-stage algorithm. The first step is the noise reduction in images
using a Gaussian filter, followed by the calculation of the intensity gradient of the image
as the second step. In the third step, non-maximum suppression removes unwanted pixels.
Finally, using two threshold values, hysteresis thresholding is applied to detect the real edges.

Compared to threshold-based and edge-based image segmentation methods, clustering per-
forms better in generating promising segments in an image. The k-means clustering algorithm
is a widely used unsupervised algorithm that uses all the pixels and clusters them based on
common attributes.

Though traditional computer vision techniques like gradient vector flow snake algorithm and
support vector machines classifiers are used in [19]–[21] to classify and detect sea-ice and
ice floes, the works are based on satellite images. In [22]–[24], traditional computer vision
algorithms such as thresholding, k-means clustering, and spatial filtering are used on imagery
captured by shipborne cameras to detect ice types and concentration. Traditional computer
vision techniques for real-time object detection have proven inefficient when inevitable envi-
ronmental changes occur. This is a significant concern considering the extreme environment
in polar seas, as there can be varying lighting conditions, glare on ice and water caused by
the sun, reflections on water, and the different forms of ice.

2.1.2 State-of-the-art CNN methods

Compared to traditional algorithms, deep learning methods in computer vision facilitate
end-to-end learning, which circumvents the process of manual feature definition, extraction,
and matching. With the increased popularity of deep learning, many neural network-based
semantic segmentation algorithms were introduced over the years, which have outperformed
traditional algorithms in accuracy, robustness, and efficiency [12]. This section will briefly
overview the state-of-the-art methods for image semantic segmentation and work related to
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sea-ice detection using deep learning-based networks.

Several image semantic segmentation challenges were introduced over the years to evaluate
different NN-based models developed to detect target object classes. PASCAL VOC 2012
challenge [25] is one of the earliest challenges developed for object detection and segmenta-
tion. The dataset contains more than 11,000 images in train and validation sets, while 10,000
images are set for testing. The Common Objects in COntext (COCO) dataset challenge [26]
for object segmentation contains more than 200,000 images with over 500,000 object instances
in 80 categories. The Cityscapes dataset [27] was released in 2016, containing complex seg-
mentations of urban scenes from 50 cities. The images are fully segmented into 29 object
classes within eight super-categories: flat, human, vehicle, construction, object, nature, sky,
and void.

Fully Convolutional Network (FCN) [28] is the one of the first fully convolution-based NN
model end-to-end trained for image semantic segmentation. The FCN takes an image with
an arbitrary size as input and outputs a segmented image with the same size while replacing
fully connected layers with convolutional layers. The authors of [28] recorded a 62.2% mIoU
score on the PASCAL VOC 2012 segmentation challenge. U-Net [29] is an extension of the
FCN architecture developed for microscopic biological images. The U-Net model has two
parts: the contracting part computes features, and the expanding part uses deconvolution to
reduce the number of feature maps and spatially localize patterns in the image. The most
notable characteristic of the U-Net model is it does not use any fully-connected layer. U-Net
architecture is extended in the PSPNet and Deeplabv3 models, which will be described in
later chapters. Mask-Region-based Convolutional Neural Network (R-CNN) is introduced as
a state-of-the-art model for semantic segmentation on the COCO challenges.

Though a large body of work is done using deep learning algorithms for sea-ice detection,
most of them are based on satellite imagery [30]–[32]. Using satellite imagery has several
limitations due to remoteness, year-round operational restrictions due to weather conditions
in polar regions, low reliability of satellite communication at higher latitudes, and operation
costs. As a result, this study focuses on using visual data images captured by a shipborne
camera for real-time ice detection.

Closely related to the work in this study includes [33] where authors proposed a CNN-based
semantic segmentation model for river-ice detection from the drone footage of the yellow
river in China. Other related works include [34], [35], where authors have utilized images
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captured on board a cruise for sea-ice object classification. Their work focused on classifying
sea ice images into nine ice categories. In [36], the authors have utilized a modified U-Net [29]
model for the segmentation of ice objects where the encoder is pre-trained on the ImageNet
dataset [37]. The methods [34]–[36] manually exclude the vessels’ bows from the image data
by defining the region of interest for the segmentation task. The report does not describe
the comparative performance of their selected model on any standard evaluation metrics.
Additionally, the manual selection of regions of interest to extract the ice-containing segments
from the images in [36] limits the application of their solution to real-time sea-ice detection
and implementation on different hardware configurations. [38] can be considered a promising
development of deep learning-based sea-ice detection using shipborne camera imagery. In
their work, the authors disclosed the development of a custom 3D camera system on board a
vessel for continuous monitoring of ice and water and experiments carried out to verify their
camera system. The developed system focuses on a patch of ice on the vessel’s port side for
continuous 3D topography reconstruction and uses an image processing scheme for sea ice
detection. However, this method is only applicable for downward view angles from the side,
which is not considered in this thesis.

2.2 Point Cloud Semantic Segmentation

A point cloud is a set of data points representing objects or space in the X, Y, and Z geo-
metric coordinate system. Point clouds can be generated by photogrammetry software using
camera images, 3D laser scanners, Synthetic Aperture Radar (SAR) systems, and Lidar. This
study uses point clouds generated by Lidar sensors; thus will only review the related research.
Based on the Lidar sensor type and the platform, the point density can vary from 10 points
per square meter (pts/m2) (sparse point cloud) to thousands of pts/m2 (dense point cloud)
[39].

Point cloud segmentation and point cloud semantic segmentation have different meanings.
Point cloud segmentation methods group points with similar geometric or spectral charac-
teristics, while point cloud semantic segmentation associates each point in the point cloud
with a semantic label. This section will brief both point cloud segmentation and point cloud
semantic segmentation methods introduced over the years and work related to landing zone
detection using each approach.

13



2.2.1 Classical Methods using Geometric Features

In this study, point cloud segmentation using geometric features will be called classical meth-
ods. These classical methods process point clouds by grouping raw 3D points into non-
overlapping regions corresponding to a specific structure or object. This grouping of points
is done mainly using handcrafted features generated from geometric constraints and statisti-
cal rules.

Edge-based classical methods use an approach similar to edge detection in 2D images. As the
shapes of the objects can be distinguished using their edges, point clouds can be segmented
based on the points close to edge regions. A rapid change in intensity in the data can be
used to locate such points [40]. Work in [41]–[43] uses different edge-based algorithms for
point cloud segmentation. The region-growing method combines features from two points
or two regions to measure similarities among 3D points or 3D voxels and merges if they
meet the spatial distance constraint or similar surface properties. Three main factors should
be considered when developing a region-growing algorithm: similarity measurement, growth
unit, and seed point selection [44]. The similarity measurement can be done using euclidean
distance or normal vectors. Popularly used methods for growth unit factors are the k-d tree,
voxel-based region growing [45], and adaptive octree [46].

The base concept of model fitting is to match the point cloud to different primitive geomet-
ric shapes. Most model-fitting algorithms are developed on Hough Transform, and Random
Sample And Consensus (RANSAC) [47]. RANSAC is widely used in plane segmentation
methods as it does not require complex optimization or ample memory resources and effi-
ciency in detecting more objects [48].

Early work on using simulated Lidar for landing zone detection is proposed in [49], which uses
a relatively simple geometric analysis of the terrain roughness and slope. In [50], the authors
use digital elevation maps from NASA data explorer and apply a modified quadtree algorithm
to find potential landing sites. In [51], [52], landing site detection algorithms using Principal
Component Analysis (PCA) are proposed based on the terrain information retrieved using
Lidar data. Authors of [53] devised an algorithm for safe landing zone detection using PCA
and a variation of RANSAC called Progressive Sample Consensus (PROSAC) algorithm.
One of the state-of-the-art approaches using LiDAR point clouds is a coarse evaluation of
LZs based on slope and roughness, as presented in [14], which is also similar to work in [49].
Authors of [14] have conducted experiments for safely landing a helicopter on identified zones
and mentioned that this method can take data at a rate of 17 ms per 100,000 points and
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compute coarse evaluation at a rate of 699 ms per 100 000 cells on an Intel core 2 processor.

Even though these classical methods generated reasonable results on their chosen test data,
due to the rule-based nature of the algorithms, they lack the ability to learn and fine-tune
new data that becomes available for LZ detection purposes. Neural network-based landing
zone detection is a recent development that offers several advantages over classical methods.
NNs can learn complex patterns related to LZ identification using labeled training data,
provided sufficient quantity and diversity in training data representative of operational con-
ditions. Additionally, NN-based methods have the ability to incorporate several different
sources of data, such as Lidar and images, to extract other critical information needed for
LZ evaluation. Furthermore, NN architectures allow fast execution through a graphics pro-
cessing unit (GPU) acceleration using new machine learning libraries such as TensorFlow
and PyTorch. In [54]–[56], computer vision-based convolutional neural network(CNN) algo-
rithms for image segmentation, object detection, and tracking were developed to detect the
possible safe landing zones. Although CNN-based object detection and classification using
images is well-established, vision data do not have the reliable depth information required to
accurately detect LZs. Also, the inability to register data in poor lighting conditions, irreg-
ular sensor sensitivity, and limited FOV make the metric reconstruction of the environment
difficult. Two mainstream NN-based approaches are used for point cloud semantic segmen-
tation: projection-based and point-based architectures. The next two sections will brief both
approaches and their use in landing zone detection.

2.2.2 Projection-based Semantic Segmentation

Projection-based semantic segmentation methods transform the 3D point cloud by projecting
it onto a 2D image using different intermediate representations. Work in [57] projected a 3D
point cloud onto 2D planes using multiple virtual camera views and applied multi-stream
FCN to predict pixel-wise scores. In [58], the authors generated Red Green Blue (RGB)
and depth snapshots of a point cloud using multiple camera positions and applied 3D seg-
mentation for predicting pixel-wise labels. Assuming that point clouds are sampled from
Euclidean surfaces, authors in [59] projected the local surface geometry around each point
to a virtual tangent plane. Tangent convolution is then applied to this surface geometry.
But, these multi-view semantic segmentation methods are sensitive to viewpoint selection
and occlusions and were not fully explored due to information loss during projection.

Work in [60], one of the leading articles in point cloud classification, has proposed a CNN-
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based pipeline, “SqueezeSeg.” Their approach transfers the LiDAR point cloud data into
dense, 2D grid representation using spherical projection and fed into a 2D CNN. Further
improvements to the SqueezeSeg network were proposed in [61], [62] to enable a runtime
faster than the sensor rate, i.e., 10Hz. Though this was an added benefit for real-time pro-
cessing, the SqueezeSeg framework only uses the frontal 90 degrees of the scan, which does
not capture the full Lidar scan. Benefiting from the introduction of spherical projection in
[60], RangeNet++ [63] was introduced, which uses a DarkNet backbone to process a range-
image generated by the projection of a point cloud. The semantic labels generated by the
RangeNet++ model are first transferred to a 3D point cloud, and GPU-enabled k-nearest
neighbor search is applied to retrieve labels for all points in the cloud. This diffuses the
problem of discretization errors and blurry inference outputs. Work in [64] uses the similar
spherical projection of point cloud data into a 2D range-view image and applies an encoder-
decoder-like network for point-wise classification score generation.

These methods delivered a lower accuracy than point-based methods but were significantly
faster in processing. The candidate models for the projection-based point cloud semantic
segmentation are selected based on their performance on SemanticKITTI [65] benchmark
leaderboard for single scan evaluation and the reproducibility of the code and the results.
Although speed improvement is possible with the projection-based network, the accuracy
of these methods is still questionable, especially for safety-critical decisions like detecting
landing zones. Projection-based methods are designed to run on raw data, and point-based
methods are developed to run on aggregated point cloud data, i.e., generated maps. However,
for low-resolution Lidar like the VLP-16 sensor, the projection-based techniques also require
a method of point cloud aggregation before range image generation for reasonable results.
In safety-critical applications, high accuracy and precision in identifying safe LZs are more
pertinent than the detection speed.

2.2.3 Point-based Semantic Segmentation

Point-based semantic segmentation methods directly work on irregular, unstructured point
clouds. Voxelization represents each point in the point cloud as 3D voxels, which is another
method used in point cloud processing [60], [66]. In [66], a 3D CNN architecture called
“Voxnet” based on volumetric occupancy grid representation of point clouds is described.
The 3D convolution layers in their work are applied to these voxel grids. They have im-
plemented the Voxnet for various configurations, and for the slowest configuration, it has
taken 6ms for classification using a Tesla K40 GPU. However, voxelization of point clouds
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introduces additional computational overhead, and fine details of the original data can be
lost in the process [67].

Work in [68] proposes an approach termed “PointNet,” which feeds unordered point clouds
directly as the input to the algorithm. The per-point features are extracted using shared
Multi-Layer Perceptrons (MLPs), and global features are learned using symmetrical pooling
functions. PointNet architecture has achieved improved performance for semantic segmen-
tation of point clouds over the traditional methods proposed in [66] and [69]. A point-wise
pyramid pooling module for semantic segmentation of point clouds is discussed in [67], which
uses two-direction hierarchical Recurrent Neural Networks (RNNs) to incorporate long-range
spatial context. This approach outperforms the baseline PointNet method in [68].

Improvements to PointNet were suggested in PointNet++ [70], where the model clusters the
points hierarchically and progressively learns from large local regions. The multi-scale and
multi-resolution grouping was introduced to overcome the varying density of point clouds.
PointNet and PointNet++ successfully delivered higher overall accuracy but were too slow
in processing large-scale point clouds. Additionally, the performance of the above two mod-
els in detecting vegetation, buildings, and vehicles was not up to the expected level for our
problem. RandLA-Net [71] used a downsampling method to remove features at random and
then a feature aggregation module to increase the receptive field for each 3D point where
geometric details are preserved. Kernel Point Convolution (KPConv) [72] introduced a novel
kernel point convolution method to process point clouds directly without intermediate com-
putations. Though these two methods delivered a promising performance, their architectures
were not developed for a continuous input of point cloud data. Authors of [73] have pro-
posed an approach termed “ConvPoint” to process the unstructured point cloud data using a
continuous convolution formulation. Through this continuous convolution formulation, they
have designed neural networks similar to 2D CNNs to process the point cloud data as 3D
data. Their results proved the flexibility of this approach for different architectures. More-
over, at the time of writing this thesis, the ConvPoint model has the highest accuracy and
fast execution for semantic3d point cloud segmentation benchmark [74], which involves eight
classes and supports both Lidar and color data of the point cloud. According to the Conv-
Point paper, [73], the suggested model has achieved an overall accuracy of 93.8% and a mIoU
of 75.0% on the Semantic3D dataset.
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2.2.4 Discussion on point cloud semantic segmentation methods

Due to the direct processing of point cloud data in point-based semantic segmentation meth-
ods, they are at a disadvantage of memory overflow and lower runtime speed in real-time
applications. But, compared to projection-based methods, point-based methods can deliver
a highly accurate and precise performance, which is a critical requirement for autonomous
landing zone detection problems. This requirement overpowers projection-based networks
and demands a runtime optimization for point-based networks. Both methods were found
to not carry sufficient color information for accurate use of texture in the semantic decision,
as a colored point cloud is an order of a magnitude lower in resolution when compared with
a camera image of the same viewpoint. From our investigations thus far, a neural network
applied to the image would be more suitable for using color information and fusing with the
point cloud segmentation.

Therefore, a novel landing zone detection architecture will be proposed in this thesis to
address the mentioned issues. In this architecture, a point-based point cloud semantic seg-
mentation model with a better runtime-accuracy trade-off will be used for generating LZ
labels, while image segmentation and object detection will be employed as an additional
component to project the resulting pixel labels on a point cloud. This thesis focuses on
integrating a deep neural network-based LZ detection module into a Lidar mapping pipeline
and investigating how point cloud aggregation or sub-mapping can be utilized to deliver an
accuracy-runtime trade-off for online LZ detection. Applying deep NN for LZ detection has
the advantages of incremental and adaptive learning ability from new data, faster runtime,
and a graphical processing unit for computations that can free the central processing unit
(CPU) for other tasks. It can also ease fusing different NN networks and code optimization
capability compared to classical methods. The top-performing point-based semantic segmen-
tation model in the Semantic3D leaderboard will be evaluated for its performance on three
variations of point cloud data to achieve this objective.

2.3 Performance Metrics

Mean Intersection over Union (mIoU), accuracy, average runtime, and throughput are used
as the metrics to evaluate the performance of different NN models. This section will briefly
overview each metric.
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2.3.1 Intersection over Union

Intersection over Union (IoU), commonly abbreviated as IoU, is another widely used metric
in evaluating deep learning models for semantic segmentation. IoU can be defined as the area
of overlap between the predicted segmentation and the ground truth divided by the area of
union between the predicted segmentation and the ground truth. Figure 2.2 shows a generic
visualization of IoU while Eq. (2.1) is the mathematical computation of IoU. The mIoU is
the calculation of the IoU of each class and averaging the values.

IoU = |A ∩ B|
|A ∪ B|

(2.1)

Figure 2.2: IoU calculation visualization. Source: Wikipedia

2.3.2 Accuracy

Informally, accuracy is the fraction of correct predictions over the total number of predictions
assessed by a model. Equation 2.2 is the formal expression of the metric. Though accuracy
can give an overview of how a model would perform, it should not be the only metric to be
used when evaluating the performance of a model. When a model delivers high accuracy, it
does not imply that the model has outperformed. The reason is that most data has a class
imbalance, where some object classes can dominate the point cloud while others make only
a smaller portion. This issue cannot be ignored in a real-world navigation setting.

Accuracy = Number of correct predictions
Total number of predictions (2.2)

2.3.3 Average runtime

The average runtime speed is the average measure of time taken for the model to compute
inference over a set of point cloud scans. The average runtime speed is calculated as shown
in Eq. (2.3)
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Average runtime =

k∑
n=1

tn

k
(2.3)

where, k = total number of scans and tn = inference time of nth scan.

2.3.4 Throughput

As our objective is to find the most suitable real-time semantic segmentation model for point
clouds, it is essential to identify how many points can be processed in a given time. The
number of points processed during a unit time of seconds is calculated, known as throughput.
This is computed using the Eq. (2.4),

Throughput of nth scan = Total number of points in nth scan
inference time of nth scan , (2.4)

and averaged over the total throughput values.

Mean-IoU, accuracy, and inference time metrics will be used to evaluate the performance
of the NN model for sea-ice detection. While mIoU, accuracy, average runtime, and aver-
age throughput are used to assess the point cloud semantic segmentation models for LZs
detection.
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Chapter 3

Sea-ice detection using Deeplab

This chapter will describe the extended study on previous work [13] by evaluating the per-
formance of the Deeplabv3 [75] model for sea-ice semantic segmentation with the benchmark
model Pyramid Scene Parsing Network (PSPNet101) from [13], and assess the compatibility
of deploying the system on embedded and mobile hardware platforms for real-time computa-
tion. This study focuses on evaluating the inference speed of the Deeplabv3 model compared
with PSPNet101 using both Nvidia Jetson AGX Xavier and Android mobile computing
platforms and validates Deeplabv3 as a more compatible and enhanced architecture for the
purpose.

The sections in this chapter will briefly introduce the benchmark PSPNet101 model and
Deeplabv3 model, the methodology, experimental results on different hardware platforms,
and a discussion of the results obtained.

3.1 Background

To achieve the objectives of this study, the proposed benchmark model in [13], PSPNet101 is
selected as the state-of-the-art model for sea-ice semantic segmentation; and comparatively
evaluated with Deeplabv3, which outperformed PSPNet101 [75] on PASCAL VOC 2012
benchmark [76] and performed equally on Cityscapes benchmarks [27].

3.1.1 PSPNet101

PSPNet101 was introduced for semantic segmentation as a competitor in ImageNet Scene
Parsing Challenge 2016. The PSPNet101 architecture captures the global context of the
whole image when predicting the objects at a pixel level. The encoder of the PSPNet101 has
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dilated convolutions [77] at the last layers of the CNN backbone, which deliver rich features
to the pyramid pooling module. The pyramid pooling module in part (c) of Fig. 3.1 fuses
these rich features in four levels of pyramid scales to cover the different sizes of portions of the
image, and each is passed through a convolutional layer. The output is then up-sampled to
the same size as the feature map and concatenated with the features from the CNN backbone
to be passed into the decoder to form the final feature representation. The decoder takes
the concatenated features that contain local and global scene-level information and gets the
per-pixel predictions by passing them through convolutional layers. A simplified graphical
overview of the PSPNet101 architecture can be visualized as in Fig. 3.1.

Figure 3.1: Overview of the PSPNet architecture. [78]

According to [78], it has a recorded performance of mIoU of 85.4 on PASCAL VOC 2012
benchmark [76] and an accuracy of 80.2% on Cityscapes benchmarks [27]. For the purpose
of this study, the Keras implementation of PSPNet fine-tuned on the Cityscapes dataset [13]
is used.

3.1.2 Deeplabv3

Deeplabv3 is an enhanced version of its predecessor, Deeplab [79], in which the architec-
ture is augmented to capture longer-range information. Deeplabv3 network adopts several
neural network architectures to extract features from the input image, which are referred
to as backbones. The performance of the semantic segmentation model highly relies on the
features extracted by these backbone architectures [80]. To achieve the goal of computa-
tional efficiency, Tensorflow implementation of Deeplabv3 with Mobilenetv2 [81] backbone
was used as it reports a performance similar to that of other backbone architectures while
having faster inference and compatibility with mobile applications. Figure 3.2 illustrates
the Deeplabv3 architecture. In general Deep Convolutional Neural Networks (DCNNs), the
spatial resolution of feature maps is reduced by the max-pooling layers in convolution. To
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recover the spatial resolution, DCNNs use deconvolutional layers with consecutive striding,
which can result in information loss. Instead, the Deeplabv3 model uses atrous convolution
to control the feature map resolution and keep the stride constant. Like the PSPNet101
pyramid pooling method, Deeplabv3 uses atrous spatial pyramid pooling [79] with different
rates to capture multi-scale contextual information. The resulting concatenated features are
then parsed through a convolutional layer and upsampled to keep the ground-truth values
intact. With the encoder-decoder architecture, the location/spatial information is retrieved.

Figure 3.2: Overview of the Deeplabv3 architecture.

3.2 Methodology

This section will discuss the methodology used to train and evaluate the Deeplabv3 network
for sea-ice semantic segmentation and detail the two hardware platforms used for inference
testing.

3.2.1 Dataset

Data plays a major role in deep learning methods. This study’s deep learning-based semantic
segmentation models use supervised learning algorithms for end-to-end learning. Supervised
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learning algorithms are designed to learn by example. Those examples are called training
data, consisting of inputs paired with the correct output. During training, the deep learn-
ing models will learn the patterns between the input and the corresponding desired output.
When the model learns those connections, it will then be tested on unseen inputs and predict
the output. This training process requires a substantial amount of data for the model to learn
the patterns more precisely and accurately.

The lack of abundant data on sea-ice imagery obtained on board an icebreaker was a challenge
in training the deep learning models. To address this issue, in the previous work [13], a sea-ice
detection dataset was created using imagery from a Go-Pro camera on board the Nathaniel
B. Palmer icebreaker on its two months expedition through the Ross Sea, Antarctica. The
finalized dataset contains 431 images captured on four unique days of the journey, which were
labeled into four semantic classes: Ice, Ship, Ocean, and Sky. This labeling was carried out
using the freely available semantic labeling tool called PixelAnnotationTool [82], where each
pixel of the captured image is given one of the four semantic classes in numeric format. For
the purpose of training, evaluation, and performance comparison, the dataset is divided into
training, validation, and testing sets, as shown in Table 3.1. The training set is used to teach
the model the connections between the input and the desired output, while the validation set
is used to check the accuracy of the learned model during the training process. The test set
is a separate set of inputs that will be used to establish the performance of the final model.
Figure 3.3 shows a sample labeled image.

Table 3.1: Sea-Ice Imagery Dataset split

Split Training Validation Testing Total
No.of images 382 23 26 431

3.2.2 Transfer Learning process

For this study, the Deeplabv3 model (in section 3.1.2) pre-trained on the Cityscapes dataset
was transfer-learned for the sea-ice dataset described in section 3.2.1. This approach uses a
similar set of semantic labels (sky, vegetation, vehicle, etc.) with a sizable amount of training
data available in the cityscapes dataset.

The transfer-learning of the Deeplabv3 model for sea-ice detection was carried out on the
Google Colaboratory platform utilizing its GPU resources. Though transfer learning of
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Figure 3.3: Example of a sea-ice image with the semantic labels with the four classes: ship:red,
ocean:blue, ice:grey, sky:yellow ([13])

Deeplabv3 took approximately 21 minutes on Google Colaboratory, it is irrelevant for opera-
tion since the focus is inference implementation rather than transfer learning on the selected
hardware platforms.

The accuracy computed on the validation set during the transfer learning process is shown
in Fig. 3.4(a). The intention of teaching a neural network model is to learn from given data
to minimize errors when tested on unseen data. Figure 3.4(b) interprets the prediction error
over the validation set during transfer learning.

(a) Accuracy (b) Loss

Figure 3.4: Evaluation of transfer-learning performance on validation set

3.2.3 Hardware Selection

Proper hardware selection is important to deliver in-situ sea-ice detection using a ship-borne
camera. Considering factors such as computational speed, availability of graphics processing
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units (GPUs), and data storage capacity, an Nvidia Jetson AGX Xavier-powered navigation
box was selected. Additionally, this work evaluates the capability of sea-ice detection and
operational risk assessment on a hand-held device (mobile phone).

3.2.3.1 Nvidia Jetson AGX Xavier

Nvidia Jetson AGX Xavier (JAX Kit) is a state-of-the-art hardware platform for end-to-end
artificial intelligence (AI) applications. The JAX kit’s operational and technical specifications
(as listed in Table 3.2) attest that it is the appropriate hardware for developing a navigation
box. In 2021, Nvidia developers introduced an industrial version of the JAX kit, which is
more compatible with an industrial environment. Here a prior generic version of JAX kit is
used to validate the proposed architecture.

Table 3.2: Technical Specifications of Nvidia Jetson AGX Xavier (JAX) Developer Kit used
in our work

Component

CPU 8-core NVIDIA Carmel Armv8.2 64-bit
8MB L2 + 4MB L3 cache

GPU NVIDIA Volta architecture
512 NVIDIA CUDA cores, 64 Tensor Cores

Memory 32GB 256-bit LPDDR41

Storage 32GB eMMC25.1

AI Performance 32 TOPS3

DL Accelerator 2 NVDLA4engines

Vision Accelerator 2 7-way VLIW5Vision Processor

No.of cameras Up to 6 cameras

Power 10W | 15W | 30W
1 LPDDR: Low-Power Double Data Rate
2 eMMC: embedded MultiMediaCard - internal storage attached to the device
3 TOPS: Tensor Operations Per Second
4 NVDLA: NVIDIA Deep Learning Accelerator
5 VLIW: Very Long Instruction Word
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3.2.3.2 Hand-held Device

To evaluate the performance of the Deeplabv3 mobile-compatible model, it is integrated into
an emulated environment of Google Nexus 6 smart mobile using Android Studio software.
The hardware specifications of the emulated mobile platform are tabulated in Table 3.3.
Additionally, this was tested on mobile platforms for inference performance, i.e., Samsung
Galaxy S8, Samsung Galaxy Note 8, and Samsung Galaxy S21.

Table 3.3: Technical Specifications of the Google Nexus 6

CPU 2.7GHz quad-core Snapdragon 805

GPU Adreno 420

Memory 3GB LPDDR3

Storage 32GB | 64GB

Camera Sony Exmor CMOS 13 MegaPixels

3.3 Experimental Results

This section will assess and compare the performance of the transfer-learned Deeplabv3
model, and PSPNet101 model in [13] for the test set on the suggested navigation box (de-
scribed in section 3.2.3). For the performance evaluation, two approaches were considered,
i.e., evaluation using metrics and evaluation based on sea-ice detection time.

3.3.1 Evaluation using metrics

Table 3.4 compares the mIOU for each class and average accuracy over the test set in the
sea-ice dataset. According to table 3.4, Deeplabv3 reported higher mIOU for the semantic
classes Ice, Sky, and Ocean than PSPNet101. This suggests that Deeplabv3 performs well in
distinguishing between the ice and the ocean. Additionally, the results show that PSPNet101
has outperformed Deeplabv3 in detecting the semantic class ship. This can be due to lens
artifacts in several test images that Deeplabv3 was not trained to ignore. The lens artifacts
have also affected the average accuracy of Deeplabv3. This issue can be resolved by including
similar noisy data in the training set, which will be addressed in future work.
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Table 3.4: Performance of Deeplabv3 vs PSPNet([13]) on test set

Network
IOU (%) Avg.acc(%)

mIOU Ice Sky Ocean Ship

Deeplabv31 90.21 95.27 98.27 91.25 81.49 95.46

PSPNet1012 90.1 94.7 95.7 80.8 89.3 97.8

1 According to the results, it can be seen that Deeplabv3 has higher mIOU and IOU for
semantic classes Ice, Sky and Ocean compared to PSPNet101.

2 PSPNet101 has shown a higher IOU for detecting semantic label Ship and delivered a
higher average accuracy over the whole test set.

3.3.2 Inference speed

Figure 3.5 illustrates the prediction time for PSPNet101 and Deeplabv3 models for the test
set on the JAX Kit. The inference on the mobile platform recorded an average prediction
time of 12s. Unlike in the JAX Kit, the model is loaded during the startup of the mobile
application, which was an advantage when inferring the first image.

Comparing the mIoU results listed in table 3.4, PSPNet performs similarly to Deeplabv3
regarding sea ice detection accuracy. Due to the time taken to initialize the required libraries
on the nav-box platform, a relatively long processing time is expected for the first image in-
put into the inference model (Fig. 3.5). However, when considering the inference time taken
by both models on a nav-box platform, Deeplabv3 is more than 20 times faster than PSP-
Net101. Additionally, Deeplabv3 has mobile platform compatibility, which was successfully
implemented with a mobile inference time of 12s per image (Fig. 3.7). PSPNet101 did not
successfully extend to mobile device computation in the experiments. These results validate
Deeplabv3 as the state-of-the-art semantic segmentation model for sea-ice detection.

3.3.3 Sample predictions

Figures 3.6 and 3.7 show example predictions of the transfer-learned Deeplabv3 model on test
images when executed on both the navigation box and the mobile application. The images
used to generate the sample predictions in Fig. 3.6 were taken at the same location on the
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(a) (b)

Figure 3.5: Comparison of prediction time for PSPNet (3.5(a)) and DeepLabv3 (3.5(b)) on
the Nvidia Jetson AGX Xavier. The excessive time for the first image includes the time
required for loading the Nvidia CUDA libraries for inference purposes. But in the mobile
implementation, this issue did not occur.

vessel as the training images. The results can drastically differ from the expected output
when the model is tested on images taken from different areas of the ship. Such situations
can be managed by including pictures from other locations and angles in the training set.
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(a)

(b)

(c)

(d)

Figure 3.6: Sample predictions of the Deeplabv3 transfer-learned model. In the sample
predictions, the segmentation map:nav-box is the expected output from the JAX kit, which
will be used to develop the navigation box. The segmentation map-mobile is the expected
prediction from the Deeplabv3 lite model, which will be implemented on a mobile device.
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(a) (b) (c)

Figure 3.7: Example predictions of the Deeplabv3 model on mobile app

3.4 Discussion

This study proposes Deeplabv3 for in-situ sea-ice semantic segmentation and compares its
performance with the state-of-the-art model PSPNet101. The Deeplabv3 model is transfer-
learned on a sea-ice dataset and is tested and compared for its performance using the metrics
per class mIOU and average accuracy. According to the conferred results, Deeplabv3 out-
performed PSPNet101 in sea-ice detection with an overall mIOU of 90.21. Additionally, this
report proposes the development of an onboard nav box using Nvidia Jetson AGX Xavier and
a mobile application for in-situ sea-ice detection. The study compares the inference speed of
both Deeplabv3 and PSPNet101 on the nav box and explores the feasibility of implementing
both models on a mobile platform. Deeplabv3 required less computation time for inference
on test images on the nav-box platform compared to the benchmark model, PSPNet101.
Moreover, the selected backbone architecture of Deeplabv3 and its ability to be converted
into a Tensorflow Lite model have accommodated the implementation of sea-ice detection on
a mobile platform. However, the attempt to integrate PSPNet101 into a mobile application
failed due to its lack of support for mobile platforms.

Deeplabv3 is proposed as the new state-of-the-art model for in-situ sea-ice detection, given its
performance, real-time operation capability using a navigation box, and compatibility across
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a mobile platform. Future developments of this work include improving the performance
of the Deeplabv3 model, functionality of the model for operational risk assessment, and
detection of different ice categories.
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Chapter 4

Evaluation of projection-based point
cloud segmentation methods for
VLP-16 Lidars

As introduced in chapter 1, the ISLab of the Memorial University of Newfoundland collab-
orates with the NRC in developing an Artificial Intelligence for Logistics (AI4L) system for
VTOL vehicles. This project, AI4L-112, aims to develop an AI-powered Visual Inertial Lidar
Odometry and Mapping (VILOAM) navigation system, which can be integrated into VTOL
vehicles to improve its real-time autonomy support capabilities and reduce pilot workload.
VILOAM is a methodology that allows platforms to localize in an environment while simul-
taneously creating a reference point cloud of the surrounding using a camera, Light Detection
and Ranging (LiDAR), and Inertial Measurement Unit (IMU) data. This method improves
the autonomy of platforms and enables operation in unknown environments without the re-
liance on external positioning aids like GPS while producing informative maps. The project
develops a VILOAM-capable hardware flight module with a Velodyne VLP-16 Lidar sensor.

One of the modules of this project is to develop a landing zone detection system for VTOL
vehicles. A safe landing zone is considered as a low gradient, obstacle-free open surface with
sufficient space to land a VTOL vehicle without compromising the safety of the personnel
involved and the surrounding infrastructure [14]. These characteristics of a LZ can be evalu-
ated using Lidar point clouds by utilizing the depth information in the 3D point clouds [53].
Chapter 2 shows that Neural networks can learn complex rules related to LZ identification
using labeled training data provided that there is sufficient quantity and diversity in train-
ing data representative of operational conditions. There are two main architectures used in
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point cloud semantic segmentation, namely, point-based and project-based. As mentioned
in chapter 2, a high throughput rate in point cloud semantic segmentation is possible with
project-based methods [64].

The main limitation of the available benchmark studies on project-based methods is the point
clouds used in the evaluation were generated using a Velodyne 64 Lidar sensor. Therefore,
it was essential to evaluate projection-based semantic segmentation methods for the point
clouds generated by a VLP-16 Lidar sensor and get a sense of speeds achievable by the on-
board computed used by the AI4L-112 project. Therefore, an accuracy and speed evaluation
of projection-based methods are needed for VLP-16 Lidars on JAX Kit platforms as a part
of the development of NN-based LZ detection method.

This chapter briefly evaluates two state-of-the-art point cloud semantic segmentation models
for their performance and inference speed on two hardware platforms. The primary objective
is to form the basis for the main development that happens in the next chapter.

4.1 Background

The candidate models for projection-based LZ detection were selected based on their per-
formance on the SemanticKITTI benchmark leaderboard of single scan evaluation and the
reproducibility of the code and the results.

4.1.1 RangeNet++

RangeNet++ [63] is one of the methods where 2D projections of LiDAR data are used for
point cloud semantic segmentation. The point clouds are converted into a range represen-
tation by converting each point to spherical coordinates and then to 2D image coordinates.
The projection is computed using Eq. (4.1).

u

v

 =
 1

2 [1 − arctan(y, x)π−1]W
[1 − (arcsin(zr−1) + fup)f−1]H

 , (4.1)

where x, y, z = point coordinates, u, v = image coordinates, H, W = height, width of the
desired range image, f = fup + fdown = vertical FOV of the sensor, and r = range of each
point. In this projection, an image of HxWx5 dimensions is generated where the 5 channels
are 3D point coordinates (x, y, z), intensity (i) value, and the range index (r).
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The semantic segmentation on this range image is carried out by a modified version of
Darknet53 [83] backbone architecture as shown in Fig. 4.1. The model also utilizes a faster
version of the k-Nearest Neighbour (kNN) algorithm to predict semantic labels for the whole
point cloud. The authors claim that RangeNet++ can run in its totality online using a single
GPU. The advantage of RangeNet++ is its integration into SUMA++ [84] architecture which
was developed for semantic-based point cloud registration.

Figure 4.1: Rangenet++ model architecture

4.1.2 SalsaNext

SalsaNext [64] adopts a 2D projection-based architecture similar to RangeNet++, a modi-
fied version of its predecessor SalsaNet’s [85] encoder-decoder architecture. The 2D spherical
projection of the Lidar point cloud is computed using the same equation in Eq. (4.1). The
encoder contains a set of ResNet blocks [86] and the decoder applies transpose convolutions
and fuses the upsampled features with the residual blocks from the encoder. Figure 4.2 illus-
trates the SalsaNext architecture, and further in-depth details are available in [64]. According
to [85], SalsaNext records a faster runtime than RangeNet++ when evaluated on the same
GPU hardware.
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Figure 4.2: SalsaNext model architecture

4.2 Method

Transfer learning was not applied as the main objective of evaluating projection-based se-
mantic segmentation methods is to assess their accuracy-speed compatibility with VLP-16
Lidar sensors. One main characteristic of the projection-based methods is that they directly
work on raw Lidar scans rather than point cloud maps. Therefore, the selected two models
mentioned in section 4.1 were evaluated on the validation sequence 08 of the KITTI Velodyne
dataset [87] and a custom dataset captured using the VILOAM payload.

4.2.1 KITTI Velodyne dataset

The KITTI Velodyne dataset is a benchmark dataset developed by the Karlsruhe Institute
of Technology and the Toyota Technological Institute in Chicago to provide new real-world
challenges in autonomous navigation systems development. The dataset was captured using a
car-mounted multi-sensor system, including four high-resolution video cameras, a Velodyne-
64 laser scanner, and a GPS localization system by driving around the city of Karlsruhe.
The validation set of the Velodyne laser data of the KITTI dataset was used to evaluate
the projection-based semantic segmentation methods. As both RangeNet++ and SalsaNext
models were trained on the KITTI Velodyne training set, which contains 64 Lidar channels,
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the validation set was downsampled to test for 16 channels. The reason for downsampling
the KITTI Velodyne data to 16 channels was to compare the performance of the selected
models with the MUN VLP-16 dataset, which also has 16 Lidar channels. Figure 4.3 shows
a sample image captured from an instance of the KITTI Velodyne dataset with the semantic
labels from the SemanticKITTI benchmark [65].

Figure 4.3: Image capture of a sample KITTI Velodyne dataset

4.2.2 Custom MUN VLP-16 dataset

Several datasets were captured using a car-mounted sensors module while driving around the
Memorial University of Newfoundland, Canada. The datasets include RGB camera images
and laser point clouds captured using a Velodyne VLP-16 rotating 3D laser scanner at 10Hz,
GPS measurements, and Inertial measurement unit (IMU) data. For the objective of this
project, only point cloud data was used. A sample of the GPS traces of one of the datasets
is shown in Fig. 4.4.
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Figure 4.4: GPS trace of a dataset captured around the university. credits: Didula Dis-
sanayaka

4.3 Qualitative result evaluation

This section provides the quantitative performance evaluation of the projection-based net-
works on the KITTI Velodyne sequence 08 and the qualitative visual evaluation of the selected
MUN VLP-16 data. Since there aren’t any ground-truth labels for the MUN VLP-16 data,
it is only evaluated for the inference speed using the average runtime and throughput. Pre-
dictions are visualized to understand whether the models have performed well by mapping
each object class to a color value.

4.3.1 Quantitative Performance Evaluation

Table 4.1 tabulates the performance of the KITTI Velodyne sequence 08 on both selected
models. Tables 4.2 and 4.3 show the average runtime of the selected models on each point
cloud of the down-sampled (16 channels) KITTI Velodyne sequence 08 and MUN VLP-16
data, respectively.
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Table 4.1: Performance of selected models on the KITTI Velodyne Sequence 08 (64 channels)

Model

mIoU(%) Laptop[1] Jetson AGX Xavier[2]

Recorded[3] Tested[4] Avg. runtime(s) Avg. throughput(pts/s)
Avg. runtime(s) Avg. throughput(pts/s)[5]

15.00 W MAXN 15.00 W MAXN

RangeNet ++ 52.20 50.30 2.19 55,977.96 1.26 0.66 97,072.09 186,362.37

SalsaNext 59.50 55.80 0.96 127,825.44 0.30 0.16 413,789.41 763,449.39

[1]Laptop with Nvidia Geforce 940MX 4GB GPU
[2]The Jetson AGX module has several power modes in which it can be operated. These power modes
differentiate the use of GPU resources. While 15W is the default power mode, MAXN mode utilizes all the
available resources.
[3]As noted in the respective research articles
[4]As tested on the Laptop and Jetson AGX Xavier
[5]pts/s is points(pts) per second(s)

Table 4.2: Average runtime(in seconds) of selected models on the KITTI Velodyne Sequence
08 (downsampled - 16 channels)

Model Laptop
Jetson AGX Xavier

15 W MAXN

RangeNet ++ 0.425 0.381 0.284

SalsaNext 0.087 0.051 0.034
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Table 4.3: Average runtime(in seconds) of selected models on MUN VLP-16 dataset

Model Laptop
Jetson AGX Xavier

15 W MAXN

RangeNet ++ 0.353 0.224 0.145

SalsaNext 0.202 0.052 0.033

4.3.1.1 Qualitative Performance Evaluation

Figures 4.5 and 4.6 show the visualization of the semantic labels predicted by the models
on both the down-sampled KITTI Velodyne dataset and MUN VLP-16 data. The semantic
predictions for MUN VLP-16 data delivered a low qualitative accuracy, as shown in Fig. 4.6.
The poor performance can result from the low point density of VLP-16 Lidars in the MUN
VLP-16 data and the difference in the point distribution for each semantic class between
the KITTI dataset and the MUN VLP-16 data. This issue can be addressed using a voxel
map generated by point cloud accumulation to increase the resolution of the input data.
However, literature prefers point-based methods when such map generation is involved, as
the generated maps do not have uniform density and have unordered points in the point
cloud.

40



(a) (b)

(c) (d)

Figure 4.5: Visualization of the predictions of the down-sampled KITTI sequence 08 (of each
screenshot, left image: colormap of the point cloud, right image: semantic segmentation of
the point cloud with Color codes:- pink: road, blue: vehicles, green: vegetation)

(a) (b)

Figure 4.6: Visualization of the predictions of the MUN payload data (of each screenshot,
left image: colormap of the point cloud, right image: semantic segmentation of the point
cloud).

4.4 Discussion

According to the table 4.1, RangeNet++ and SalsaNext models generated mIoU values far
less than 80% for the KITTI Velodyne Sequence 08 though they delivered faster runtime.
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This is an inadequate performance from a NN model for real-time safety-critical applica-
tions. Additionally, the visual outputs generated by the models for low-resolution Lidar
and downsampled Lidar data show that projection-based methods require transfer learning
when different Lidar sensors are used. The main reason is that the spherical projection of
the point cloud is generated based on the sensor parameters like resolution, the number of
Lidar channels, and FOV. This chapter performed a qualitative evaluation of state-of-the-art
projection-based methods when applied on VLP-16 Lidars and JAX computing hardware
used by the AI4L-112 project. The results highlight the high throughput rate that is possible
with the projection-based methods at the expense of considerable degradation in segmen-
tation accuracy due to the lower resolution of raw Lidar scans. Although increasing the
resolution is possible through accumulating point clouds to form maps, this does not guar-
antee the generation of ordered point clouds with uniform density which is a prerequisite for
project-based methods. The preparatory evaluation conducted in this chapter assisted with
the design decision of moving to point-based methods, which can better handle point cloud
maps generated using Lidars such as VLP-16. The next steps in the development process,
which use point cloud maps and point-based segmentation methods, are presented in Chapter
5. These circumstances suggest runtime optimization for point-based point cloud semantic
segmentation methods as they can deliver higher performance and are independent of sensor
parameters.
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Chapter 5

LZ detection using point-based
methods

As discussed in Chapter 4, although speed improvement is possible with the projection-based
network, the accuracy of projection-based methods is still questionable, especially for safety-
critical decisions like detecting landing zones. Additionally, these projection-based methods
are designed to run on raw data, and point-based methods are developed on aggregated
point cloud data, i.e., generated maps. However, for low-resolution Lidar like the VLP-16
sensor, the projection-based methods also require a method of point cloud aggregation before
range image generation for reasonable results. Also, this won’t guarantee the generation of
ordered point clouds with the uniform distribution required for projection-based methods,
which can result in inaccurate LZ detection. In safety-critical applications, high accuracy
and precision in identifying safe LZs are more pertinent than the detection speed. Therefore,
this chapter investigates point-based methods for point cloud segmentation and landing zone
detection. It will also evaluate the feasibility of integrating a deep neural network-based LZ
detection module into a Lidar mapping pipeline and investigate how point cloud aggregation
or sub-mapping (which will be described in the section 5.2.1.3) can be utilized to deliver an
accuracy-runtime trade-off for online LZ detection.

The first section will describe the selected point-based model and the reason for the selection.
The second section will overview the methodology, including the datasets used in transfer
learning and testing. The third section will present the point cloud processing module,
which is designed to be compatible with the overall architecture and evaluates the capability
of the system to provide landing zone proposals in a mapping pipeline. The fourth section
of this chapter will illustrate the experimental results and the performance evaluation of
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the developed model for the LZ detection method and show how the proposed method can
achieve the target accuracy-runtime trade-off when three variations of aerial Lidar datasets
are presented. The fourth section will also illustrate sample visualizations of how the NN
model achieves the objective of LZ detection in a VILOAM navigation pipeline of a VTOL
aircraft. The last section of this chapter will discuss the results, issues related to the proposed
method, and the next steps that can be done as future work.

5.1 Model Selection

Application of deep NN for LZ detection has advantages of incremental and adaptive learn-
ing from new data, faster runtime, use of graphical processing unit for computations which
can free the central processing unit (CPU) for other tasks, ease in fusing different NN net-
works, and code optimization capability compared to classical methods. The top-performing
point-based semantic segmentation model in the Semantic3D leaderboard is evaluated for its
performance on three variations of point cloud data to achieve this objective.

5.1.1 ConvPoint Model

As described in the chapter 2, the initial work of point-based point cloud semantic segmen-
tation can be found in [88] and [70]. Due to the ineffectiveness of those two models in terms
of runtime-accuracy trade-off and detecting several object classes, the ConvPoint model [73]
was selected based on the Semantic3D leaderboard and the online operational requirement.
In the ConvPoint model, a continuous convolutional layer was designed by adopting the
discrete convolution used for images. As shown in Fig. 5.1, the segmentation network has
an encoder-decoder structure, where the encoder is a stack of convolutions that reduces the
cardinality of the point cloud, while the decoder contains a stack of convolutions with skip
connections and a total of twelve convolutional layers. The last layer is a point-wise linear
layer used to generate an output dimension corresponding to the number of classes. At train-
ing time, the model randomly selects points in the considered point cloud and extracts all the
points in an infinite 8 meters wide vertical column centered on this selected point. During
testing, the model computes a 2D occupancy pixel map with a "pixel" size of 0.5 meters for
outdoor scenes by projecting vertically on the horizontal plane. Then, the model considers
each occupied cell as a center for a column (the same size as for training). For each column,
it randomly selects a given number of points (i.e.sampling size) which are fed as input to the
network. Finally, the output scores are aggregated at the point level, and points not seen by
the network will be given the label of their nearest neighbor.
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Figure 5.1: Sample illustration of ConvPoint semantic segmentation model

5.2 Methodology

This section will discuss the datasets used for transfer learning and testing for LZ detection,
labeling Lidar point clouds for landable and non-landable zones, the transfer learning process,
and the point cloud processing module.

5.2.1 Datasets

For this study, several representative datasets should be selected for deep learning module
training and testing purposes. Datasets that are freely available online were selected using
the following selection criterion. Since this work focuses on determining the LZs of a VTOL,
the point clouds should include areas with both landable and non-landable zones for a VTOL
drone or a helicopter. As there is a limited number of datasets available to suit the VTOL
landing zone application, which captures operational scenarios of VTOL vehicles, e.g., water
bodies, infrastructure, parking lots, flat but unlandable surfaces, etc.; in addition to the
online datasets, experimental datasets were also captured using a DJI M600 drone (Fig. 5.2)
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to support this work. A description of the datasets used for transfer learning is described in
this section.

(a) Data collection using MJI M600
quadcopter

(b) LiDAR-drone
setup

Figure 5.2: Data Collection setup by ISL

5.2.1.1 Semantic3D Benchmark

As the online dataset, the semantic3D benchmark [74] was selected. This benchmark has 30
point clouds captured using a survey LiDAR on the ground, which are already categorized
into eight classes, (1) man-made terrain, (2) natural terrain, (3) high vegetation, (4) low
vegetation, (5) buildings, (6) hard scape, (7) scanning artifacts, (8) cars, and an additional
label, (0) unlabeled points for data points without ground truth. Each data point consists of
x, y, and z coordinates, intensity, and image RGB (Red, Green, and Blue intensity) values.
Five datasets, namely Cathedral1, sg27-station1, sg27-station9, sg28-station5, and Castle1,
were selected from the semantic3D benchmark, as shown in Fig. 5.3. The dataset is a good
reference to assist with the transfer learning process. For ease in distinguishing between
different datasets, this dataset will be called the Semantic3D dataset hereafter in the text.
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(a) Cathedral1 (b) sg27-station1 (c) sg28-station5

(d) sg27-station9 (e) Castle1

Figure 5.3: Semantic3D datasets

5.2.1.2 Experimental data from DJI M600 - MUN dataset 1

Experimental dataset 1 was captured by a Velodyne Lidar sensor attached to a DJI M600
drone over two selected areas, Paradise and Holyrood, in Newfoundland, Canada. The data
collected in Paradise, which includes a football ground surrounded by vegetation, is defined
as the Paradise dataset. The data captured in Holyrood, which consists of a marine base
parking lot, is defined as the Holyrood dataset. Unlike the benchmark dataset classes, we
are interested in two classes, i.e., landable and non-landable, where non-landable regions can
include flat surfaces like water bodies, frozen lakes, marshlands, unstable ground, etc. Table
5.1 shows the number of points in each dataset and the number of points in the downsampled
sets used to test the transfer learned neural network (NN) model. The objective of using the
downsampled set in testing is to experiment with whether the NN model can perform at a
reasonable speed with a VLOAM pipeline. For ease of reference, this dataset will be called
the Holyrood-Paradise dataset.
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(a) Paradise (b) Holyrood

Figure 5.4: Intelligent Systems Lab (ISL) of the Memorial University of Newfoundland col-
lected dataset 1

Table 5.1: Number of points in the originally captured dataset vs. downsampled dataset

Dataset No.of points in original set No.of points in downsampled set[1]

Paradise 105 005 239 228 673

Holyrood 37 948 660 450 850

[1]The original large point cloud was downsampled using a voxelization method. This
approach allows the point clouds to be processed by the selected models within the given
memory constraints.

5.2.1.3 Post-processed experimental MUN dataset 1

The proposed architecture described in the section 5.3 can generate a local map with ap-
proximately 10,000 points at a time. To test the runtime-accuracy trade-off of the selected
models, the downsampled Holyrood test set is divided into several sub-point clouds with
varying points. Figure 5.5 shows that the entire point cloud is segmented into 11 sub-clouds
using CloudCompare software. Table 5.2 shows the number of points in each segmented
point cloud. For ease of reference, this post-processed dataset will be addressed as the post-
processed Holyrood dataset.
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Figure 5.5: Segmentation of Holyrood test set into sub-point clouds

Table 5.2: Number of points in sub-point clouds

Sub cloud No.of points Batch sizes[1] Sampling Sizes[2]

Sub point cloud 1 9065

8, 16, 32, 64
3000, 4000, 5000,..,
9000

Sub point cloud 2 15 793

Sub point cloud 3 11 632

Sub point cloud 4 9937

Sub point cloud 5 8978

Sub point cloud 6 15 965

Sub point cloud 7 20 436

Sub point cloud 8 15 365

Sub point cloud 9 15 319

Sub point cloud 10 15 187

Sub point cloud 11 13 600

[1]The batch size parameter is changed to evaluate the runtime-accuracy tradeoff for each
sub-point cloud.
[2]The sampling size is the number of points taken from the sub-point cloud in each batch
processing.

The above datasets are generated by combining Lidar scans in a map using point cloud
registration software with an offline post-processing workflow. However, these point cloud
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maps should be generated during runtime for real-time Landing zone detection. As a result,
a suitable Lidar mapping method should be in place. This work uses a VLOAM mapping
pipeline developed for the AI4L-112 project for this purpose. The overview of this pipeline
and integration of the Landing zone determination module in that pipeline is discussed in
the next section 5.3.

5.2.2 Labeling of Training Data

The flow diagram of the LZs labeling process of the dataset is shown in Fig. 5.6. The method
used is from [14], which uses a patch-based processing pipeline using xyz data of a point
cloud. Since the classical method is carried out on structured point clouds, the point clouds
are ordered depending on the x and y positions of each point. The point cloud is divided into
3m×3m patches, considering the dimensions of the DJIM600 quadcopter and ±1m navigation
accuracy. Then, planes are fitted to all patches. LZs are identified as the patches having
the standard deviation of the z-axis less than 0.5m and maximum z-deviation less than 6m.
Besides, the number of points per patch should exceed 15 points to be considered an LZ,
ensuring an average point density of 1 point at every 20cm×20cm region for a 3m×3m patch
[14]. A patch is chosen as landable if its slope is below 5◦. These parameters are adjusted to
suit each dataset so that representative landing zones are produced as part of the labeling
process.

Figure 5.6: Process flow of the geometric labeling

The algorithm in Fig. 5.6 could not detect water bodies, and it wrongly classified water areas
as landable zones, as shown in Fig. 5.7. This was resolved using a semantic labeling app by
manually selecting water areas and naming the point label as non-landable.
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(a) RGB colored Holyrood dataset without
outliers

(b) Colored LZs in the Holy-
rood dataset (Green:landable,
Red:non-landable)

Figure 5.7: Original Holyrood dataset and the colored LZs generated by geometric labeling

5.2.3 Transfer Learning

For transfer learning of the ConvPoint model for landing zone identification, the source code
was modified to output two object classes (i.e., landable and non-landable) and used the pre-
trained weights (pretrained on semantic3D dataset) as the initial checkpoint. As the training
set of the transfer learning of ConvPoint, the down-sampled semantic3d dataset and a part of
the Holyrood dataset containing points of the water bodies was used. The inputs contained
3D point data, original RGB data, and landable/non-landable labels. The remaining subset
of the Holyrood and paradise datasets were used as the testing data. To analyze the effect
of RGB values, fine-tuning is done with and without the RGB data input. Figures 5.8(a)
and 5.8(b) illustrate the transfer learning accuracy and loss, respectively, which indicates that
having the low-resolution color data in the point cloud provides only insignificant performance
gains. Therefore a separate NN model dealing with high-resolution color data is preferable
to utilize color information.

(a) Transfer learning accuracy (b) Transfer learning loss

Figure 5.8: Transfer learning graphs
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5.3 Point cloud processing module

VLOAM [89] is an odometry and mapping method that combines visual and Lidar sensor
data to create an accurate and reliable localization and mapping solution with a six Degrees
of Freedom (DoF) ego-motion estimation and a spatial representation of the environment.
When visual sensors are used independently, they face challenges such as scale uncertainty
with monocular cameras, sufficient lighting requirement, frame-to-frame lighting consistency,
the need for static scenes, etc. The common challenges of Lidar odometry are low data rate,
the requirement of Lidar pose information, and motion distortion due to scan rates. VLOAM
architecture bridges over the weaknesses of both visual and Lidar sensors allowing accurate
estimation, mapping, and localization. This online odometry and mapping method simul-
taneously creates a point cloud map of the environment while estimating the motion of the
sensors system. In the VLOAM architecture, the visual odometry component accounts for
motion estimation between two image frames, while the Lidar odometry is responsible for
transformation estimation and map construction from the registered scans.

In the proposed architecture, the point cloud semantic segmentation module is embedded into
a VLOAM subsystem as shown in Fig. 5.9. In the VLOAM subsystem, there are three main
sensor systems, i.e., Camera, IMU, and Lidar. Feature points tracked from the camera input
and the IMU odometry computed by the IMU pre-integration are fed into the visual update
unit, which computes the visual-inertial odometry solution. This visual-inertial odometry,
combined with the extracted Lidar features, is then input into the Lidar odometry update
unit to generate visual inertial Lidar odometry. This output is then utilized to create a vi-
sual Lidar mapping combined with the point cloud generated by the Lidar unit. The place
matches from the place recognition subsystem will also be used as an additional input into
the visual Lidar mapping to make it further accurate and robust.

The LZ detection subsystem has a few components that will use the sensor units and the
local point cloud map generated by the visual Lidar mapping. The image segmentation and
object detection modules are additional components that will assist in the LZ detection task
by using texture-based features of the images. Both point cloud LZ labels and image pixel
labels will be fused with object tracking to generate combined labels with bounding boxes
for identified zones and objects.
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Figure 5.9: Overview of the total architecture and the proposed LZ identification module in
this paper (highlighted)

As shown in the above Fig. 5.9, the VLOAM subsystem will generate a local point cloud map
with the desired number of points which will then be published into the point cloud semantic
segmentation module to generate the landing zone labels. This chapter of the thesis focuses
on the LZ labels generated by the point cloud semantic segmentation module and will detail
the experiments on the module and the corresponding contribution to the whole system. The
main objective of these experiments is to learn the best hyperparameter combination that
can generate LZ labels from a neural network model at a rate that can compete with the
local point cloud map generation speed. A 1 Hz specified target is used for this study which
allows to incrementally color of the generated point cloud by the VILOAM subsystem for LZ
detection purposes.
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5.3.1 Datasets generated using VILOAM architecture

This sub-section will overview the aerial Lidar datasets captured using the VLOAM subsys-
tem in Fig. 5.9.

5.3.1.1 Pipeline data - MUN dataset 2

The pipeline data are the local maps generated by the VLOAM module of the proposed
system. Figure 5.10(a) shows the point cloud map generated by the VLOAM subsystem,
which was implemented on the Intelligent Systems Lab (ISL) drone in Fig. 5.10(c), and Fig.
5.10(b) shows one of the images captured by the monocular camera mounted onto the same
drone. For reference purposes, this dataset will be called the Lighthouse dataset throughout
the thesis.

(a) Sample point cloud
from the MUN dataset 2

(b) An aerial image of the location

(c) Payload on MUN drone

Figure 5.10: ISL of the Memorial University of Newfoundland collected dataset 2

5.3.1.2 Pipeline data - MUN dataset 3

This third dataset was captured using the payload mounted to a Bell-412 helicopter. The
payload design is shown in Fi.g 5.11(a), and the Bell-412 helicopter used for taking the data
is shown in Fig. 5.11(b). For reference, this dataset will be termed the Bell-412 dataset.
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(a) Payload structure (b) Bell-412 helicopter

Figure 5.11: Bell-412 helicopter setup with the payload

Figure 5.12 illustrates the path of the Bell-412 helicopter on a Google Satellite map based on
the GPS data taken by the payload setup. Figure 5.13 is a sample visualization of the map
generated by the VLOAM system onboard the payload.

Figure 5.12: Flight path of Bell-412
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Figure 5.13: Sample Lidar data from the payload onboard Bell-412

5.3.2 Labeling pipeline data

Since there aren’t ground truth labels available for the pipeline data, it is required to label
the data for landable and non-landable zones. The labeling process in Fig. 5.6 cannot be used
for the pipeline data as it works on generated maps and is written in Python, which can take
a long time to generate labels. Therefore, an efficient VLOAM-compatible algorithm should
be designed using C++ programming, with the capability of integrating into the VLOAM
subsystem. The flow diagram in Fig. 5.14 shows the algorithm developed to achieve this
objective. This method can render the LZ labels for each point cloud while generating the
point cloud map and coloring the map accordingly.
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Figure 5.14: Process flow of the labeling of pipeline data

Figures 5.15 and 5.16 show the LZs generated by the algorithm in Fig. 5.14 for two datasets
captured by the payload on Bell-412. Further work planned on using this pipeline data on
the ConvPoint model will be discussed in section 6.3.
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Figure 5.15: Dataset 1 of VLOAM pipeline data captured by Bell-412

Figure 5.16: Dataset 6 of VLOAM pipeline data captured by Bell-412

5.4 Experimental Results

This section provides the main results of the point-based network evaluated on the Holyrood-
Paradise dataset, the post-processed Holyrood dataset, the Lighthouse dataset, and the Bell-
412 dataset. First, the results of the test data from the Holyrood-Paradise dataset are
presented, and then the results on the post-processed Holyrood data will be presented, and
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eventually, the results on the Lighthouse dataset will be described.

Nvidia Jetson AGX Xavier (Jetson AGX) developer kit was used to perform a comparative
performance evaluation in the accuracy-runtime trade-off of the ConvPoint model for LZs
detection for the different forms of the datasets. The Nvidia Jetson AGX is developed espe-
cially for autonomous machines, where it accelerates compute density and energy efficiency.
Artificial Intelligence (AI) inference capabilities in intelligent machines like robots, factory
systems, and UAVs can use this computing hardware given the 105mm×105mm×65mm form
factor, 630g weight, and max 35 Watt power consumption.

5.4.1 Results: Holyrood-Paradise dataset

The Figs. 5.17,5.18, and Table 5.3 report the quantitative and qualitative performance of the
ConvPoint model for LZ detection on the original down-sampled experimental datasets. It
is shown that the fine-tuned ConvPoint model delivered comparable performance, especially
in identifying the water regions, i.e., the Holyrood dataset. The fine-tuned ConvPoint model
is evaluated on the Jetson AGX for prediction accuracy and inference time when two power
modes are available. As summarized in Table 5.3, the use of maximum power mode has taken
lesser inference time and generated higher throughput. However, the inference time of the
ConvPoint model is comparatively long though it has scored a higher accuracy which is a
reasonable drawback for real-time point cloud semantic segmentation.

(a) Paradise dataset (b) Predictions on Google Co-
lab

(c) Predictions on Jetson AGX

Figure 5.17: Visualization of Landing zone detection for Paradise dataset. LZs are in yellow
color, and non-LZs are in red color
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(a) Holyrood test set (b) Predictions on Google Co-
lab

(c) Predictions on Jetson AGX

Figure 5.18: Visualization of Landing zone detection for Holyrood test dataset. LZs are in
yellow color, and non-LZs are in red color

Table 5.3: Performance on Holyrood-Paradise dataset

Dataset

Google Colab[1] Jetson AGX Xavier[2]

Inference time (s) Accuracy (%) Throughput (pts/s)
Inference time (s) throughput (pts/s)

accuracy (%)

15 W MAXN 15 W MAXN

Paradise 57.83 89.72 3,940.15 31.25 18.92 7,291.11 12,044.84 89.60

Holyrood 41.63 92.13 3,633.85 29.16 14.78 5,187.30 10,238.37 91.68

[1]Google Colaboratory space equipped with Tesla T4 GPU
[2]The Jetson AGX module has several power modes in which it can be operated. These
power modes differentiate the use of GPU resources. While 15W is the default power mode,
MAXN mode utilizes all the available resources.

5.4.2 Results: Post-processed Holyrood dataset

This section will illustrate the performance of the ConvPoint model on the sectioned Holyrood
dataset in the methods of qualitative, quantitative, and graphical evaluations.

5.4.2.1 Qualitative Evaluation

Figure 5.19 visualizes the LZs predictions computed by the ConvPoint model on the sectioned
experimental dataset for different sampling sizes and a defined batch size of 24. In the
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visualization, the predictions on each sub-point cloud are displayed in a merged point cloud
to demonstrate the qualitative accuracy of the output. Figure 5.19(a) is the original Holyrood
test set with the actual color values, while Fig. 5.19(b) contains the color-coded LZs for the
original dataset. Figures 5.19(c), 5.19(d), 5.19(e), 5.19(f), 5.19(g), 5.19(h) and 5.19(i) show
how the predictions change when the sampling size changes with a given batch size, i.e. 24.

(a) Original Holyrood
dataset with actual color
values

(b) Original Holyrood
dataset with ground-truth
labels

(c) Sampling size: 3000

(d) Sampling size: 4000 (e) Sampling size: 5000 (f) Sampling size: 6000

(g) Sampling size: 7000 (h) Sampling size: 8000 (i) Sampling size: 9000

Figure 5.19: Visualization of Landing zone detection for post-processed Holyrood merged
point cloud. LZs are in yellow color, and non-LZs are in red color

5.4.2.2 Quantitative Evaluation

Table 5.4 tabulates the quantitative performance of the ConvPoint model for the partitioned
Holyrood test set for three different sampling sizes (i.e., 3000, 6000, 9000) with a fixed batch
size of 24 on Jetson AGX Xavier when Max power mode was set.
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Table 5.4: Performance of ConvPoint model on the post-processed experimental dataset for
the sampling sizes 3000, 6000 and 9000

Sub point
cloud

Inference times(s) Throughput(pts/s) Accuracy (%)

3000 6000 9000 3000 6000 9000 3000 6000 9000

sub cloud 1 1.09 1.87 3.01 8,318.40 4,859.32 3,016.23 22.23 94.42 88.94

sub cloud 2 1.10 1.66 2.21 14,392.31 9,532.94 7,135.31 52.88 95.85 92.13

sub cloud 3 0.87 1.33 1.80 13,294.26 8,767.27 6,453.84 44.46 94.11 97.98

sub cloud 4 0.83 1.31 1.78 12,034.65 7,585.73 5,581.70 8.98 72.12 91.94

sub cloud 5 0.72 1.09 1.46 12,513.06 8,223.87 6,167.99 0.70 69.57 99.99

sub cloud 6 0.88 1.34 1.87 18,104.54 11,908.23 8,540.46 88.99 89.68 89.00

sub cloud 7 1.08 1.60 2.43 18,892.94 12,759.38 8,394.01 93.02 92.10 91.91

sub cloud 8 1.12 1.87 2.83 13,761.73 8,228.74 5,420.82 88.21 87.95 83.79

sub cloud 9 0.87 1.34 1.83 17,641.84 11,390.12 8,392.60 94.24 93.67 86.62

sub cloud 10 0.92 1.42 2.02 16,581.09 10,704.60 7,533.99 92.20 94.85 93.30

sub cloud 11 0.89 1.48 2.09 15,323.76 9,210.53 6,506.59 70.65 93.40 95.18
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5.4.2.3 Graphical Evaluation

Figures 5.20, 5.21, 5.22 and 5.23 illustrate how the ConvPoint model performed when different
combinations of batch sizes and sampling sizes are defined. Figure 5.23 shows how the
accuracy would fluctuate for different batch sizes and sampling sizes on the partitioned sets
containing water bodies.

Figure 5.20: Inference time vs. batch size and sampling size for each partitioned dataset
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Figure 5.21: Throughput vs. batch size and sampling size for each partitioned dataset

Figure 5.22: Accuracy vs. batch size and sampling size for each partitioned dataset
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Figure 5.23: Accuracy vs. batch size and sampling size for each partitioned set containing
water bodies

Illustrations in sections 5.4.2.1, 5.4.2.2 and 5.4.2.3 present how the performance of the Con-
vPoint model on the partitioned Holyrood test set would transform when different hyper-
parameters (i.e.batch size, sampling size) are selected. From the Figs. 5.21 and 5.22 it can
be perceived that a lower sampling size can generate high throughput. Although smaller
sampling sizes have trouble with water bodies detection, it is not the concern of our task as
the image segmentation module will handle it. Therefore, a comparatively smaller sampling
size with larger batch size and an inference time of 1Hz is a suitable hyperparameter setting
to gain a better trade-off for the VLOAM pipeline data rate.

5.4.3 Implementing the LZ detection module on Lighthouse dataset

Figure 5.24 shows LZs predictions generated by the ConvPoint model on a few point cloud
maps generated by the VLOAM subsystem. Figure 5.24(a) visualizes the original point cloud
maps merged together and the helipad in a green bounded box and Figs. 5.24(b), 5.24(c)
and 5.24(d) show how the ConvPoint model detected the helipad as a LZ. From the visual
illustrations of the results generated by both the classical method and the ConvPoint NN
model, it can be seen that the ConvPoint model has outperformed the classical method in
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correctly identifying the helipad region as the LZ. The predicted LZ area for the helipad in
Fig. 5.24 is smaller than the original helipad shown in the bounding box. The anticipated
reason can be the block size value of the infinite column of points used in the transfer learning
process of the ConvPoint model or the block size used in the testing process. The runtime
for the ConvPoint model to make predictions and the issue with the area of the predicted
LZs validate the requirement of further optimization and transfer learning of the NN model.

(a) Merged point cloud maps where the heli-
pad is shown by the green square. A helipad
is considered a LZ.

(b) Point cloud map 1
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(c) Point cloud map 2 (d) Point cloud map 3

Figure 5.24: Visualization of landing zone detection on several Lighthouse dataset point
cloud maps by the ConvPoint model. LZs are in yellow color, and non-LZs are in red color

5.5 Discussion

This report proposes a novel landing zone detection architecture for VTOL vehicles. The
developed module can coexist with a VLOAM pipeline of the vehicle and provides a collab-
orative advantage for the system. Performance evaluation results of a selected point-based
semantic segmentation model for landing zone detection are presented on three variations
of aerial datasets. When writing this article, the proposed architecture is the best perform-
ing approach in safe LZs detection in different landscapes for VTOL vehicles using neural
network models compared to the literature discussed in the Introduction section. Based on
the Semantic3D benchmark leaderboard, ConvPoint architecture was selected as the target
model for the task. The findings showed that the model performs contrastingly for different
combinations of hyperparameters, i.e., batch size and sampling size, in terms of the perfor-
mance metrics, i.e., inference time, throughput, and accuracy. Finding the most suitable
hyperparameter combination is essential to derive a better accuracy-runtime trade-off for
online LZs detection. Additionally, detecting water bodies, marshlands, and low vegetation
as non-landable is crucial for VTOL operations. From the results described in this chapter, it
is evident that a larger sampling size should be set to get a comparatively accurate detection
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of water areas in the given dataset, which also can lead to lower throughput (higher inference
time). This bottleneck can be resolved by fusing the semantic labels generated by the point
cloud segmentation with the pixel labels generated by the color image semantic segmenta-
tion of the same region. The next step of the proposed architecture is the fusion of point
cloud labels, pixel labels, and object tracks to deliver combined labels with bounding boxes.
Additional transfer learning on more data is also required to detect the full region of LZs
like helipads and will be achieved in the next steps of this task. Future work on the LZ de-
tection using point cloud semantic segmentation to reach the Lidar update rate will include
TensorRT optimizations, further simplification of the NN model, and C++ programming
optimization on GPU utilization.

68



Chapter 6

Conclusion

The main objective of this thesis was to evaluate the performance of deep learning algorithms
for intense environment applications. Two studies were discussed in this thesis; sea-ice de-
tection using Deeplab and LZ detection using point cloud semantic segmentation.

6.1 Summary of findings

The objectives of the first study, sea-ice detection, were divided into five deliverable tasks.
The first objective was to research and select a state-of-the-art semantic feature-based ob-
ject detection NN model that can be compared to the baseline NN architecture. Several
constraints should be satisfied in selecting such a model, such as object detection using se-
mantic segmentation, transfer-learning ability, the similarity between object classes, and the
feasibility of exporting the model into a mobile-compatible format. The PSPNet model was
selected as the baseline architecture due to previous work in the same sea-ice detection do-
main. Based on the criteria, Deeplabv3 was selected for the task of sea-ice detection.

The second and third objectives of the sea-ice detection study were to acquire relevant im-
age data, data preprocessing into the compatible input format, transfer-learn on pretrained
weights of Deeplabv3, and validate the performance. Transfer-learning loss and accuracy
were calculated for the validation set and then tested for the performance on test data. As
the fourth objective, the fine-tuned model was evaluated for its runtime performance and
mIoU on a navigation module, and the results were compared with the baseline model. The
Deeplabv3 model recorded an IoU of 95.27% for ice class, 98.27% for sky detection, and
91.25% for ocean class. This significantly improved compared to the PSPNet outputs of
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94.7%, 95.7%, and 80.8% for the same class labels, respectively. Deeplabv3 took an average
of 0.08s per image to generate the semantic labels, which substantially improved inference
time compared to 1.91s of the PSPNet model.

The final objective of this study was to export the transfer-learned model into an inference
graph that can be deployed on a navigation box and into a lite version for embedding into
a mobile application. The exported lite version of the Deeplabv3 was integrated into an
application that recorded an inference time of 12s per image.

The challenging component of this study was addressing the lens artifacts that can obstruct
the features of the images. This study’s future work will consider this issue when generating
the training images and labeling the ground truth object classes. Additional future work will
include improving the performance of the Deeplabv3 model, the functionality of the model
for operational risk assessment, and the detection of different ice categories.

The second study in this thesis is LZ detection using point cloud semantic segmentation.
This study is also divided into five objectives based on the problem of LZ detection and
expected contributions. The first objective was to research state-of-the-art point cloud se-
mantic segmentation models in projection-based and point-based architectures. Here also,
model selection was based on several criteria, including transfer learning capability and sim-
ilarity between original object classes and new LZ labels.

This study’s second and third objectives were to acquire relevant Lidar data for LZ detection,
label the datasets into two classes as landable and non-landable using geometric features and
manual corrections, transfer-learn the selected models, and validate the performance. The
fourth objective was to evaluate the performance of the selected models for the test data and
finally test for the accuracy-runtime tradeoff and the feasibility of integrating it in a VLOAM
pipeline.

First, projection-based point cloud semantic segmentation methods were evaluated to achieve
the LZ detection study’s objectives. For this task, RangeNet++ and SalsaNext models were
evaluated on the KITTI Velodyne test sequence 08 for their inference runtime and perfor-
mance in detecting objections. RangeNet++ model delivered a mIoU of 50.30%, an average
throughput of 186,362pts/s, and an average runtime of 0.66s, while the SalsaNext model
resulted in a mIoU of 55.80%, average throughput of 763,450pts/s and an average runtime
of 0.16s for the KITTI Velodyne sequence 08. Though these two models generated a faster
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runtime, their mIoU performance was below the expected level for real-time safety-critical
applications. Moreover, projection-based networks are designed to run on raw point cloud
data, which require point cloud aggregation applied to a low-resolution Lidar, like a VLP-
16 sensor, before generating the range image. These complications overruled project-based
semantic segmentation methods and demanded a runtime optimization for point-based net-
works

This study proposed a novel landing zone detection architecture where a point-based point
cloud semantic segmentation model will be used with a better runtime-accuracy tradeoff to
generate LZ labels and an image-based object detection model to project pixel-based labels
onto the point cloud map. The thesis focused on integrating the ConvPoint NN model into
the VLOAM pipeline and investigated how point cloud aggregation or sub-mapping can de-
liver an accuracy-runtime tradeoff for online LZ detection. The ConvPoint model was tested
on four variations of aerial Lidar datasets for their performance in terms of mIoU, inference
time, and throughput. In the context where ground truth labels were unavailable for the test
sets, the LZ predictions of the models were evaluated based on visual outputs.

Finding the optimal hyperparameters set of the ConvPoint model for the inference on Lidar
point clouds was the most challenging task. The model was required to predict LZ labels for
input point clouds with a rate of 1-10Hz. This was a difficult task as the ConvPoint model is
a point-based network and requires more memory and processing time when the point cloud
size grew. To address this complication, sub-mapping was attempted, and hyperparameters
were tuned accordingly. The thesis graphed the variation of inference time and throughput
when different hyperparameter values were set.

Another challenge encountered was the programming language-based optimization. Since
the ConvPoint model was coded in Python and PyTorch, there was limited feasibility in
converting it into a C++ program. Due to this, publishing the sub-maps generated by the
C++ program into a new ROS topic was required, and the Python-based ConvPoint model
applied the inference on the sub-maps by subscribing to this topic. The C++-based sub-map
generation program could compute at the same speed as the input point cloud maps, but the
ConvPoint model could not make the inference work at the same rate. This is a major issue
that should be addressed in future work.
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6.2 Research Contributions

The contributions of each study can be listed as follows.

• The research findings of the first study: sea-ice detection described in Chapter 3, were
published at the OCEANS conference in 2021.

• The results of the initial performance comparison between the classical geometric
method and the ConvPoint model for LZ detection on the Holyrood-Paradise dataset
were presented at the 77th Annual Forum of the Vertical Flight Society in 2021. The
results contained the runtime performance of the ConvPoint model on the Holyrood-
Paradise dataset when deployed on the JAX Kit.

• The comparison of projection-based point cloud segmentation methods for VLOAM-
based systems was presented at the NECEC 2021 conference.

• The findings and experimental results of integrating the ConvPoint NN model into
the VLOAM pipeline and comparing it with the geometric method are in writing for
manuscript submission to the Journal of Drone Systems and Applications of Canadian
Science Publishing.

6.3 Future Work

The future work of the sea-ice detection component of the thesis will include the classification
and detection of different ice types, fine-tuning the NN model for different types of images
taken at different locations of the ship, addition of “unclassified" object class to segment
entities not belonging to any classes, and fine-tuning the NN model to ignore lens artifacts.
The latest development of the Deeplabv3 model, Deeplabv3+, can be evaluated for its per-
formance in sea-ice detection as a part of future work.

The future work of the LZ detection project will consist of further optimizing the NN model
for integrating into a VLOAM pipeline using C++ programming, fine-tuning the NN model
for different aerial Lidar scenarios, comparing the accuracy-runtime performance between
the NN model and the geometric algorithm, and developing the complete LZ detection ar-
chitecture which can be easily integrated into any VLOAM pipeline. In future work, transfer
learning of the ConvPoint model will be carried out using the pipeline data described in
section 5.3.2. The findings of the next steps of the LZ detection project will be published at
a top-tier conference/ journal.
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