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Abstract 
 

The increasing appearance of multidrug-resistant pathogens has created an urgent need for suitable 

alternatives to current antibiotics. Antimicrobial peptides (AMPs), which act as defensive weapons 

against microbes, have shown great promise because bacteria develop no or low resistance to 

AMPs. However, only a few antimicrobial peptides are clinically available for clinical use.  

 Understanding how non-phospholipid components of bacteria affect antimicrobial peptide-

induced membrane disruption is important for a comprehensive understanding of AMP 

mechanisms and informing AMP-based drug development. Therefore, the main aim of this thesis 

was to investigate how lipopolysaccharide (LPS) affects membrane disruption by the AMP MSI-

78 and compare the results to the effect of TP2, a cell-penetrating peptide that crosses membrane 

bilayers without permeabilizing them. We destabilize the LPS layer of Escherichia coli (E. coli) 

cells via chelation of the stabilizing divalent cations. 2H NMR observations of membrane-

deuterated E. coli demonstrate that an ethylenediaminetetraacetic acid (EDTA) concentration of 

9.0 mM alone has a minor effect on lipid acyl chain order. Interestingly, we find that E. coli 

pretreated with 9.0 mM EDTA are more sensitive to AMP-induced acyl chain disruption resulting 

from subsequent treatment with the AMP MSI-78. This indicates that LPS protects E. coli from 

membrane disruption caused by MSI-78.  Surprisingly, we also found that at the level of 2H-NMR, 

the peptide-induced acyl chain disruptions are similar for MSI-78 and CPP-TP2, although MSI-78 

permeabilizes the bilayer and TP2 does not.  Furthermore, having intact LPS appears to sensitize 

the bacteria to TP2, in contrast to intact LPS’ ability to protect bacteria from MSI-78.  

I also provide some information about AMP selectivity by examining whether non-

bacterial cells, i.e., mammalian cells, can compete with bacteria for AMP binding in a mixture of 



iii 
 

bacteria and mammalian cells. Interestingly, our preliminary data shows that when the MSI-78 

was added to the mixture of cells, i.e., membrane-deuterated E. coli and Ramos cells, the presence 

of Ramos cells slightly reduced the amount of MSI-78 available to interact with the E. coli. 

Presumably due to some binding of MSI-78 by the Ramos cells. 

Overall, we show here that LPS, present in bacteria but not model membranes, protects 

bacteria to some extent from the AMP MSI-78. LPS protection from AMP membrane 

permeabilization would explain why model lipid bilayers are more prone to permeabilization by 

AMP than are bilayers in whole bacteria. In addition, since efforts to optimize AMPs as drugs 

often rely solely on optimizing the AMP’s lipid-permeabilizing activities, consideration of other 

interactions like AMP-LPS interactions may prove helpful in AMP-based drug design. 
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Chapter 1.  Introduction 

1.1 Conventional antibiotics and bacteria 

1.1.1 History of antibiotics 

Antibiotics are defined as therapeutic agents used to treat and prevent bacterial and fungal 

infections. The classical definition of antibiotic is a small molecule that are made by 

microorganisms, and which are antagonistic to other microorganisms. The antibiotic can either kill 

microbes or prevent  microbial growth. Antibiotics as therapeutic agents date back to at least as 

early as AD 350 when they were used by the Nubians,[1] who used what were later shown to be 

tetracycline-based compounds to treat infections like pneumonia.  

Microorganisms produce antibiotics to protect their environmental niche and inhibit the 

growth of competing microorganisms. In 1928 Sir Alexander Fleming noticed that the zone 

immediately around a Penicillium mold (fungi) inhibited Staphylococcus growth. Fleming 

hypothesized that the mold secreted an active compound to inhibit bacterial growth. The active 

compound secreted by the mold was penicillin which was further developed and purified by Ernst 

Chain and Howard Florey. It was initially used in 1942 during World War II [2].  

The antibiotics field then experienced a “golden” era as many families of antibiotics, such 

as sulfonamides, aminoglycosides, fluoroquinolones and cephalosporins, were discovered in the 

next 20 years. These novel discoveries led to large-scale therapeutic research, and the commercial 

industry focused on treating bacterial infections. Interestingly, different families of antibiotics 

target different components of the bacteria, which will be described in detail in section 1.1.3. 
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1.1.2 Structure of Bacterial Cell and Membrane 

It is important to understand the basic structure and components of the bacterial cell 

envelope before looking into the mechanism of action of certain antibiotics. Bacteria are divided 

into two broad classes, i.e., Gram-positive and Gram-negative. The morphology and molecular 

components of membranes from Gram-positive bacteria (Fig. 1.1A) are structurally different from 

those of Gram-negative bacteria (Fig. 1.1B).   

Gram-negative bacteria are generally characterized by their cell wall consisting of a thin 

peptidoglycan layer and an outer membrane. The outer layer of the outer membrane contains 

lipopolysaccharide as the major lipid component, a lipid species unique to Gram-negative bacteria 

[3]. Gram-positive bacteria lack the outer membrane layer that Gram-negative bacteria [4]. In 

addition, the cell wall of Gram-positive bacteria contains teichoic acids. The major lipid 

components of the inner monolayer of the outer membrane of Gram-negative bacteria and the 

monolayers of the cell membrane of both types of bacteria include zwitterionic and negative 

phospholipid, mainly phosphatidylethanolamine, phosphatidylglycerol, and cardiolipin  [5].  
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Fig. 1.1 A: Gram-positive bacteria, PGN: peptidoglycan layer, TA: Teichoic Acid and B: 

Gram-negative bacteria, LPS: Lipopolysaccharide layer, OM: the outer membrane, IM: 

inner membrane. The purple “P” is phosphate (Created in Biorender.com)  
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Gram-negative bacteria's outer membrane (OM) is a highly asymmetric bilayer membrane. 

It serves as a barrier to prevent the entry of noxious compounds and simultaneously allows the 

influx of nutrient molecules [6]. The LPS layer is an excellent barrier to foreign molecules that are 

harmful to the bacteria, such as antibiotics and lysozyme. It contains a negative surface charge that 

helps stabilize the overall membrane structure [7].  

LPS typically comprises three distinct regions: lipid A, a core oligosaccharide, and an O-

antigenic polysaccharide [8]. The basic structure of LPS, a covalently linked lipid and 

heteropolysaccharide (Fig. 1.2), is common to all LPS molecules in Gram-negative bacteria, but 

otherwise, there are extensive variations in the chemical structures of LPS depending on bacterial 

strain and species [9]. 

1.1.2.1 Lipid A 

 The lipid A domain anchors the LPS in the outer membrane and is the most conserved part 

of  LPS [6]. A common type of lipid A occurs in E. coli, in which the hydrophilic backbone consists 

of a β-(1     6)-linked 2-amino 2-deoxyglucopyranose (GlcN) disaccharide, carrying two phosphate 

groups at positions 1 and 4 ' and four moieties of (R)3-hydroxymyristic acid in ester and amide 

linkages [10]. The negatively charged phosphate groups are important for reinforcing the LPS 

monolayer by linking molecules via ionic bridges with divalent cations [6].  

 Lipid A is generally required for bacterial growth as it is needed to maintain the integrity 

of the outer membrane barrier [11]. Therefore, several inhibitory agents targeting its synthesis 

have been investigated to produce novel antimicrobials [12]. 
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Fig. 1.2: Chemical structure of wild-type lipopolysaccharides (LPSs) from E. coli, Gal, 

(brown) galactose; Glc, (blue) glucose; GlcN, (purple) N-acetylglucosamine; Hep, L- 

glycero-D-manno-heptoseketo-deoxyoctulosonate; Kdo, 3-deoxy-D-manno-2-octulosonic 

acid; P, (yellow) phosphate. (Created in Biorender.com)  
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1.1.2.2 The core oligosaccharide 

 The complex heteropolysaccharide (core oligosaccharide and O-specific chain) is 

covalently linked to position 6' of lipid A [10]. The core region can be subdivided based on 

structural features into the inner (ReLPS) and outer core regions (RaLPS). The inner core region 

is composed of at least one molecule of 3-deoxy-α-D-manno-oct-2-ulopyranosonic acid (also 

called 2-keto-3-deoxyoctulosonic acid, Kdo) and two or more residues of L-glycero-α-D-manno-

heptopyranose (L, D-Hep) [8]. The outer core typically consists of common hexose sugars, such 

as glucose, galactose, N-acetyl galactosamine and N-acetyl glucosamine and is generally more 

variable than the inner core region [12]. The composition of the core has an essential role in the 

biological activity of LPS. The core also has a negative charge conferred by the phosphorylated 

groups [8, 12].  

The 2-keto-3-deoxyoctulosonic acid (Kdo) is the most conserved part of the LPS having a 

negatively charged substituent [6]. The negative charges provided by the phosphate groups in the 

Hep region of E. coli are essential in maintaining the barrier function of the OM by offering sites 

for cross-linking adjacent LPS molecules with divalent cations [11,13]. These negative charges, 

provided by residues Kdo and phosphate, allow neighbouring LPS molecules to be crosslinked by 

divalent cations (Mg2+ and Ca2+), structurally reinforcing the OM [14]. Likewise, the negative 

charges play an important role in creating interaction between LPS and positive charges of OM 

proteins. This part of the LPS is selectively targeted by several cationic antibiotics and positively 

charged host defence peptides [8]. 

1.1.2.3 The O-specific chain  

 The third component of LPS, the O-specific chain (O-antigen), is a highly variable 

polysaccharide [15,16]. It consists of repeating oligosaccharide subunits made up of three to five 
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sugars. The individual chains can vary in length, extending up to 40 repeat units. The O-

polysaccharide is much longer than the core oligosaccharide, and, it contains the hydrophilic part 

of the LPS [10,15]. The O-antigen is generally not essential for the survival of bacteria; however, 

several studies have shown that O-antigen plays an important role in the effective colonization of 

host cells, resistance to complement-mediated killing and resistance to cationic antimicrobial 

peptides that are key elements of the immune system [17]. 

1.1.3 Categories of antibiotics 

 Antibiotics can be categorized according to their mechanism of action. There are hundreds 

of antibiotics [13], which can be natural, synthetic, or semi-synthetic, making classification 

important. Antibiotics commonly kill or inhibit the growth of bacteria by hindering a major 

pathway or interacting with a specific structural component. The common classes of antibiotics 

and their mechanisms of action are summarized in Table 1.1.  

Penicillin is the name given to a group of antibiotics, including penicillin G, penicillin V, 

and ampicillin. The structural similarity is the β lactam ring necessary to inhibit the cell wall 

synthesis in bacteria. The β lactam moiety binds to D- alanyl-D-alanine-transpeptidase, an enzyme 

that normally facilitates the peptidoglycan cross-linking. This binding interaction leads to the 

weakening of the cell wall, which can result in bacterial cell lysis due to the osmotic pressure [18]. 

Interestingly, tetracycline-based antibiotics such as methacyclin work synergistically with 

penicillin as penicillin weakens the peptidoglycan and facilitates the entry of methacyclin into the 

bacterial cells to inhibit protein synthesis [19]. Sulfonamides are a class of synthetic antimicrobial 

drugs used broadly to treat human and animal bacterial infections. Sulfonamides are competitive 

antagonists and structural analogs of p-aminobenzoic acid (PABA) in folic acid synthesis, which 

is essential for further DNA production in bacteria [20,21]. Nalidixic acid is considered the first 
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generation of quinolones, and it was introduced in 1962. It was initially for Gram-negative urinary 

tract infections in humans and animals. Ciprofloxacin was one of the most used fluoroquinolones 

and was introduced in the market in 1987 [22]. Rifampin is an antibacterial agent that targets 

Gram-positive and Gram-negative bacteria, for example, Mycobacteria, Clostridium difficile, 

Neisseria meningitides and Hemophilus influenza [23]. Its mechanism of action is by specifically 

inhibiting bacterial RNA polymerase, RNA polymerase is responsible for DNA transcription by 

forming a stable drug-enzyme complex with a binding constant of 10-9 M (at 37C). Bacterial 

resistance to rifampin is caused by a mutation in that changes the structure of the beta subunits of 

RNA polymerase [23]. 
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Table 1.1: Classes of antibiotics, mechanism of actions and acquired resistance. 

 

 

 

 

 

 

 

Antibiotic class (example) Mechanism of action Mechanism of acquired 

resistance 

1. β lactams [24] 

 Penicillin (penicillin, 

ampicillin) 

 Cephalosporins (cefotaxime) 

 Carbapenems (imipenem) 

 Monobactams (aztreonam) 

 Tetracyclines (methacycline) 

Interference of cell 

wall synthesis [24] 

 

 

 

 

Inhibition of protein 

synthesis [21, 25] 

 β lactamases produced by 

bacteria that cleave the β 

lactam ring 

 Modified or low-affinity 

DD-transpeptidase 

 Removal by efflux pump 

 Modification of targets 

such as ribosomes 

Tetracyclines (methacycline) 

 

Inhibition of protein 

synthesis [21,25] 
 Modification of targets 

such as ribosomes 

 

Sulfonamide (sulfamethoxazole) Inhibition of folic acid 

synthesis [21] 
 New enzymes via the 

acquisition of foreign genes 

Fluoroquinolones  Inhibition of DNA 

replications [21] 
 Modification of the target 

enzymes involved in DNA 

replication 

 Rifampin Inhibition of RNA 

synthesis [21] 
 A point mutation in the 

gene encoding for RNA 

polymerase 

1. Polypeptides (polymyxin)  

2. Ionophores (gramicidin) 

Disrupting bacterial 

membrane [21] 
 Altered membrane structure 

 Enzymatic degradation  
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1.1.4 Antibiotic resistance 

Antibiotics have not only saved patients lives, but they have also played an important role in 

achieving advances in medicine and surgery. Many people will suffer from infectious diseases 

without antibiotic drugs[26]. But sadly, after antibiotics were introduced clinically to treat 

infections, it was noted that antibiotics began to lose efficacy due to the growing number of 

antibiotic-resistant pathogens [27]. Some bacterial species have chromosomal DNA that also 

encodes for an efflux pump, enabling them to remove the antibiotic from the cell [22]. Non-lethal 

mutations in the chromosomal DNA can arise by mistakes made by the DNA polymerase during 

DNA replication which might be beneficial for the bacterium. This might be beneficial for the 

bacteria if the mutation modifies the antibiotic target, thus preventing the antibiotic from 

interacting with the target and rendering the organism resistant. This leads to an urgent need for 

new antibiotics to reduce the death rates associated with infectious diseases. 

The search for and discovery of novel antibiotic classes has involved many outstanding 

achievements.   Regardless of the successes, investigations, and production of different antibiotics, 

it has become imperative in modern medicine to solve the challenges related to antibiotic 

resistance.  

The emergence of multidrug-resistant pathogens is one of the most critical recent threats to 

public health, and there is an urgent need for novel alternatives to current antibiotics. In 2021 and 

2014, WHO report on the worldwide observation of antimicrobial-resistant pathogens showed that 

many resistant bacteria still threaten global public health and result in significant health and 

economic burden [28,29]. The increasing number of infections resulting from human pathogens, 

such as Staphylococcus aureus, and Mycobacterium tuberculosis, have shown the consequences 

of increased resistance against conventional antibiotics [30]. In some cases, the pathogen could 
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not be killed by any antibiotics. To overcome this problem, a potential alternative to conventional 

antibiotics, called antimicrobial peptides (AMPs), is investigated as a class of novel antibiotics. 

1.2 Antimicrobial peptides (AMPs) 

1.2.1 Classification of antimicrobial peptides 

 

Antimicrobial peptides are a distinct and diverse class of molecules. There are thousands 

of AMP sequences reported to date, so it is important to categorize AMPs. AMPs can be 

categorized into many different groups, which can be based on structure, amino acid sequence and 

biological functions [31,32]. Often, AMPs are classified into three major antimicrobial groups 

according to the amino acid composition and peptide structures [31].  

The α-helical AMPs were the first AMP structure class to be characterized [33] and are 

extensively studied. One good example of an α-helical AMP class is the magainins isolated from 

the African clawed frog Xenopus laevis and active against Gram-positive and Gram-negative 

bacteria, fungi, yeast, and viruses [34]. The structure and function relationship of the magainins 

has been well studied [35]. Magainin was the first AMP tested in the clinic but failed in clinical 

trials because it was not better than standard treatment [36]. However, the C‐terminally modified 

MSI‐78 (pexiganan) peptide, an analog of magainin 2 with a more positive charge, is currently in 

clinical trials as a topical antimicrobial treatment for mild‐to‐moderate foot ulcers in diabetic 

patients [37,38].  

The second group of AMPs has a secondary structure characterized by β‐strands. These 

peptides adopt a β‐sheet structure when in contact with a lipid membrane. In contrast to α‐helical 

AMPs, the structure of these β‐sheet peptides is less flexible because of the structural restraints 

introduced by the disulfide bonds between the β‐strands. This is the case, for example, with 
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tachyplesin, protegrin, and human α‐defensins [36,39]. Defensins are a large group of AMPs 

involved in antibacterial, antifungal, antiviral, immune, and inflammatory responses [40].  

The third group of AMPs are those with extended coil structure for example, the 

cathelicidin family [41] is rich in proline, an amino acid known to break α‐helical and β‐sheet 

secondary structures. The cathelicidin LL‐37 is named for its 37 amino acids and N‐terminal di‐

Leucine (Leu) (LL) motif. LL‐37 is active against Gram-negative and Gram-positive bacteria, 

including E. coli, S. aureus, and P. aeruginosa [42]. Another example is indolicidin from bovine 

neutrophils, which is rich in tryptophan and has only 13 amino acids [43,44]. Nuclear magnetic 

resonance (NMR) and circular dichroism (CD) studies reveal that indolicidin forms a well‐defined 

extended structure in the presence of membrane‐mimicking micelles [44,45]. 

1.2.2 Common properties of antimicrobial peptides 

 

AMPs often share several common properties regarding sequence, structure, and sources. 

Cationic AMPs display a net positive charge from +2 to +13 and may contain a specific cationic 

domain. The cationic nature can be allocated to the presence of lysine and arginine residues [46]. 

Many studies have demonstrated a correlation between the charge and antimicrobial activity of 

AMPs. Dathe et al. showed that increasing the charge of magainin 2 from +3 to +5 improved the 

antibacterial activity against Gram-positive and Gram-negative bacteria [47]. However, an 

increase to +6 or +7 led to a dramatic rise in hemolytic activity and loss of antimicrobial activity 

[47]. One possible explanation for the loss of antimicrobial activity with increasing charge may be 

that a strong interaction between the peptide and the phospholipid head group would prevent the 

translocation of the peptide into the inner leaflet of the membrane [48]. 
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Most AMPs form amphipathic structures upon interaction with target membranes, but 

some of the best-known examples of amphipathicity in AMP structures are those with α-helices. 

The α-helix allows the peptide to form two faces, namely the polar and nonpolar faces referring to 

the arrangement of the hydrophobic and hydrophilic sidechains of the residues in the helix. While 

the degree of amphipathic helicity influences peptide activity against negatively charged 

biomembranes, it also provides AMPs with the capacity for hemolytic activity against zwitterionic 

or neutral membranes [48,49]. 

The last feature shared by all antimicrobial peptides is hydrophobicity. This is defined as 

the percent of hydrophobic residues, such as leucine, isoleucine, alanine, phenylalanine, 

methionine, tyrosine, valine, and tryptophan, in the peptide sequence. Hydrophobicity and 

amphipathicity are important parameters for those peptides whose sole target is the cytoplasmic 

membrane [50].  Hydrophobicity controls the extent to which the water-soluble AMPs can 

partition into the membrane lipid bilayer [51]. It is required for membrane permeabilization. 

Excessive levels of hydrophobicity can lead to mammalian cell toxicity and loss of antimicrobial 

selectivity [52,53]. Chen et al. studied the influence of hydrophobicity in a synthetic α-helical 

AMP (V13KL) on antimicrobial activity and hemolysis of human red blood cells (RBCs) [53]. 

The results showed an optimal hydrophobicity needed for good antimicrobial activity. Sequences 

with hydrophobicities below and very much above this threshold made the peptides inactive. The 

decrease in activity when the hydrophobicity is high may be due to the increased possibility of 

dimerization, thereby preventing access of the peptide to the bacterial membrane [53]. 

Furthermore, increasing the hydrophobicity of the non-polar face of the amphipathic α-helix also 

enhances the lysis of RBCs. This may be due to the membrane discrimination mechanism, as 
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peptides with higher hydrophobicity penetrate deeper into the hydrophobic core of the RBC 

membrane [53].  

1.2.3 Mechanism of antimicrobial peptide action   

 

Several models (Fig. 1.3) describe how most AMPs are thought to permeabilize microbial 

cytoplasmic membranes, which are often primary targets for AMPs. AMPs can be divided into 

groups based on whether they target the membrane or non-membrane cell components. For AMPs 

that target membranes, it is suggested that electrostatic interaction plays a prominent role in 

attraction between mainly cationic AMPs and negatively charged bacterial membrane components 

such as the anionic LPS of Gram-negative bacteria or lipoteichoic acid in the case of Gram-positive 

bacteria.  [54,55]. AMPs that do not target the membrane must then act on intracellular targets.  

In one mechanism, the barrel-stave model (Fig. 1.3A), peptides organize into a barrel-like 

ring around an aqueous pore [52,53]. The AMPs are initially oriented parallel to the membrane but 

eventually insert perpendicularly into the lipid bilayer [53-55]. Only a few AMPs, for example, 

alamethicin [54], pardaxin [57], and protegrins [58], have been shown to form barrel-stave 

channels.  

Another suggested structure, the toroidal pore model (Fig. 1.3B), is one of the most well-

characterized peptide-membrane interactions. In this model, AMPs bind in the polar head group 

region of the lipids, pushing the headgroups apart and inducing a positive curvature strain [59–

61]. Specific properties of the toroidal pore include ion selectivity and discrete size [48]. Several 

AMPs, such as aurein 2.2 [62] and melittin [54], have formed toroidal pores. Both pore-forming 

models (toroidal pore and barrel stave) lead to membrane depolarization and cell death.  
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Fig. 1.3: Showing AMPs mechanism of actions models A: Barrel-stave model. B: 

Toroidal pore model. C: Carpet model. (Created in Biorender.com)  
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Recently, the disordered toroidal pore model has been proposed as an alternative to this 

traditional toroidal pore model. In this model, the inside of the pore is not well organized and has 

an irregular arrangement [60,63].  

The carpet model (Fig. 1.3C) arises from a suggestion that AMPs can also act without 

forming specific pores in the membrane [48] [64]. In this case, the AMPs accumulate parallel to 

the lipid bilayer and reach a maximum concentration at which they envelop the surface of the 

membrane, thereby forming a “carpet.” This leads to unfavourable interactions on the membrane 

surface [48]. Laadhari et.al. has shown that changes in phospholipid interactions increase the 

membrane lipid disorder, leading to membrane disruption and loss of membrane integrity [137]. 

The direct targeting of the bacterial membrane, through membrane permeabilization and 

lipid bilayer disruption,  is widely accepted as an important mode of AMP activity [65]. The 

suggested mechanism for such activity is that, after initial electrostatic and hydrophobic 

interactions, the AMPs aggregate at the surface and then self-assemble into some form of peptide 

aggregate on the bacterial membrane after reaching a threshold concentration [66,67].  

 Almost all AMPs have a high affinity toward the cytoplasmic membrane, which leads to 

at least a certain amount of membrane perturbation. That said, a growing list of AMPs has been 

shown to harm bacteria without disrupting the membrane enough to cause substantial 

permeabilization. Such peptides generally cross the membrane and reach one or more intracellular 

targets [63,64,65,66]. These AMPs interact with the cytoplasmic membrane first and then 

accumulate intracellularly to block cellular processes [70]. 

Potential intracellular targets of AMPs include many fundamental processes, such as DNA 

and protein synthesis, the disruption of which could be effective in killing bacteria [58]. Friedrich 
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et al. showed that one of the indolicidin variants, CP10A inhibits the incorporation of amino acid 

precursors in S. aureus at twice the minimum inhibitory concentration (MIC) [71]. Some studies 

with buforin variants have shown the in vitro binding of buforin to duplex DNA. For example, Lan 

et al. showed that buforin adopted an extended conformation bound to DNA and reported that α- 

helix conformation is unnecessary for DNA binding [72]. 

1.2.4 AMP vs CPP  

 

AMPs are commonly referred to as ‘host defence peptides’ (HDPs), a term that captures 

the more general mechanisms of some AMPs/HDPs, for example, in modulating the host’s 

immune response [73]. Cell‐penetrating peptides (CPPs) are another class of membrane‐active 

peptides that share similar physiochemical properties with AMPs. Like AMPs, CPPs interact with 

membranes, but in contrast to AMPs, CPPs do not permeabilize the membrane [74]. Instead, CPPs 

translocate from one side of the bilayer to the other without bilayer permeabilization [75]. CPPs 

and AMPs have attracted attention due to their potential in novel drug delivery systems [76]. Cell‐

penetrating peptides are found in nature, are typically relatively short peptide sequences, and can 

be linked to cargo for transport into cells [76]. CPPs can deliver a variety of molecules into cells, 

including proteins, peptides, siRNA, DNA, liposomes, and nanoparticles [77], leading to much 

interest in their potential clinical uses [78]. CPPs enter cells by one of two modes, either by 

endocytosis, which is energy‐dependent or by energy‐independent passive uptake [78]. In both 

modes, peptides adsorb at the membrane surface, where they interact with negatively charged 

lipids and some, perhaps with glycoconjugates or membrane proteins [79]. One challenge in 

developing CPPs as delivery systems is that they often toxically permeabilize cells beyond a safe‐

threshold concentration [74]. Although CPPs have the potential for use in drug delivery, their 
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ability to enter cells of almost any kind still confers significant toxicity concerns that must be 

addressed. 

1.2.5 Challenges with antimicrobial peptides 

 

Over recent years, more than 300 AMPs have been made in an effort to integrate novel 

broad-spectrum antimicrobial peptides into clinical use, with minimal success [80,81]. There are 

several reasons for this failure, but the main unsettled issues involve poor oral bioavailability and 

short half-life in bloodstream stability [82]. 

Peptide drugs, like dietary peptides, are susceptible to digestive enzymes in the 

gastrointestinal tract. Even when peptides make it past the stomach, intestinal impermeability to 

molecules of their size limits entry to the systemic circulation [82,83]. Peptide therapeutics are 

often utilized to treat bacterial skin infections, pink eye, or wounds  [84,85]. This administration 

route is still well suited to the management of acute diseases. For example, a few AMPs like 

Vacocin, Cubicin, Orbactiv, Dalvance and Coly-mycins have been approved for direct injection 

because of their long elimination half-life [86–89]. Therefore, much research is being carried out 

to optimize the residence time of such therapeutics in the bloodstream [90]. Once in the 

bloodstream, studies have shown that peptides without special modifications often only last 

minutes to a couple of hours before they are cleared by proteolysis or renal filtration [91]. Plasma 

clearance generally depends on two main peptide characteristics: size and surface charge. 

Strategies employed to increase plasma half-life typically manipulate one or both of these 

properties [89-92]. Furthermore, alamethicin and melittin,  two extensively studied AMPs, are 

hemolytic and cytotoxic [93–97]; therefore, no clinical study has been performed. 
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1.2.6 Strategies to improve antimicrobial peptides 

 

Many efforts have been made to make AMPs less toxic to humans while improving their 

potency to eliminate bacteria. Some methods, such as chemical strategies, enhance peptide 

specificity and stability. These methods are now being targeted to develop new antibiotics for 

AMPs. To improve AMP stability, researchers can try to modify and optimize the cyclization of 

peptides by linking C and N termini to improve serum stability and microbicidal activity [96].  

Replacing natural amino acids with non-natural amino acids or D amino acids is another 

approach to protect the AMPs from proteolytic enzyme degradation since host proteases can 

identify and hydrolyze natural L-amino acids. In a recent study, the Zhao group isolated a lysine-

rich AMP from the venom of the social wasp MPI, which has shown activity against Gram-positive 

and Gram-negative bacteria [97]. To test the proteolytic activity of trypsin, Zhao et al. designed 

two peptides, one with all amino acids substituted with D-amino acids (D-MPI) and the second 

peptide sequence with only the lysine residues replaced with D-amino acids (D-lys-MPI). This is 

because trypsin cleaves after positively charged amino acids, such as lysine [97]. Interestingly 

results showed that both the peptides, D-MPI and D-lys-MPI, were resistant to trypsin digestion. 

However, only D-MPI was equal in terms of activity compared to MPI. D-lys-MPI was inert 

because the secondary structure was destabilized by the introduction of single D-amino acids [97].  

Another approach to improving AMP function is conjugating peptides to other active 

molecules. Incorporating peptides into non-biological molecules, for example, polyethylene glycol 

(PEG) or biological molecules like lipids, sugar, and proteins, allows the advantage of both types 

of biological molecules to be combined and overcome their weakness [83,92,98–100]. The 

advantages of PEGylation include reduced non-specific uptake in tissue, reduced cell toxicity, 

increased blood half-life and reduced proteolytic degradation [97]. 
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1.2.7 AMP interactions with non‐lipid cell envelope components of bacteria  

 

Knowing the structure of the non‐lipid components of the cell envelope is important for 

understanding how AMPs traverse them to reach the target cell membrane. In addition to the lipid 

bilayer, bacteria cell envelopes can have PGN, TA, and LPS, as well as membrane proteins. How 

AMPs initially traverse the non‐lipid components of bacterial cell envelopes to reach the bilayer 

is still poorly understood. This is because most studies of AMP mechanisms have focussed on 

AMPs interacting with model lipid membranes, for example, using fluorescence‐based 

permeabilization assays of vesicles or NMR of AMPs in liposomes [101–103]. One way to 

illustrate the potential importance of the non‐lipid components is to compare the molar AMP‐to‐

lipid (AMP: L) ratio needed to see the permeabilization of synthetic liposomes with the AMP:L 

ratio needed to see AMP activity in actual cells. In general, more AMP is needed to see activity in 

cells [54,104,105], suggesting that some AMP may not interact effectively with the membrane due 

to binding with components beyond the lipids. 

One standard way to measure AMP activity against cells is by establishing the minimal 

inhibitory concentration (MIC), the minimum AMP concentration needed to prevent cells from 

growing. Several researchers have estimated or measured the AMP:L ratio at the MIC in whole 

cells and compared the values to those typical from in vitro experiments in model lipid vesicles. 

An early estimate proposed that, in liposomes, the bound AMP:L ratio needed to see activity is 

about 1:200 [106]. In stark contrast, in bacteria, the bound AMP:L ratio necessary to see effects is 

about 10–100:1. An alternate approach by Melo et al. [107] used the partition constant to 

understand the relationship between liposomes and bacterial experiments. Their in vitro and in 

vivo data for two AMPs, melittin and omiganan, indicated the cell‐bound AMP:L ratio was from 

2.3 to 9.2 times higher than the threshold to see effects in liposomes. In a more direct approach, 
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the Stella group [108] has developed an experimental approach using a special minimal medium 

where the bacteria are metabolically active but do not multiply. This has allowed them to 

investigate bactericidal activity against E. coli and AMP–cell association and show that, at the 

minimum bactericidal concentration (MBC), 107 fluorescently labelled AMP molecules are bound 

to each cell. This corresponds to an AMP:L ratio of ~1:3 to 5:1. 

These studies suggest that AMPs may bind to molecules present in bacteria that are not 

present in liposomes. For Gram-negative bacteria, several studies indicate that AMPs interact with 

the LPS layer of the bacterial cell envelopes. Experiments on E. coli mutants where the LPS layer 

was absent increased the effectiveness of seven different AMPs, indicating that the LPS layer 

protects the bacteria from AMPs [109]. Such interactions between the AMPs and the LPS in the 

cell envelope of Gram-negative bacteria need to be accounted for to provide a complete view of 

AMPs’ mechanism of action. Turning to Gram-positive bacteria with their thick PGN layers, it has 

been proposed that PGN does not prove to be a barrier for many AMPs, given PGN’s lack of 

negative charge [110]. On the other hand, the AMP eosinophilic cationic protein has been shown 

to have strong interactions with both LPS and PGN using a fluorescent displacement assay [111]. 

Considering the importance of electrostatic interactions between positively charged AMPs and 

their targets, the negatively charged TA component of Gram-positive bacterial cell envelopes has 

been proposed to attract AMPs, sequestering them away from the lipid membrane and thus 

protecting the cells [112]. 

1.2.8 Cell selectivity of AMPs 

 

AMPs have been known to exhibit cell selectivity, i.e., they selectively kill microorganisms 

at concentrations that are not toxic to host cells. This selectivity is thought to relate mainly to 

AMPs cationic character, which allows them to interact more strongly with bacterial membranes, 
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which have a more negative charge, than with host membranes, which are more zwitterionic in 

nature [39,113].  

Hydrophobic interaction between the hydrophobic part of amphipathic AMPs and 

zwitterionic phospholipids on the cell surface of bacteria plays an important role in the interaction 

of AMPs with mammalian cell membranes. Matsuzaki et al. studied the correlation between 

hemolytic activity (which can be seen by monitoring the colour of hemoglobin) and lytic activity 

against phosphatidylcholine (PC) liposomes for several AMPs [114]. They found that hemolytic 

peptides exhibit strong interactions with PC liposomes (also a zwitterionic), whereas nonhemolytic 

AMPs do not [115].  

Several studies focused on improving the cell selectivity of AMPs and suggest that strong 

antimicrobial activity and less cytotoxicity can be achieved by increasing the net positive charge 

of the peptide with minimal hydrophobicity above a threshold [116]. This is consistent with the 

hypothesis that the lipid composition of the cell surface is the main determinant of cell selectivity. 

A decrease in hydrophobicity can be achieved by introducing charged residues, D-amino acids 

[117], or by cyclization of the peptide [118].  

Regardless of extensive research, study on the interaction of AMPs with mammalian cells 

has been limited. Most studies employ fluorescent assays as measures of cytotoxicity. However, 

erythrocytes are specialized cells without intracellular and extracellular cell organelles. Studies 

with mammalian cells have only examined cell viability [119,120][105]. A more detailed study on 

AMPs toxicities to mammalian cells and the mode of AMP-cell interaction is required. 
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1.2.9 Cell-penetrating peptides: 

 

Cell-penetrating peptides (CPPs) are short-cationic or amphipathic peptides that can be 

conjugated with large macromolecules to facilitate their cell entry. Although the first study of a 

polycationic peptide capable of traversing the cellular plasma membrane was published in 1965, 

the Prochiantz group reported the cell-penetrating properties of penetratin in 1994 [121]. Later 

Lebleu et al. published that the short highly cationic peptide (Tat 48-60) from the Tat protein was 

sufficient for cell penetration[122]. From that date, an ever-increasing number of new CPPs have 

been discovered and characterized, however, the uptake mechanism still needs to be fully 

understood. 

1.2.10 Mechanism of CPP membrane translocation: 

 

Wimley et al. have explained the CPP mechanism of action by which CPP might 

translocate across the membrane and deliver a cargo molecule under a specific set of conditions, 

whether its internalization is mostly active by cell energy dependent or passive, i.e. without using 

cell energy [123]. One model proposed for the CPP mechanism (actively internalized) showed that 

polycationic CPPs interacted with the negatively charged phospholipids of the cell membrane, 

causing a local reorganization of the lipid bilayer, resulting in the formation of inverted micelles 

[75,123]. 

Many CPPs are reported to use the endocytic pathway (actively internalized) to gain access 

to the intercellular organelles. To understand the involvement of different endocytic pathways in 

the uptake of CPPs, most studies used pharmacological inhibitors or specific markers for a certain 

pathway. Some examples of endocytic uptake of CPPs are penetratin and Tat by micropinocytosis 

pathway. Transportan and TP-10 are known for caveolae-mediated pathways [123,124]. 
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On the other hand, several studies have shown evidence that non-endocytic (passively 

internalized) mechanisms are involved in the uptake of some CPPs. For example, MPG peptide, 

both by itself and in complex with DNA, penetrates the membrane by a mechanism dependent on 

the GTPase Rac 1 [125,126]. Rac 1 activation stimulates actin network remodelling, increasing 

membrane fluidity and fusion [126]. Furthermore, one CPP might utilize different pathways 

depending on the cargo. Mutational analysis of the full-length HIV-tat protein showed that a short, 

highly basic and unstructured N-terminal sequence was necessary for cell entry and cargo delivery 

[123,127]. The cellular mechanism of Tat was initially thought to be energy-independent; 

however, a general agreement has emerged that endocytosis is the primary mechanism of entry 

[124,127]. 

 

1.2.11 Peptides used in this work 

 

MSI-78 is one of a family of AMPs that are analogs of magainin, a family of amphipathic 

α-helical AMPs. Magainin was discovered in the skin of the African frog Xenopus laevis. MSI-78 

is active against several bacterial strains, including strains resistant to conventional antibiotics 

[128]. MSI-78 has been screened for activity against E. coli, P. aeruginosa, S. aureus, and C. 

albicans [128]. It is a potent antibiotic with a MIC value of ≤ 64 μg/ml for C. albicans [128], a net 

cationic charge of +9, and a grand average hydropathicity index of −0.159 [129]. MSI-78, also 

known as pexiganan, was developed to treat infected diabetic foot ulcers [35,130]. MSI-78 is one 

of the best-studied AMPs [38,131].  

MSI-78 was designed to be amphipathic and is one of a number of magainin analogues 

[132]. Hallock et al. studied MSI-78 in lipid bilayers using biophysical techniques like 31P NMR 

and DSC to understand if MSI-78 operates by a similar mechanism to that of magainin. The 31P- 
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NMR observations of samples containing 1-palmitoyl-2-oleoyl-phosphatidylcholine showed that 

MSI-78 induces significant changes in the bilayer structure, especially at high concentrations. 

However, at a low concentration, the peptide-induced membrane permeabilization is via toroidal 

pore formation [128]. Interestingly, MD simulations showed toroidal pores could be more dynamic 

or disordered, with only a few peptides being present at the center of the pore [133]. 15N solid-

state NMR data, on the other hand, showed that these peptides were aligned roughly parallel to the 

bilayer surface, indicating that they do not work via the barrel-stave membrane-disruption 

mechanism [134].  

 TP2 is a CPP [123] and contains the motif, LRLLR, called the spontaneous membrane 

translocation peptide (SMTP). TP2 is substantially more hydrophobic than MSI-78, with a grand 

average hydropathicity index of 0.423 and a +3 charge in a neutral solution [135]. CPPs can cross 

the bilayer spontaneously and enter cells by translocating directly across the membrane 

[77,135,136]. CPPs may result in cytotoxicity at a low peptide concentration. Thus membrane 

disruption is not a desired characteristic when designing CPPs [123]. A distinctive feature of CPPs 

is translocation without membrane disruption. A better understanding of the CPP-internalization 

mechanisms would allow for a better rational design of the selective and efficient CPPs [75].  

1.3 Deuterium solid-state NMR  
 

Deuterium solid-state nuclear magnetic resonance (2H SS-NMR) has attracted attention as a 

tool for studying membrane perturbation and disruption due to a wide range of effects, including 

AMPs, because of its advantage over other analytical techniques. Compared to fluorescence 

analytical methods, which require large and potentially perturbing probe molecules, 2H NMR is a 

non-invasive analytical technique that probes the lipid acyl chain orientational order parameter 
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profile and is sensitive to lipid chain dynamics in membranes, including deuterated bacterial 

membranes. 2H NMR has been used with increasing frequency to understand better the 

antimicrobial interaction of AMPs and the mechanisms of their actions on the bacterial membrane 

[137–140]. 

1.3.1 Deuterium NMR for lipids 
 

In order to use 2H NMR for lipids, the hydrogens atoms on the lipid acyl chains are replaced with 

deuterons. If this replacement is done only at a single site, the sample is specifically deuterated. If 

deuterons are placed along the lipid acyl chain (Fig. 1.4), samples are designated as chain per-

deuterated. In the next paragraph, I will describe how we extract information from the 2H NMR 

lipid spectra. 

 In a model membrane vesicle sample, the bilayer normal is randomly oriented with respect 

to the external magnetic field. The resulting NMR spectrum for liquid crystalline bilayers has a 

characteristic line shape called a Pake doublet.  For a chain perdeuterated sample, the NMR 

spectrum is a superposition of Pake doublets corresponding to all the deuterons on the lipid acyl 

chain, as shown in the upper panel of Fig. 1.5. The splittings of these doublets are determined by 

the averaged motion of the lipid acyl chains. Close to the lipid head groups, lipid acyl chain motion 

is more constrained, resulting in larger splittings, while, towards the end of the acyl chain, the large 

amplitudes of motion give rise to smaller splittings.                         
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Fig. 1.4: Labelling strategy of DPPC-d62 for 2H NMR. 
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Reorientation of the molecular frame of reference for a specific acyl chain segment with 

respect to the bilayer normal is characterized by the orientational order parameter. In order to 

calculate the orientational order parameter profile from the powder pattern of a chain perdeuterated 

sample with randomly oriented bilayers, it is helpful to extract the spectrum that would be obtained 

for a unique bilayer normal orientation by using a technique called “de-Paking” [141,142]. To get 

the orientational order parameter (𝑆𝐶𝐷) from the dePaked spectrum, quadrupole splittings (∆𝜈𝑄) 

for all the deuterons at different carbon postions can be calculated. The lower  panel of Fig. 1.5 

shows the dePaked spectrum corresponding to the spectrum in the upper panel. The 𝑆𝐶𝐷 is 1 for 

rigid segments with CD bonds perpendicular to the bilayer normal and 0 for isotropically 

reorienting CD bonds. The plot shown in Fig. 1.6 of the orientational order parameter vs. carbon 

position is called the orientational order parameter profile. The example shown here was obtained 

assuming a monotonic decrease of the orientational order along the acyl chain. For acyl chain 

segments close to the headgroup (the “plateau” region), orientational order may not change 

monotonically with position, but the profile shown here assigns common splittings to unresolved 

doublets. Therefore, this way of displaying the profile does not provide complete details of the 

orientational order parameter dependence on chain position for this part of the lipid acyl chain 

[143].                  

 

 

 

 

 



29 
 

 

 

 

Fig. 1.5: Schematic representation of the powder pattern spectrum (black) and the de-Paked 

spectrum (purple) of a vesicle sample with multiple C-D bonds (DPPC-d62). Larger splitting 

represents the C-D bonds closer to the lipid head groups. Numbers in the figure indicate the 

deuterated acyl chain segment giving rise to each peak in the spectrum. (Figure from [144] 

used with permission from Nury Paula Santisteban) 
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Fig. 1.6: Order parameter profile of DPPC-d62 in liquid crystalline bilayers at 42°C. The 

box indicates the plateau region. (Figure from [144] used with permission from Nury Paula 

Santisteban) 
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1.3.2 Deuterium NMR of bacterial membrane 
 

The Davis group obtained the first 2H‐NMR spectra of membrane‐deuterated bacteria in the 

early 1980s [67]. 2H‐NMR has recently been used to study how AMPs interact with bacteria [137–

140,145]. Although 2H‐NMR can be adapted to investigate the interaction of AMPs with model 

membranes, in vivo studies are of considerable value because of the complex structure of biological 

membranes. I successfully deuterated the membrane of wild-type strains of bacteria because their 

lipid metabolism and compositions are known.  

Our group and others have employed two approaches to incorporating deuterium labels into 

the bacterial membrane [139,145]. The first approach uses a mutant strain of E. coli that is unable 

to metabolize fatty acids. The mutant bacteria were grown in the presence of deuterated palmitic 

acid (PA) and undeuterated oleic acids. The second approach used wild-type strain bacteria in 

which, during the bacterial growth phase, deuterated PA complexed with deodecylphosphocholine 

(DPC) micelles was added to facilitate uptake of the PA [103,140]. Apart from PA complexed 

with DPC, it is also important to provide oleic acids to PA to maintain a normal acyl chain 

composition in their membranes. 

The deuterium NMR spectra for the bacterial membranes differ in some ways from the 

spectra of model membrane bilayers containing only lipid molecules. The bacterial membrane is 

more complex than systems comprising one or two lipid species. Fig. 1.7 shows a lipid-only liquid-

crystalline model membrane static spectrum and a membrane-deuterated E. coli 2H NMR 

spectrum. The lipid-only spectrum shows prominent edges at ~± 12.5 kHz, mainly from the acyl 

chain deuterons near the lipid head groups where the motions of a few segments are constrained. 

This reflects the existence of an orientational order parameter plateau. The narrower parts of the 
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spectrum are derived from the opposite end of the acyl chain, near the bilayer center, where 

motions are less constrained. The intense peak near the center of the spectrum is from the highly 

mobile deuterated methyl groups at the ends of the acyl chains. The resolved doublets with 

intermediate splittings correspond to specific acyl chain segments in the model membrane. On the 

other hand, the bacterial spectrum does not show resolved doublets largely because of the 

complexity of the membrane and the likely deuteration of a range of lipid species in the bacterial 

membrane [131]. Nonetheless, the bacterial spectrum still displays evidence for spectral edges at 

~± 12.5 kHz that correspond to the quadrupole splitting for deuterated acyl chain segments near 

the lipid headgroups for which motions are relatively more constrained than for segments closer 

to the bilayer centre  [140,146],  
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Fig. 1.7: Adapted from Booth et al. [147]. Static solid-state NMR spectra of (A) model lipids, 

i.e., dilauroyl phosphatidylcholine-d46 (DLPC-d46); (B) 2H-membrane labelled E. coli. 
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1.3.3 Magic angle spinning experiments 
 

 While using static solid-state NMR takes more than 12 hours to record the NMR spectrum, 

a Magic Angle Spinning (MAS) (Fig. 1.8) experiment might only require 3 hours to record the 

NMR spectrum for membrane-deuterated bacteria. Rapidly spinning the sample about an axis 

oriented to 54.7° from the static magnetic field (the magic angle) collapses the quadrupole doublets 

into a sharp peak with sidebands from which, in principle, some of the information that would 

have been contained in the static spectrum can be recovered.  

 In the real MAS experiment, the spinning speed is much slower (2.5-10 kHz) than the 

speed needed to collapse the spectrum to a single peak. Spinning at slower speeds produces a set 

of sharp peaks called “spinning sidebands.” The difference in frequency of adjacent spinning 

sidebands is the spinning rate. Compared to a static experiment, the MAS experiment greatly 

increases the resolution.  
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Fig. 1.8:  Magic Angle Spinning Experiment: the sample is spun rapidly around an axis 

tilted by 54.7° relative to the external magnetic field. 
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Static 2H solid-state NMR studies of deuterated bacterial membranes can be time-

consuming (it takes 16-17 hours to obtain a good signal-to-noise ratio), which can be inimical for 

short-lived bacterial samples. The first 2H MAS NMR experiment was introduced by Maricq et al. 

and Ackerman et al. in the late 1970s [148,149]. Clayden et al. in 1986 showed in their computer 

simulation study that MAS spectra can provide similar information to 2H static solid-state NMR 

with better sensitivity  [150]. Duer et al. and Cutajar et al. developed MAS techniques in the late 

1990s [151,152] to extract dynamic information on model membranes and discovered an important 

application for membranes, which has been used to probe critical fluctuation in model membranes. 

Davis and Veatch et al. speculated that this critical fluctuation in domain-forming lipid mixtures 

on the model membrane would be measurable either on its sideband linewidths or the relaxation 

of 2H MAS NMR [139,140]. These effects have been investigated and quantified on multilamellar 

dispersions of di-oleoyl-sn-glycero-3-phosphocholine/di-palmitoyl-sn-glycero-3-phosphocholine-

d62/cholesterol in water [153,154].  

Recently, 2H MAS NMR has been applied by the Marcotte group to study membranes in 

intact cells [155]. Therefore, along with the static NMR study described in Chapter 3 for 

membrane-deuterated E. coli, we also wanted to compare how bacterial membrane orientational 

order could be assessed using static and MAS 2H NMR.  
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1.4 Hypothesis and Objectives 
 

One important unanswered question is how AMPs traverse the non-lipid components of 

the cell envelope to reach the bilayer, either to permeabilize it or as the first step in reaching an 

intracellular target.  This question has seen little attention. Most of the work on AMP-induced 

permeabilization has been performed with model lipid bilayers, which lack the peptidoglycan and 

lipopolysaccharide usually present in bacterial cell envelopes. We hypothesize that disrupting one 

of the non-lipid components of bacteria, particularly cell envelope components such as LPS, will 

affect  AMPs interaction with the lipid membrane. 

The membrane of a wild-type strain of bacteria can be successfully deuterated as their lipid 

metabolism is known. We have used E. coli bacteria in this study as we know they have a simple 

phospholipid profile including (75% PE, 20% PG and 5% CL) and the three main fatty acids are 

(C16, C17 and C18) [155].  

The main objectives of this thesis are: 

1) Establish 2H NMR methods to independently prepare membrane-deuterated bacteria to get 

reproducible spectra and explore 2H-MAS NMR of cells (Chapter 3). 

2) The permeabilizing action of EDTA is usually considered to result from LPS release. We aimed 

to establish a protocol to prepare gently EDTA-treated cells for NMR and characterize the EDTA’s 

effects on bacterial acyl chain orientational order using deuterium NMR (Chapter 4). 

3) To evaluate the impact of the destabilization of the LPS layer on the interaction between the 

bacterial cell envelope and the AMP-MSI-78 (Chapter 5). 
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4) Compare the effect of AMP-MSI-78 and CPP-TP2 on deuterium NMR spectra of whole cells 

(Chapter 6). 

5)  Study AMP selectivity for bacteria over mammalian cells (Chapter 7).  
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Chapter 2. Materials and Methods                                  

2.1 Materials: 
 

Deuterated palmitic acid (PA-d31) was acquired from CDN Isotopes (Pointe-Claire, QC, 

Canada). N-dodecyl phosphocholine (DPC) was purchased from Avanti Polar Lipids (Alabaster, 

AL, USA). Oleic acid (OA), ethylenediaminetetraacetic acid (EDTA), propidium iodide, yeast 

extract, tryptone and sodium chloride were purchased from Thermo Fisher Scientific 

BioReagents™ (Markham, ON, Canada). MSI-78 (GIGKFLKKAKKFGKAFVKILKK-NH2) and 

TP2 (PLIYLRLLRGQWC-NH2) peptides were C-terminally amidated and obtained from 

GenScript (Piscataway, NJ, USA) with ≥90% purity. 

2.2 Peptide preparation: 
 

MSI-78 and TP2 were desalted by buffer exchange using Spectrum™Spectra/Por™ 

dialysis membrane tubing (100–500 and 1000 Dalton MWCO). The dry peptide was dissolved 

with a small dialysate (5% acetic acid and 95% water) and added to the membrane tubing. Peptides 

were dialyzed against the dialysate for 24 hours at 4°C. Next, peptides were dialyzed against 100% 

purified water for another 24 hours. Dialysed peptides were lyophilized, weighed, and then stored 

at −20°C. 

2.3 Preparation of membrane-deuterated E. coli 
 

JM109 (ATCC-68862) strain E. coli bacteria were grown with a PA-d31-DPC mixture 

incorporated in the growth medium described before [156] and outlined below.  

Overnight cultures of JM109 were prepared by inoculating 20 mL of Luria Broth (LB) 

media (10 g/L tryptone, 5 g/L yeast extract and 5 g/L NaCl) with a 1 mL aliquot of frozen glycerol 



40 
 

cell stock and then incubating at 30°C with a shaking speed of 150 rpm. Large-scale cultures (200 

mL) were grown at 37°C and 175 rpm starting with 2 mL of overnight culture in 200 mL of fresh 

LB media containing 0.25 mM deuterated palmitic acid (PA-d31) complexed with 1 mM n-dodecyl 

phosphocholine (DPC) and 0.25 mM OA/DPC. 

To prepare the fatty acid (PA-d31 or OA)/DPC complexes, a 5 ml solution containing 0.25 

mM of PA-d31 or unlabelled OA and 1 mM DPC (final concentrations) was prepared with distilled 

water. Next, using a 0.2-micron syringe filter unit, each solution was filtered and transferred to a 

new 50 mL Falcon tube. Subsequently, the mixtures were heated in a boiling water bath for 3 

minutes and then submerged in liquid nitrogen until each mixture froze solid. Next, both tubes 

were warmed in a water bath at room temperature until the ice melted. Finally, the mixture 

containing PA-d31 complexed with DPC micelles and OA was added immediately to the growth 

media as the large-scale (200 ml) culture was started.  

Cells were harvested in the mid-log phase (after ~ 3.5 hours of growth) at an absorbance at 

600 nm (A600) of 0.6 –0.8 and then pelleted by centrifugation at 5670 × g for 20 min at 4°C. The 

pellet was transferred into a 3.2 mm MAS NMR rotor, and NMR experiments were carried out as 

described in Section 2.5 below. Samples with EDTA or AMP treatment required additional pre-

NMR steps described in Section 2.4.   

2.4 AMP treatment of bacterial samples 
 

The MIC defines AMP concentrations for a particular cell concentration. The MIC for 

MSI-78 to JM109 is 27µg/ml [139]. In our study, the cell concentration is many orders of 

magnitude higher than the cell concentrations used in MIC assays. Thus, the MIC does not help 

indicate if the amount of MSI-78 we use is likely to be inhibitory. We estimate peptide: lipid ratios, 

so we use AMP amounts as an AMP dry weight percentage relative to the dry weight of bacteria; 
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this facilitates comparing molar AMP:L ratios in this work with those from other studies [139,156]. 

Because the amount of cell pellets differ from one preparation to another, a relationship between 

A600, just before centrifugation to harvest the cells, and the bacteria dry weight was required, and 

it was obtained as follows. 

To derive this relationship, cells were grown under conditions explained in section 2.3. 

Cultures were harvested during different points of the log growth and pelleted by centrifugation at 

5670 × g for 20 min. The final pellet was weighed and placed in a vacuum chamber for 48 hours. 

After 48 hours, each pellet was re-weighed. A linear fit of ln(dry weight) versus the absorption at 

600 nm (A600) gives the relationship equation that can be used to calculate the bacterial dry weight 

from observed absorption and, from this, the appropriate amount of AMP to add to each bacterial 

sample. For JM109 E. coli, the relationship obtained was ln (dry weight) = (1.28±0.28) A600 + 

(5.18±0.28), which yields the dry weight in mg per litre of cells grown. For example, at an A600 

optical density of 0.62,      this relationship was used to find that 23 mg of the peptide was required 

to obtain an AMP dry weight of 30% relative to the dry weight of bacteria for 0.2 litres of bacterial 

culture. 

While cells were being harvested by centrifugation as described above, the appropriate 

amount of peptide was calculated, then weighed and suspended in 30 mL of LB medium. The 

media + AMP mixture was then used to resuspend the bacterial pellet, which was then incubated 

at room temperature for 20 minutes while undergoing mild shaking on a benchtop shaker. After 

20 min, the sample was centrifuged at 5670 × g for 20 min at 4°C. Finally, the resulting pellet was 

transferred into the 3.2 mm NMR rotor, as detailed in Section 2.6. The cells need to be transferred 

to the NMR rotor immediately after the centrifugation to minimize the cell death.  

 



42 
 

2.5 EDTA treatment of bacterial samples 
 

EDTA chelates the divalent cations that help stabilize the LPS layer of E. coli and thus 

destabilizes the LPS [56]. For this study, we needed to establish an EDTA treatment protocol that 

would destabilize the LPS gently without lysing the cells.  To accomplish this, we treated E. coli 

samples for 45 minutes with a range of EDTA concentrations from 1.5 to 9.0 mM. Treatment times 

ranged from 5 to 45 minutes. At the end of each treatment time, I started the Gram staining protocol 

and looked at the bacteria under the compound microscope right after completing the staining. 

There was no change in Gram staining colour and shape until reaching EDTA concentration of 8.0 

mM . The E. coli exhibited only minor changes up to 8.0 mM EDTA but showed changes in the 

shape and Gram-staining colour at 9.0 mM concentration. Thus, for the rest of the studies, 2.5 mM 

was chosen to represent the effects of a low concentration of EDTA and 9.0 mM to represent the 

effects of a high concentration of EDTA. For the samples treated with EDTA alone, discussed in 

Chapter 4, bacteria were grown and harvested at A600 values between 0.6 and 0.8 and then pelleted 

by centrifugation at 5670 × g for 20 min at 4°C. The resulting pellet was resuspended in 50 ml of 

LB media with 2.5 mM or 9.0 mM EDTA at room temperature for 45 minutes with gentle shaking 

on a benchtop shaker. For samples treated with both EDTA and AMP, cells were first treated with 

2.5 mM or 9.0 mM EDTA and then pelleted by centrifugation at 5670 × g for 20 min at 4°C 

followed by AMP treatment as described above for 20 min. Finally, the samples were centrifuged 

at 5670 × g for 20 min. The samples treated with EDTA and AMP are discussed in Chapters 5 

and 6. 
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2.6 Packing the rotor for NMR 
 

The NMR rotor was cleaned, washed, and allowed to dry before each use. The actual 

weight of the bacterial paste that was ultimately packed into a rotor was determined by weighing 

the rotor before and after the bacterial paste (~ 40 mg) was added.  Bacterial pellets were 

transferred to the 3.2 mm rotor with the help of 200 μl pipette tips. First, the pipette tip was trimmed 

slightly to enlarge the opening. Then the pipette tip was inserted into the rotor, and both were 

placed in a 1.5 ml Eppendorf tube.  The bacterial paste was transferred into the pipette tip with a 

spatula, and the assembly was centrifuged for 30 sec at 3217 × g to transfer the bacteria into the 

rotor. The sample was packed similarly for static and MAS experiments. For both cases, the sample 

was packed in the MAS rotor and used in the MAS probe. 

2.7 Performing static 2H NMR measurements 
 

2H NMR experiments were performed at 37°C with a solid-state Bruker Avance II 600 

MHz spectrometer (Milton, Ontario, Canada), operating at a frequency of 92.15 MHz for 2H. All 

experiments were run with a triple resonance (HCD(N)) magic-angle spinning probe using 3.2 mm 

diameter rotors. All 2H NMR samples were labelled SK-01, SK-02, etc. Please refer to Appendix 

C for the complete list of all 81 SK-XX NMR samples. SK numbers were labels to identify specific 

preparations, and this labelling scheme was used to distinguish replicants and facilitate the 

comparison of specific samples. The SK numbers correlate with the order in which samples were 

studied. 

Static spectra were obtained using the solid-echo pulse sequence [145], with a 90° pulse 

width of 5 μs and a pulse separation of 60 μs. Spectra were derived from free-induction decays 

obtained by averaging 20,000 transients acquired with a dwell time of 5 μs (spectral width of 200 
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kHz) and a repetition delay of 500 ms. The total experiment time for each spectrum was 18 hours. 

Data were accumulated in 5-hour blocks so the spectra could be checked for any changes with 

time in the spectrometer. 

To obtain spectra from free-induction decays (for processing), the data were left-shifted by 

up to 3 points to start the Fourier transform at the top of the echo [146]. Phasing, baseline 

correction, and 40 Hz line broadening were also applied. Most static spectra show two peaks near 

the centre, one from the lipids and the other presumably from HDO or some partially deuterated 

metabolic product. When two peaks were apparent, the larger peak closest to negative frequency 

was identified as 0 Hz. This ensured that the prominent edges of the spectra were symmetric at 

±12.5 kHz.  

To quantify the spectral shape and changes to it caused by the AMP, spectral moments 

(Mn) were calculated by using the equation 

𝑀𝑛 =  
∫ 𝜔𝑛∞

0
𝑓(𝜔)𝑑𝜔

∫ 𝑓(𝜔)𝑑𝜔
∞

0

                                          (1) 

where ω is the angular frequency relative to the Larmor angular frequency, 𝜔0, and f(ω) is the 

spectral intensity. The first moment (with 𝑛 = 1) is proportional to the average quadrupolar 

splitting and the average of the deuteron orientational order parameter. The second moment is 

proportional to the mean square quadrupolar splitting and the mean square order parameter. 

The first and second moments, 𝑀1 and 𝑀2 were used to calculate Δ2 [159], the relative 

mean square width of the distribution of order parameters.  Δ2 can be defined in terms of M1 and 

M2 as 

∆2=
𝑀2

1.35 × 𝑀1
2  − 1                                            (2) 
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For static spectra, spectral moments 𝑀1and 𝑀2 from static spectra were calculated using 

an algorithm previously used in this group [139,140] but implemented through a new MATLAB 

script as follows. The average intensity value between 32.48 to 38.06 kHz and thus outside of the 

range containing spectral intensity from sample deuterons was subtracted from each point in the 

spectrum in order to correct for any offset of the spectral baseline from zero. To remove the effects 

of the water and metabolite peaks at the center of the spectrum (as described above), the intensity 

in the ± 0.61 kHz range was set uniformly to the average intensity in the 0.61 to 0.88 kHz range. 

The intensity of the spectrum between 0 and 24.8 kHz was then used to calculate the moments.  

The moment calculation was then repeated with the negative frequency half of the spectrum using 

the absolute value of the frequency. The moments obtained from the two halves, normally identical 

or nearly, were averaged to give the overall moment. 

Since each sample preparation and NMR experiment was repeated several times, it became 

meaningful to conduct a statistical analysis. The moments and Δ2 values for each composition were 

averaged and expressed as average ± standard deviation using Excel data analysis software. 

Different treatment groups were compared using a one-way ANOVA statistical test by OriginPro 

software. 

2.8 Flow cytometry 
 

Flow cytometry was performed to observe the AMP-induced cell permeability under the 

same sample preparation conditions used for the NMR work. Control samples were prepared by 

treating cells with 70% isopropanol to permeabilize them completely and by treating them with 

buffer alone to serve as healthy cell control. As was done for NMR, 200 ml of the cell suspension 

were harvested at OD 0.6 and pelleted by centrifugation at 5670 × g for 20 min at 4°C. The cell 

pellet was resuspended in 50 ml LB media containing EDTA at 2.5 mM or 9.0 mM concentration 
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for 45 minutes at room temperature and centrifuged at 5670 × g for 20 minutes. For the combined 

EDTA + AMP treatment, the EDTA treatment was performed first, followed by the AMP 

treatment described in Section 2.4. Regardless of treatment, all cell samples were harvested by 

centrifugation at 5670 x g for 20 minutes at 4°C. All samples were then diluted in phosphate buffer 

saline (PBS) (0.137 M NaCl, 0.05 M NaH2PO4, pH 7.4) to 2.5  105 CFU/ml (colony-forming 

unit)/ ml of bacterial suspension, followed by washing by adding PBS buffer and centrifuging at 

5670  g, after which the supernatant was discarded. Cells were resuspended in 100 μl PBS buffer 

with propidium iodide (PI).  

To measure membrane permeability, 5-10 μl of propidium iodide (final concentration 10 

µM) staining solution (PI Staining solution: 10 μg/ml PI in PBS) was added to the bacterial 

samples. Tubes were gently mixed and incubated at room temperature for 5-10 minutes in the dark. 

After the PI incubation, flow cytometry was started within 15 minutes. Data were acquired for 30 

seconds (10,000 events) using a Beckman Coulter CytoFLEX flow cytometer using the ECD 

channel (610/20) with the 488 nm laser. Data were analyzed using CytExpert version 2.3 software 

(Beckman Coulter) by drawing a gate to include the significant cell events in the sample. Optical 

data (forward scatter and side scatter plots) are provided in Appendix Fig. B1 and B2. Each flow 

cytometry experiment was repeated at least 2 times, starting with new cells.  

2.9 Gram Staining 
 

Gram staining was used to obtain evidence for destabilizing the LPS layer of E. coli cells with 

EDTA treatment. A 1 ml aliquot of the bacterial sample was set aside in a 1.5 ml microcentrifuge 

tube before the final centrifugation harvest in Section 2.3. These bacterial cells were spread onto 

a microscope slide using a sterile cooled loop. Next, the cells were heat-fixed onto the microscope 
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slide by passing them through the Bunsen burner flame three times. The slide was allowed to air 

dry. Next, 90% crystal violet was gently added to the slide, assuring full coverage of the smear, 

and left to stand for 1 minute. The 90% crystal violet was gently rinsed off with distilled water. 

Next, the iodine at a concentration of 1% was gently added to the slide and let stand for 1 minute. 

The iodine solution was gently rinsed off with distilled water. The fixed smear was decolorized 

using 95% ethyl ethanol for about 5 to 10 seconds or until the ethanol ran almost clear. The ethanol 

was gently rinsed off with distilled water. Safranin at a concentration of 0.1% was gently added to 

the slide, assuring full coverage of the smear, and let stand for 45 seconds. Finally, the safranin 

was gently rinsed off with distilled water. The slide was placed on a paper towel and allowed to 

air dry. Once the slide was completely dry, bacterial samples were observed under a conventional 

light microscope using a 100 immersion oil lens equipped with a built-in camera. 

2.10 Performing MAS 2H NMR measurements  
 

Because of the potential for MAS to improve NMR signal acquisition from deuterated bacterial 

samples, a limited number of samples were also studied using deuterium MAS NMR. To extract 

quantitative measurements from the MAS spectra we calculated moments from the MAS spectra 

using the following procedure:   

MAS (Fig. 3.4) solid-state spectra were obtained from a 600 MHz magnet, and the spinning 

speed was 5 and 10 kHz. MAS data was processed with Topspin NMR software with 100 Hz line-

broadening.  The largest centre peak was taken as the reference at 0 Hz.   Frequency referencing 

was checked with the spinning sidebands to ensure they were exactly at ± 10 kHz and ± 20 kHz. 

MAS data show two peaks in the centre – one from the lipids and the other presumably from water 

or some other metabolic product.  For this reason, decomposition was needed to measure the areas. 
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The areas of the MAS peaks were measured by fitting the sidebands and decomposing the 

centre peaks.  I used OriginPro for fitting each sideband. 

The peak areas from the fits were used to calculate the 𝑀1, 𝑀2, and ∆2 parameters with the 

equations as in: 

                                             𝑀𝑛 = 𝜔𝑟
𝑛 Σ𝑁=0

∞ 𝑁𝑛𝐴𝑁

Σ𝑁=0
∞ 𝐴𝑁

                   (3) 

                                                    Δ2 =
𝑀2

1.35𝑀1
2  −  1                     (4) 

 

Where ωr is the spinning rate (ωr = 2πυr, where υr is expressed in Hz), and 𝐴𝑁 is the area of the 

Nth sideband. 

2.11 Preparing Ramos cells 
 

 In order to understand the competitive binding of AMP to the bacterial and mammalian 

cells, Ramos cells are used in a mixture with E. coli cells. Dr. Sherri Christian, Biochemistry 

Department, MUN, generously provided the Ramos cells (CRL-1596). Ramos cells were grown 

in RPMI medium (Sigma Aldrich) supplemented with 10% fetal bovine serum (Gibco) and 1% 

penicillin/streptomycin. The cells were grown in 50 ml RPMI medium in a tissue culture dish for 

24 h at 37°C in a CO2 chamber. The next day, cells were counted by cell counter under the 

compound microscope and centrifuged at 3000 rpm for 5 minutes. The pellet was then mixed with 

another 50 ml of RPMI medium and kept growing for another 2 days. After 2 days, cells were 

counted, centrifuged, and pellets were weighed. We judged that the pellet was not enough to fill 

the NMR rotor, so the cells were re-cultured for another 2 weeks by changing with new RPMI 

medium at 2-day intervals. After a total of 2 weeks and 3 days, the cells were centrifuged at 3000 
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rpm for 5 minutes. After centrifugation, the total number of cells was 2.9  109 cells, and these 

cells were suspended in 50 ml of media.  

 For the preliminary experiment, in which the objective was to determine whether 

competitions between the bacteria and Ramos cells for bound AMP would effectively increase, 

decrease or not affect the effective amount of AMP available to perturb the bacterial membrane. 

For this purpose, it was sufficient to obtain a rough estimate of the amount of Ramos cell 

membrane lipids. To obtain that estimate, we took advantage of knowing the diameter of the 

Ramos cells as measured by microscopy to obtain the cell surface area. To obtain a more precise 

determination of Ramos cell lipid content, we would need to measure the dry weight of extracted 

lipid. Because we were initially interested primarily in showing whether Ramos cells bound lipid 

in amounts that were much more than much less than or similar to the bound quantities by bacteria 

having comparable amounts of membrane lipid, the rough estimate of Ramos cell membrane lipid 

provided by this geometric approach was deemed to be sufficient. 

 Next, the objective for growing Ramos cells was to experiment to assess the extent to which 

AMP binds to Ramos cells relative to bacteria. We decided to examine how the presence of Ramos 

cells affects the response of bacteria to MSI-78. To facilitate comparison, we wanted to use a 

similar peptide-to-lipid ratio in the mixed cell samples as in our study of MSI-78 interacting with 

bacteria. In order to do this, firstly, we need to know the amount of lipids present in the bacterial 

sample and Ramos cells.  

Starting with the bacterial cells, the molar amount of lipids was calculated from the 

bacterial dry weight, knowing that lipids comprise 5.2% of the bacterial dry weight [160]. For 

example, the bacterial sample had an absorbance at 600 nm of 0.658. The absorbance vs bacterial 

dry weight relationship explained in section 2.4 gave a bacterial dry weight of 82.19 mg. Then, the 
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approximated lipid mass was 4.27 mg. The LPS mass was not included in this total mass of lipid. 

The average molecular weight of the lipids is 705 g/mol, which estimated that this sample had 6.0 

 10-6 moles of lipids. To get the number of lipids, we can multiply this number by Avogadro’s 

number, giving us 3.61  1018 lipids.  

Once we knew the number of lipids in our bacterial sample, we estimated the number of 

lipids present in the Ramos cells. To do this, we made use of the cell diameter. The Ramos cell 

diameter was 0.02 mm as measured from a microscope image obtained from Dr. Christian’s Lab. 

From the diameter, we can calculate the surface area of each cell. Then we can look up the surface 

area per lipid (0.5 nm2, i.e. 5  10-13 in mm2 )  [161] to estimate how many lipids are in the 

cytoplasm of cells. The number of cell membrane lipids can then be obtained from the cell surface 

area using the typical surface area per lipid in a cell membrane. We are not aware of a specific 

estimate of surface area per lipid for Ramos cells but the purposes of this preliminary experiment, 

an estimate based on the reported area of 0.5 nm2 for the surface area per lipid in eukaryotes was 

deemed to be sufficient [161]. Based on the measured diameter, the surface area for each cell is 

1.25  10-3 mm2. Multiplying the number of cells by the surface area of each cell gives us 2.9  

109 x 1.25  10-3 = 3.62  106 mm2 total cytoplasmic membrane surface area. To get the number 

of lipids present, we can divide the total cell surface area by the surface area per lipid and times 

by two since the membrane is a bilayer, giving us a number of lipids in the cytoplasmic membrane 

(7.24  106 mm2 / 5  10-13 mm2 = 1.45  1019). 

 Next, I calculated the amount of peptide needed for the peptide-to-bacterial lipid ratio. The 

membrane-deuterated E. coli treated with 30% MSI-78 is mentioned in Section 2.4. A equivalent 

amount of 30% MSI-78 was calculated, then weighed and suspended in 30 mL of LB medium. 

The media + AMP mixture was then used to resuspend the bacterial pellet and Ramos cell pellet, 
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which was then incubated at room temperature for 20 minutes while undergoing mild shaking on 

a benchtop shaker. After 20 min, the sample was centrifuged at 5670   g for 20 min at 4°C.  

The pellet was weighed, and it was 110 mg. The NMR rotor can only fill up to 40 mg of 

pellets, so some pellets are left over in the falcon tube. Next, 40 mg of the mixed pellet was 

transferred into the 3.2 mm NMR rotor, as detailed in Section 2.6.  

Preparing deuterated Ramos cells 

To deuterate the Ramos cells, I have adapted the protocol from Davis et al. [162], where 

they studied deuterated erythrocyte membranes. First, Ramos cells were grown for two weeks and 

3 days and centrifuged at 3000 rpm. The pellet was incubated with 0.72 ml of 50 mM deuterated 

palmitic acid in methanol for 15 minutes at room temperature. The mixture was centrifuged at 

30000 rpm for 30 minutes  [162]. Immediately, the NMR rotor was packed with the pellet.  
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Chapter 3. Obtaining 2H NMR spectra from E. coli by using 

static and MAS techniques 

In this chapter, I present the most reproducible static 2H NMR spectra of membrane-deuterated 

bacteria to date and explore the MAS NMR of these membrane-deuterated bacteria. 

3.1 2H NMR static spectra of deuterated E. coli 
 

 The Davis group obtained the first 2H‐NMR spectra of membrane‐deuterated bacteria in 

the early 1980s [146]. The first application of whole bacteria 2H NMR to systems affected by the 

presence of AMPs came in 2012 by Pius et al. [139], where the AMP MSI‐78 was shown to impact 

intact cells’ lipid acyl chain order drastically. This work employed a modified strain of E. coli 

which could not metabolize or synthesize the fatty acids and thus incorporated into cell membranes 

high levels of deuterated acyl chains from deuterated palmitic acid (PA) provided in the growth 

media [139,156]. These studies employ bacteria that have deuterons in place of hydrogens in the 

acyl chains of a number of different phospholipid species in their membranes [156,163], in both 

the inner and outer membranes. Shortly after, the Marcotte group developed a method for 

membrane‐deuterating bacteria without mutants by adding deuterated PA in a complex with 

dodecyl phosphocholine (DPC) to the growth media [145].  

Several factors have been identified in this and subsequent work supporting the acquisition 

of reproducible 2H NMR spectra from the bacteria. These include adjusting the relative amounts 

of palmitic and oleic acids for the type of bacteria being grown, being very consistent with the 

growth and harvesting protocols used, transferring the cells into the NMR spectrometer quickly 

after growth to understand the viability of the cells, acquiring spectra in sequential blocks to 
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monitor for changes in spectra over time, and using cell viability assays to assess how many 

bacteria are alive and metabolizing after their time in the NMR spectrometer [139,156]. With the 

initial studies of AMPs in whole deuterated bacteria [139,145], it was exciting to see how the 2H 

experiments traditionally done with AMPs in model lipids could be recapitulated in the context of 

whole bacteria. Before examining how whole-cell 2H NMR speaks to the membrane perturbing 

mechanisms of AMPs, this chapter first discusses the information contained in the general 2H 

NMR spectra of whole-cell membranes. 

In order to understand the 2H NMR spectra of E. coli, we need to know how we can 

compare the model lipid 2H NMR spectra to E. coli membrane-deuterated samples. 2H NMR 

spectra of lipids in model membranes or membranes‐deuterated bacteria encode information about 

the lipid acyl chain dynamics at various positions along the chain. The more constrained the motion 

at a particular carbon–deuteron bond on the acyl chain, the wider the 2H NMR doublet splitting 

will be for that chain position. Thus, the prominent edges at ±12.5 kHz (Fig. 1.7) are dominated 

by the acyl chain deuterons, closest to the lipid head groups, with the most constrained motions.  

On the other hand, deuterons near the methyl end of the lipids, and thus near the center of 

the bilayer, have much freer motion and thus contribute intensity near the center of the NMR 

spectra [158]. When a lipid‐membrane‐perturbing AMP is added to the sample, this is commonly 

seen as a change in the shape of the NMR spectrum with intensity transferred from the outer edges 

(that correspond to more constrained motion) to nearer the center of the spectra (that indicate less 

constrained motion). This likely reflects a peptide-induced increase in dynamic local curvature of 

bilayer surfaces. 

For 2H NMR of E. coli deuterated membrane, spectra are thus sensitive to the dynamics of 

the deuterated lipid acyl chains in the sample, particularly the degree of disorder of each segment 
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along the chain. Obtaining consistent spectra from intact membrane-deuterated bacteria can be 

challenging. It is, therefore, important to demonstrate the reproducibility of independently 

prepared samples before probing how different treatments affect the bacterial spectra. Fig. 3.1 

shows the 2H NMR spectra of three different preparations of untreated membrane-deuterated E. 

coli from independent cell preparations.  
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Fig. 3.1: 2H NMR spectra of membrane-deuterated E. coli are reproducible. Shown are 

spectra from 3 independent preparations of bacteria (purple, SK-53; red, SK-37; green, SK-

31). Dashed lines at ±12.5 kHz are included to facilitate the comparison of the spectra. 

Each spectrum is obtained from 110,000 scans recorded over 12 h at 37°C in a 600 MHz 

NMR spectrometer and normalized by area. The high degree of overlap in the stacked 

spectra on top shows that the spectra are reproducible. 
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As seen in the overlay at the top of Fig. 3.1, the spectra from the different samples are 

highly reproducible. All spectra in Fig. 3.1 display spectral edges at ∼ ± 12.5 kHz; these edges 

correspond to the quadrupole splitting for acyl chain carbon-deuterium bonds near the headgroup 

[140,146], which have relatively constrained motions compared to the segments closer to the 

center of the bilayer. 

The spectral shapes were quantified by calculating their moments, 𝑀1 and 𝑀2, along with 

their ∆2 values (Fig. 3.1, Table 3.1). These are shown with averages and standard deviations to 

indicate the variability between different preparations using the same bacterial strain and protocol 

with biological replicates. 2H NMR parameters for different bacterial preparations are quite 

reproducible. As detailed in the Methods section 2.7, 𝑀1 and 𝑀2  relate to the order of the lipid 

acyl chains, while ∆2 describes the shape of the spectrum. 

Table 3.1: 𝑀1, 𝑀2, and ∆2 values for all the spectra with averages and standard 

deviations of E. coli are shown in Fig.3.1 

 

3.2 2H NMR MAS spectra of deuterated E. coli 
 

As discussed in Section 1.3.3, 2H solid-state NMR can be time-consuming (it takes 16-17 hours to 

obtain a good signal-to-noise ratio for this sample), which can be a problem for short-lived 

bacterial samples. The cell viability experiment presented by Pius et al. showed that the spectral 

shape obtained from E. coli LA8 samples remained unchanged after 12 to 18 hours of 

Experiment 𝑴𝟏× 104(s-1) 𝑴𝟐× 109(s−2)  Δ2 

No treatment SK-31 3.66 2.04 0.12 

No treatment SK-37 4.40 3.02 0.15 

No treatment SK-53 4.23 2.77 0.15 

Average ± Standard deviation 4.09 ± 0.38 2.61 ± 0.50 0.14 ± 0.02 
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measurements despite a cell viability reduction of approximately 50% [133]. One approach to 

speed up sample characterization relative to conventional 2H static solid-state NMR experiments 

is to use magic-angle spinning (MAS). 

To understand the information available from MAS spinning 2H NMR experiments, I first 

tried to extract the information from 2H MAS NMR spectra of model lipid bilayers of DPPC-d62 

and compare the results with those from the 2H static NMR on DPPC-d62 bilayers (Fig. 3.2). As 

discussed in section 2.7, the best way to quantify the 2H NMR spectra is by moment calculation, 

which can be performed for both static and MAS spectra. In order to establish the reliability of the 

2H NMR MAS moments, the information extracted from MAS is compared to the moments from 

the 2H NMR static samples. 

To do this, we calculated the moments from static 2H NMR spectra (Fig. 3.2A) and 5 kHz 

(Fig. 3.2B) and 10 kHz MAS (Fig. 3.2C) sidebands for DPPC-d62 bilayers as described in section 

2.10. We found that our static 2H NMR moments for DPPC-d62  were identical to the values 

reported in the literature [159]. 𝑀1 and 𝑀2 for 10 kHz MAS spectra of DPPC-d62 compared well 

to the static moments, with percent differences of 2.7% and 4.6%, respectively. The ∆2 values for 

the liquid-crystalline phase should be close to zero, which is consistent with the small value of ∆2 

observed in Table 3.2. 
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Fig. 3.2: Static 2H NMR and MAS spectra of (5 and 10 kHz) of DPPC-d62 at 37°C. A: 2H 

static NMR spectra of DPPC-d62. B: 2H MAS spectra of DPPC-d62 at a spinning rate of 5 

kHz. C: 2H MAS spectra of DPPC-d62 at a spinning rate of 10 kHz. The static spectra were 

obtained with 10,000 scans, and MAS spectra were obtained with 1000 scans. 
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Table 3.2: 𝑀1, 𝑀2, and ∆2 values for all the spectra with % difference of static and MAS 

DPPC-d62 are shown in Fig. 3.2 

 

Once the MAS experiment was validated with the model DPPC-d62 sample, we moved to 

apply this approach to 2H MAS NMR spectra of membrane-deuterated E. coli. Firstly, we tried to 

optimize the experiment time. We had been attempting to record the MAS spectra of membrane-

deuterated E. coli samples in 20 minutes. However, we could not get a good signal-to-noise ratio 

at this time. Thus, we decided to increase the number of scans and record the spectra for 3 hours, 

which provided a good signal-to-noise ratio with a good baseline.  

Next, we recorded many 5 kHz membrane-deuterated E. coli MAS spectra and compared 

the MAS moments with the static 2H NMR values. A closer look at one of the membrane-

deuterated E. coli MAS spectra (Fig. 3.4A) shows two distinct peaks in the center, one from lipid 

and another probably from water. One possible way to confirm the assignment of the central peaks 

might be to use deuterium-depleted water which may reduce the amplitude of any HDO peak. The 

extra central peak was not seen for the model DPPC-d62 MAS (Fig. 3.2B) sample, and we suspect 

it represents the outcome of a metabolic process. In any case, we needed to decompose the 

membrane-deuterated E. coli sample's center peak to get the area under the curve for the lipid. 

Doing this allowed us to calculate the moments using Equations 3 and 4 in Section 2.10. 

Experiment 𝑴𝟏× 104(s-1) 𝑴𝟐× 109(s−2)  Δ2 

DPPC- d62 Static (Davis.et.al [159]) 5.32 3.88 0.01 

DPPC- d62 Static (SK-20) 5.10 3.73 0.06 

DPPC- d62 MAS 10 kHz (SK-21) 5.24 3.90 0.05 

  % Difference 2.74% 4.55% 16% 



60 
 

We explored suitable spectral analysis software packages to decompose the center peak 

and fit the sidebands. Several spectral analysis programs (Dmfit, Topspin, Origin Pro) were tried. 

Dmfit was the first spectral analysis program that I used. Dmfit could fit the MAS sidebands but 

could not decompose the center peak. So, I moved to another NMR spectral analysis program, 

Topspin. However, Topspin also could not decompose the two central peaks and didn’t give us the 

area under the curve for each separate peak in the center. Origin pro (2020b) provided the most 

useful fits to the sidebands and two center peaks (Fig. 3.3 A and B).  

Once we decided on the suitable spectral analysis software, we started analyzing with 5 

kHz MAS spectra of membrane-deuterated E. coli (Fig. 3.4A). Initially, we recorded many 5 kHz 

MAS spectra and calculated the resulting spectral moments and compared them with static 

moments from the same samples. For example, Table 3.3 shows one of the analyzed 5 kHz MAS 

moment analysis sets. We found that the moments obtained from MAS with a 5 kHz spinning rate 

did not match those obtained from the static experiments.  Warnet et al. [155] noted line broadening 

at both 5 kHz and 10 kHz, and they noted it was worse at 5 kHz than at 10 kHz. We likewise found 

a better agreement between MAS and static moments at 10 kHz than at 5 kHz (Table 3.3). Also, 

we noticed that 5 kHz MAS spectra have 3 sidebands, with the 3rd sideband at 15 kHz having very 

low intensity, likely increasing the error in moments (Table 3.3).       
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Fig. 3.3: A: Snapshot of sidebands fitting SK-73 MAS spectra B: Snapshots decompose 

the center peak for SK-73 MAS spectra with Origin Pro. 
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Fig. 3.4: A: 2H NMR spectra of membrane-deuterated E. coli obtained by MAS 2H NMR 

(upper) and static 2H NMR (lower). The MAS sample spinning rate is 5 kHz. Dashed lines 

at ±12.5 kHz are included to facilitate the comparison of the spectra. Each MAS spectrum 

is obtained from 20,000 scans recorded over 3 h at 37°C in a 600 MHz NMR spectrometer. 

The static spectrum is obtained from 110,000 scans recorded over 12 h at 37°C in a 600 

MHz NMR spectrometer and normalized by area. B: 2H NMR spectra of membrane-

deuterated E. coli obtained by MAS 2H NMR (upper) and static 2H NMR (lower). The 

MAS sample spinning rate is 10 kHz. Dashed lines at ±12.5 kHz are included to facilitate 

the comparison of the spectra.  

Table 3.3:  𝑀1, 𝑀2 and ∆2 values for no treatment E. coli SK-34 (Static) and SK-34 (5 kHz 

MAS) spectra.  𝑀1, 𝑀2 and ∆2 values for no treatment E. coli SK-73 (Static) and SK-73 

(10 kHz MAS). 

 

 

 

 

Experiment 𝑴𝟏× 104(s-1)    𝑴𝟐× 109(s−2) Δ2 

No treatment SK-34 (Static) 4.17       2.17 0.14 

No treatment SK-34 (MAS-5 kHz) 2.04       1.01 0.80 

% Difference 51 %       53% 471% 

    

No treatment SK-73 (Static) 4.64       3.34 0.15 

No treatment SK-73 (MAS-10 kHz) 4.76       3.97 0.29 

% Difference 2.5%       18% 93% 
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As Warnet et al. [155] noticed, increasing the spinning rate increases the sensitivity, 

reduces the number of sidebands needed to calculate the spectral moments, and increases the 

heating by friction. An infinitely fast rotation would result in no spinning sidebands and no 

possible moment measurement. A compromise must be found, and Warnet's results [155], along 

with our experiments, showed us that, provided the signal-to-noise was good enough, 10 kHz 

spinning sidebands could be sufficient to provide MAS spectral moment values that are 

comparable to those from static experiments for membrane deuterated E. coli samples. Private 

communication with members of the Marcotte group confirmed the suggestion that MAS at a 

higher spinning rate (10 kHz) was better suited to the determination of spectral moments.  

 As discussed above, a good signal-to-noise ratio is required to calculate the MAS spectra. 

Next, I thought that recording the spectra for a longer time and increasing the number of scans 

would give us better signal-to-noise MAS spectra, as I opened the NMR rotor cap and observed 

that the sample was not hydrated enough at the end of the experiment to conclude if increasing the 

acquisition time will provide us with the better signal-to-noise ratio.                 

Discussion 

This chapter first describes the reproducibility of 2H static NMR spectra obtained from 

membrane-deuterated E. coli. All the spectra exhibit characteristics that indicate the presence of a 

lipid liquid-crystalline phase [146], despite the complexity of the lipid compositions and bacterial 

cell envelope compositions. All the membrane-deuterated E. coli samples produced similar static 

spectra (Fig. 3.1). The 𝑀1, 𝑀2 and ∆2 values for untreated cells found in this study are within the 

range observed for untreated E. coli in previous studies [139,140]. The average  𝑀1 , 𝑀2, and ∆2 

values were more replicable compare to 𝑀1 , 𝑀2, and ∆2 values reported in previous work 



65 
 

[139,140]. For Santisteban et al., the average 𝑀1 , 𝑀2, and ∆2 values with standard deviation for 

two untreated sample was noted as 𝑀1 = 9 ± 1× 104 (s-1), 𝑀2, = 17± 3 ×109(s-2) and ∆2  = 0.47±0.07. 

For my three untreated was 𝑀1= 4.08 ± 0.38 × 104 (s-1), 𝑀2 = 2.61± 0.50 ×109(s-2) and ∆2 =  

0.14±0.02. 

 Another approach discussed in this chapter is using 2H MAS NMR to characterize 

membrane-deuterated bacteria in whole cells in 3-4 hours. The shorter spectral acquisition time 

may help reduce the possibility of sample degradation and be better suited to in vivo study of 

biological samples. We have tried to reproduce and validate the MAS approach that has already 

been published by Warnet et al. [155]. However, we still need to analyze more samples to fully 

assess the reproducibility of spectral analysis and moment calculation using MAS data. In our 10 

kHz MAS spectra analysis, we found that to get the accurate area under the curve from the 

sidebands, we need to fit each sideband of the MAS samples, and the center peak needs to be 

decomposed. The signal-to-noise ratio must be very good to get moment calculations that compare 

the static moments. It is unclear at this point if the information gained from the faster MAS 

experiments is as complete and useful as that obtained from static experiments. However, we still 

need to analyze more samples to fully assess the reproducibility of spectral analysis and moment 

calculation using MAS data. 
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Chapter 4. Effect on E. coli bacteria of gentle destabilization 

of LPS layer 

 

The main goal of this thesis is to determine if the lipopolysaccharide layer in the Gram-

negative cell envelope impacts the interaction between the lipid cell membrane and AMPs and 

CPPs. In order to do this, we need to first develop a method that can gently destabilize the LPS 

layer of E. coli. We have used EDTA to gently destabilize the LPS layer in the next section of this 

chapter. I will talk next about how EDTA works on the outer membrane. 

 EDTA is one of the classical examples of a permeabilizer, sequesters divalent cations  

contributing to the stability of the outer membrane by providing electrostatic interactions with LPS 

and proteins [164,165]. In Gram-negative bacteria, EDTA and other metal chelators (e.g.,  

nitrilotriacetic acid, CDTA, and HDTA) induce OM permeabilization [164,166]. Fig. 4.1 shows a 

schematic view of EDTA activity on E. coli OM.  
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Fig. 4.1: Permeability barrier and destabilization of the LPS layer. The intact outer 

membrane of Gram-negative bacteria (left-hand side of the figure) functions as a 

permeability barrier against hydrophobic molecules. Removal of stabilizing divalent 

cations (Mg2+ and Ca2+) from the LPS layer by chelating agents such as EDTA destabilizes 

the LPS (right-hand side of the figure).  
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Given the permeabilizing effect of EDTA and the objectives of this work, it was necessary 

to optimize the EDTA concentration and treatment time that gently destabilized the LPS layer. 

Vaara et al. reported that bacteria treated for 10 minutes with up to 10 mM EDTA only released 

9-11 % of the LPS, and the lowest EDTA concentration where they saw an effect was 2.5 mM 

[164,165]. Thus, my first experiment was to optimize the EDTA concentration and treatment time 

to gently destabilize the LPS layer. The goal was to ensure the LPS was modified without killing 

the cells. 

Gram-staining is one of the most widely used staining procedures in bacteriology to 

observe the change in bacterial cells and shape [167]. I observed the bacteria under the microscope 

when treated with EDTA at concentrations of 2.5, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0 up to 10 mM. 

Treatment times ranged from 5 to 45 minutes. At the end of each treatment time, I started the Gram 

staining protocol (section 2.9) and looked at the bacteria under the compound microscope right 

after completing the staining. There was no change in Gram staining colour and shape until 8.0 

mM of EDTA. Interestingly, at 45 minutes of treatment time for 9.0 mM EDTA, I saw a change 

in Gram staining colour from pink to purple and a change in cell shape from rod-like to spherical. 

The same difference was observed for 10 mM EDTA concentration. 

Because 45 minutes and 9.0 mM EDTA was the shortest time and EDTA concentration 

combination for which I saw a definite change in Gram-staining. I chose this as my strongest 

EDTA treatment. I also included 2.5 mM EDTA as Vaara et al., and Leive et al. [164,165] had 

seen some LPS release at this concentration. 

I then went on to do deuterium NMR and flow cytometry for cells treated with these two  

(2.5 and 9.0 mM) EDTA treatments. Representative spectra shown in Fig. 4.2A are of E. coli in 

the absence of EDTA treatment (black), after treatment with 2.5 mM EDTA (blue), and after 
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treatment with 9.0 mM EDTA (red). Appendix A contains additional spectra from independent 

samples treated with 2.5 mM EDTA and 9.0 mM EDTA samples (Fig. A1 and A2).  

  



70 
 

 

Fig. 4.2:  EDTA effects on lipid chain order, cell permeability and cell wall staining. A: 

2H NMR spectra of deuterium-enriched E. coli that are untreated (black, SK-53); treated 

with 2.5 mM EDTA (blue, SK-38) and treated with 9.0 mM EDTA (red, SK-39). Dashed 

lines at ±12.5 kHz are included to facilitate the comparison of the spectra. Each spectrum 

is obtained from 110,000 scans recorded over 12 h at 37°C in a 600 MHz NMR 

spectrometer and normalized by area. The top panel shows the overlaid spectra. Additional 

spectra obtained from samples with EDTA added are shown in Fig. A1 and A2. B: Cell 

count versus PI fluorescence intensity for E. coli cells treated with 2.5 mM and 9.0 mM 

EDTA as probed by flow cytometry with PI. The small count numbers for high PI 

fluorescence intensity show that PI cannot penetrate 2.5 mM and 9.0 mM EDTA-treated 

cells. C: Microscope images of cells treated with 9.0 mM EDTA and 2.5 mM EDTA after 
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Gram staining. These show that 9.0 mM EDTA (but not 2.5 mM EDTA) treatment 

drastically changes bacterial shape and susceptibility to Gram staining. 

 The NMR spectra of the EDTA-treated cells are very similar to those of untreated cells. 

NMR observations were complemented by flow cytometry (Fig. 4.2B) and light microscopy of 

Gram-stained cells (Fig. 4.2C) in order to assess the effects of LPS destabilization on membrane 

permeability. Flow cytometry showed that for bacteria treated with either 2.5 mM or 9.0 mM 

EDTA, only ~3% of the cells became PI-permeable. 

In contrast to the flow cytometry observations, Gram-staining did show a clear difference 

between the effects of the two EDTA treatments (Fig. 4.2C). Once the cells are treated with 

different concentrations of EDTA for 45 minutes, the cells are washed and fixed on glass slides to 

observe under a compound microscope by Gram-stain. Treatment with 9.0 mM EDTA led to the 

destabilization of the LPS layer, as seen by the change in Gram staining colour from pink to purple 

and a change in cell shape from rod-like to spherical. Taking the results of flow cytometry and 

microscopy together, it appears that treatment with 9.0 mM EDTA disrupts LPS without killing 

the cells. 

Statistics carried out with the ∆2 values from the three control spectra, and three 9.0 mM 

EDTA spectra indicate a p-value of 0.09 for the comparison, suggesting there may be a small 

change in the distribution of lipid acyl chain order along the acyl chain following EDTA treatment. 

Nevertheless, it is striking that while EDTA treatment leads to drastic changes in overall cell shape 

(Fig. 4.1C), there is effectively little to no observable change in the 2H NMR spectra that 

characterize the orientational order of bacterial lipid-acyl chains. 

In summary, LPS layer destabilization by the removal of divalent cations affected the 

ability of the bacterial cell to maintain their rod-like shapes. Destabilizing the LPS layer seems to 
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affect the cell wall over length scales that affect cell shape, but that membrane organization, on a 

much smaller length scale, is not significantly affected. 
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Table 4.1: 𝑀1, 𝑀2, and ∆2 values for all the spectra with averages and standard deviations. 

P-values for ANOVA comparison of selected treatment groups are also included. E. coli 

was treated with different concentrations of EDTA, as shown in Fig. 4.2.  

 

 

 

  

Experiment 𝑴𝟏× 104(s-1) 𝑴𝟐× 109(s−2)  Δ2 

No treatment SK-31 3.66 2.04 0.12 

No treatment SK-37 4.40 3.02 0.15 

No treatment SK-53 4.23 2.77 0.15 

Average ± Standard deviation 4.09 ± 0.38 2.61 ± 0.50 0.14 ± 0.02 

2.5 mM EDTA SK-38 4.47 3.02 0.11 

2.5 mM EDTA SK-40 4.32 2.84 0.12 

Average ± Standard deviation 4.39 ± 0.11 2.61 ± 0.13 0.11 ± 0.01 

9.0 mM EDTA SK-39 4.04 2.64 0.19 

9.0 mM EDTA SK-41 4.61 3.33 0.15 

9.0 mM EDTA SK-66 4.4 3.22 0.19 

Average ± Standard deviation                  4.35 ± 0.29 2.73 ± 0.36 0.18 ± 0.02 

 p-value (no treatment vs. 9.0 mM 

EDTA) 

0.40 0.28 0.09 
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Fig. 4.3: 𝑀1, 𝑀2, and ∆2 values for all the spectra with averages and standard deviations. 

p-values for ANOVA single-factor comparison of treatment groups are indicated for all 

comparisons. 
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Discussion  

 

In this chapter, I show that destabilizing the LPS layer has no substantial impact on the 2H 

NMR spectra or membrane integrity. Spectra for bacteria treated with EDTA at both 

concentrations (2.5 mM and 9.0 mM) have similar characteristics to untreated bacteria, including 

edges at ±12.5 kHz, indicating that the lipid organization in the membrane remains similar to that 

in untreated bacteria. The lack of observable difference between the spectra from the EDTA-

treated and untreated samples indicates that the membrane organization is not affected by any 

indirect effects from the disruption of the carbohydrate part of the LPS, which includes other part 

of OM and does not seem to disrupt chain order. Comparing membrane permeabilization effects 

of the 2.5 and 9.0 mM EDTA concentrations, a similar observation was noticed for the membrane 

permeabilization effects. 

Given that the Gram-staining shows the cells are strongly affected by 9.0 mM EDTA (Fig. 

4.2C), it is helpful to analyze further the NMR spectra (Fig. 4.1A) that, from inspection, appear to 

show little difference between untreated and EDTA-treated cells.  

Notably, ∆2 is a measure of the overall shape in the spectrum, i.e., the distribution of 

splittings. As reported in earlier studies, and also, observed below in this study, the most significant 

changes in ∆2 occur when bacteria are treated with AMP [139,140,145]. Looking at Fig. 4.1A and 

Table 4.1, interestingly, it is seen that the ∆2 parameters calculated from the spectra (Table 4.1 

and Fig. 4.3) increase slightly with 9.0 mM EDTA treatment. ` 
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Chapter 5. Effect of LPS destabilization on bacterial 

membrane susceptibility to AMP-induced disruption  

 

After assessing the gentle destabilization effect of the LPS layer by EDTA treatment, the 

next stage of this project was to evaluate the impact of LPS layer destabilization on the sensitivity 

of the bacterial cell envelope to treatment with AMP MSI-78. 

Since AMPs must traverse the carbohydrates of the LPS layer before reaching the lipid acyl 

chains, it was important to find out if LPS disruption would sensitize the cells to AMP-induced 

acyl chain disruption. To address this question, we used 2H NMR spectroscopy and flow cytometry 

to examine the effects of treating E. coli with EDTA to destabilize the LPS layer prior to treatment 

using 30% MSI-78 and then compared the results with the effects of AMP treatment alone.  Fig. 

5.1 and 5.2 compare the effects of 30% MSI-78 on 2H NMR spectra and flow cytometry of E. coli 

with and without prior treatment using 2.5 mM EDTA and 9.0 mM EDTA.  
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Fig. 5.1:  2H NMR spectra of deuterium-enriched E. coli treated with 2.5 mM EDTA+30% 

MSI-78 that are untreated (black, SK-53); after treatment with 30% MSI-78 (green, SK-

47) (% by dry weight of bacteria), and after treatment with 2.5 mM EDTA followed by 

30% MSI-78 (orange, SK-49). The top panel shows the overlaid spectra. Dashed lines at ~ 

±12.5 kHz are shown to facilitate the comparison of the spectra. Each spectrum is obtained 

from 110,000 scans recorded over 12 h at 37°C in a 600 MHz NMR spectrometer and 

normalized by area. Only selected spectra are shown. Additional spectra are shown in Figs. 

A4 and A5. 
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Fig. 5.1 showed no observable difference between the 2H NMR spectra obtained from the 

sample treated with 30% MSI-78 and the sample treated with 2.5 mM EDTA followed by 30% 

MSI-78 treatment. Representative 2H NMR spectra shown in Fig. 5.1 include the spectra for E. 

coli with no treatment, E. coli treated with MSI-78 only, and cells treated with 2.5 mM EDTA 

followed by MSI-78. Appendix A contains additional spectra from independent samples treated 

with 30% MSI-78 (Fig. A3) and samples with 2.5 mM EDTA and 30% MSI-78 (Fig. A4).  

Fig. 5.2 compares the effects of 30% MSI-78 on 2H NMR spectra and flow cytometry of 

E. coli with and without prior treatment using 9.0 mM EDTA. Flow cytometry (Fig. 5.2B) showed 

that treatment with 30% MSI-78 alone permeabilized ~68% of cells while treatment with 9.0 mM 

EDTA followed by 30% MSI-78 permeabilized 92% of cells, i.e., more permeabilization than for 

cells treated with MSI-78 alone. The flow cytometry experiments were repeated with two 

independently prepared samples and gave similar results (data not shown). Thus, as judged by cell 

permeabilization, disruption of LPS does sensitize the cells to MSI-78. Additionally, 9.0 mM 

EDTA+MSI-78 shows an increase in the side scatter spread of the cells (Appendix Fig. B2), 

suggesting an increase in intracellular granularity. 
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Fig. 5.2: LPS pre-treatment increases the susceptibility of bacteria to AMP as judged by 

2H NMR and flow cytometry. A: 2H NMR spectra of deuterium-enriched E. coli that are 

untreated (black, SK-53); after treatment with 30% MSI-78 (green, SK-47) (% by dry 

weight of bacteria), and after treatment with 9.0 mM EDTA followed by 30% MSI-78 

(purple, SK-49). The top panel shows the overlaid spectra. Dashed lines at ~ ±12.5 kHz are 

shown to facilitate the comparison of the spectra. Each spectrum is obtained from 110,000 

scans recorded over 12 h at 37°C in a 600 MHz NMR spectrometer and normalized by 

area. Only selected spectra are shown. Additional spectra are shown in Figs A4 and A5. B: 

Cell count vs. PI fluorescence intensity for treated E. coli cells treated with 30% MSI-78 

alone and 9.0 mM EDTA+MSI-78, as probed by flow cytometry with PI.  
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Unlike the flow cytometry results, which indirectly report on the state of the membrane by 

indicating if the dye can reach DNA inside the cells or not, 2H NMR spectra report directly on the 

lipid acyl chains. Representative 2H NMR spectra shown in Fig. 5.2A include the spectra for E. 

coli with no treatment, E. coli treated with MSI-78 only, and cells treated with 9.0 mM EDTA 

followed by MSI-78. Appendix A contains additional spectra of independent samples prepared 

with 30% MSI-78 and 9.0 mM EDTA and 30% MSI-78 (Figs. A3, A4 and A5).  

Firstly, we confirm that the effect on the bacterial membrane of 30% MSI-78 alone is 

similar to that of previous studies [139,140]. Specifically, the 2H NMR observations shown in Fig. 

5.2A demonstrate that MSI-78 induced substantial changes in the E. coli spectra, including 

decreased intensity at the ~ ± 12.5 edges and increased intensity at smaller splittings (~<5 kHz). 

These 2H NMR observations are consistent with an MSI-78-induced decrease in bacterial 

membrane lipid acyl chain orientational order, i.e., an increased angular amplitude of lipid chain 

motions.  

To address how pre-treatment with EDTA to destabilize the LPS affects the bacteria’s 

sensitivity to AMP-induced lipid-acyl chain disruption, we next compare the spectra for cells 

treated with MSI-78 alone to the spectra of cells pretreated with 9.0 mM EDTA before AMP 

treatment. Compared to treatment with MSI-78 alone, spectra of cells treated with EDTA before 

MSI-78 displayed less intensity at ~ ± 12.5 kHz and substantially more intensity in the ~ ± 2.5 kHz 

range of the spectrum (Fig. 5.2A inset). This observation is consistent with there being more AMP-

induced lipid acyl chain disruption in LPS-destabilized cells. Hence, LPS does appear to provide 

some protection to the cells from membrane disruption by MSI-78. 

To compare, more quantitatively, the effects of the AMP alone with those of EDTA-pre 

treatment + MSI-78, we performed a statistical analysis of 𝑀1, 𝑀2, and ∆2 values. These 
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comparisons are shown in Table 5.1 and Fig. 5.3. It is first noted that treating with 9.0 mM EDTA 

alone has no statistically significant effect on the average 𝑀1, although 𝑀1 did tend to increase 

from 4.09x104 s-1 for untreated cells to 4.35x104 s−1 for cells treated with 9.0 mM EDTA (p-value 

0.40). Interestingly, treatment with EDTA has the opposite effect on 𝑀1 to that of treatment with 

AMP alone; 𝑀1was significantly (p-value 0.05) smaller for the spectra of cells treated with AMP 

(3.44x104 s−1) than for the spectra of untreated cells. This observation is in keeping with previous 

studies (e.g., [139,140]) that noted that treatment with AMP leads to a decrease in average chain 

orientational order in model lipids. As expected from visual inspection of the spectra in Fig. 5.2A, 

treatment with 9.0 mM EDTA and 30% AMP together results in 𝑀1 reduced even more than for 

cells treated with AMP alone, 3.44x104 s−1 and 3.12x104 s−1, respectively, with a (p-value of 0.07). 
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Table 5.1: 𝑀1, 𝑀2, and ∆2 values for all the spectra shown in Fig. 5.1 and 5.2A with 

averages and standard deviations. p-values for ANOVA comparison of selected treatment 

groups are also included. SK-XX are the sample numbers, and referenced spectra not 

shown in the main text are shown in Appendix A. 

 

 

Experiment 𝑴𝟏× 104(s-1) 

   
  𝑴𝟐×109(s−2) Δ2 

30% MSI-78 SK-47 3.60 2.26 0.30 

30% MSI-78 SK-57 3.29 2.05 0.36 

30% MSI-78 SK-64 3.44 2.11 0.32 

Average ± Standard deviation 3.44 ± 0.16 2.14 ± 0.11 0.33 ± 0.03 

p-value (no treatment vs. MSI-78) 0.05 0.19 0.0008 

2.5 mM EDTA+30% MSI-78 SK-49 3.23 2.43 0.32 

2.5 mM EDTA+30% MSI-78 SK-54 

Average ± Standard deviation                  

3.73 

3.48 ± 0.35 

2.52 

2.45 ± 0.06 

0.34 

0.33 ± 0.01 

9.0 mM EDTA+30% MSI-78 SK-55 3.16 1.86 0.38 

9.0 mM EDTA+30% MSI-78 SK-67 3.09 1.82 0.41 

Average ± Standard deviation 3.12 ± 0.05 1.84 ± 0.03 0.39 ± 0.02 

p-value (9.0 mM EDTA alone vs 9.0 

mM EDTA+30% MSI-78) 
           0.01 0.03 0.002 

p-value (30% MSI-78 vs. 9.0 mM 

EDTA+ 30% MSI-78) 
          0.07 0.02 0.07 
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Fig. 5.3: 𝑀1, 𝑀2, and ∆2 values for all the spectra with averages and standard deviations. 

p-values for ANOVA single-factor comparison of treatment groups are indicated for all 

comparisons.  

 Table 5.1 shows the calculated values of the first and second moments, 𝑀1 and 𝑀2, along 

with the ∆2 values for all the spectra shown in Fig. 4.3. The moment values 𝑀1 and 𝑀2 and ∆2 of 

EDTA treated and EDTA treated with 30% MSI-78 samples were averaged and the standard 

deviation was reported to indicate the variability between different samples. As noted, the standard 

error for ∆2 value is small since. Taking that in account ∆2  is a function with 𝑀2 over 𝑀1 squared 

so 𝑀2 and  𝑀1 values are correlated so that the ratio does not vary as much as the individual values.  

Similar to the observations for  𝑀1, treatment with 9.0 mM EDTA alone does not make a 

significant change in the observed value of 𝑀2. The average 𝑀2 increases slightly from 2.61 x109 

s−2 for the spectra of untreated cells to 2.73 x109 s−2 for the spectra of cells treated with 9.0 mM 

EDTA (p-value 0.28). Treatment with AMP moves 𝑀2 in the opposite direction to that seen for 

treatment with EDTA, i.e., to a lower value (2.14 x109 s−2), although the difference between no 

treatment and AMP treatment is not statistically significant (p-value 0.19). With 9.0 mM EDTA 

followed by MSI-78 treatment, the average value of 𝑀2 decreased even more to 1.84 x109 s−2. This 

value of 𝑀2 was significantly different from both the 𝑀2 values for cells treated with MSI-78 alone 

(p-value 0.03) and cells treated with EDTA alone (p-value 0.02). 

It is important to note that while treatment with EDTA tends to increase the spectral 

moments slightly, AMP does the opposite. With the joint EDTA + AMP treatment, the spectral 

moments decrease even more than for AMP alone, implying a synergistic effect exists between the 

two treatments. That is to say, the EDTA followed by AMP treatment decreases acyl chain 

orientational order more than the sum of the effects of EDTA or AMP applied separately. For 𝑀1, 
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the comparison between AMP alone and EDTA followed by AMP is on the edge of statistical 

significance with a p-value of 0.07, while the 𝑀2 comparison is more significant, with a p-value 

of 0.02. Importantly, since EDTA and AMP alone have opposite effects on 𝑀1 and 𝑀2, the effects 

of AMP and EDTA are not additive rather, the effect of EDTA treatment on AMP-induced 

reduction in 𝑀1 and 𝑀2 is synergistic. 

Moving to the ∆2 values, which reflect the spectral shape, the average ∆2 value increases 

significantly from 0.14 for untreated cells to 0.33 for AMP-treated cells (p-value 0.0008). With 

the 9.0 mM EDTA followed by MSI-78 treatment, ∆2 values increased slightly more to 0.39 (p-

value for AMP alone vs EDTA+MSI-78 is 0.07). While the effects of EDTA and MSI-78 on 

average chain order, as indicated by 𝑀1, and 𝑀2, were synergistic, the effects on ∆2 were more 

additive in nature, i.e., both EDTA and MSI-78 tended to increase the relative mean squared 

deviation of the quadrupolar splittings, consistent with both treatments altering the distribution of 

orientational order parameters along the acyl chains. 

At this point, it is helpful to examine more closely what parameter ∆2 means. AMPs tend 

to decrease spectral intensity at splittings corresponding to the plateau region of the order 

parameter profile, i.e. close to the lipid headgroups of model membranes [157]. ∆2 reflects the 

shape of the distribution in 2H splittings [146]. Since in unperturbed membranes, a large fraction 

of the observed splittings come from the plateau region and have similar values, the distribution 

of splittings peaked near the upper range of the observed splittings, and ∆2 is relatively small. In 

the presence of AMP, the distribution of splittings becomes flattened (the order parameter profile 

becomes more linear) and ∆2 increases. In a typical liquid crystalline bilayer, packing constraints 

near the headgroup end of the acyl chains lead to the persistence of higher orientational order 

through the plateau region segments [159]. Interaction with AMPs appears to relax these 
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constraints in a way that removes the prominent spectral edges characteristic of the plateau in the 

orientational order parameter. The resulting spectrum appears to reflect a more uniform change in 

orientational order parameters with position along the acyl chains. This probably reflects an AMP-

induced increase in the amplitude of fluctuations in bacterial membrane bilayer shape and 

thickness, likely due to effects on lipid headgroup packing. As suggested above, this, in turn, may 

reflect a peptide-induced increase in local bending of bilayer surfaces. 

Discussion 

The findings in this chapter directly relate to a well-known open discussion in the AMP 

area of research about whether LPS promotes the accumulation of the AMPs on the cell membrane 

or instead entraps the AMPs, thus preventing them from reaching the lipid bilayer. A comparison 

of previous in vitro and in vivo studies for two AMPs, melittin and omiganan, indicated that the 

cell‐bound AMP:L ratio was 2.3 to 9.2 times higher than the threshold to see effects in liposomes 

[107]. In a more direct approach, the Stella group [108] showed that, at the minimum bactericidal 

concentration (MBC), 107 fluorescently labelled AMP molecules are bound to each cell. This 

corresponds to an AMP:L ratio of ~1:3 to 5:1. This study by the Stella group suggests that AMPs 

may bind to molecules present in bacteria but not in liposomes. For Gram-negative bacteria, 

several studies indicate that AMPs interact with the LPS layer of the bacterial cell envelopes. 

Experiments on E. coli mutants where the LPS layer was absent increased the effectiveness of 

seven different AMPs, indicating that the LPS layer contributes some protection to the bacteria 

from AMP [109]. 

 I have shown that gently destabilizing the LPS layer of E. coli bacteria has given a little 

more access for MSI-78 to reach the lipid bilayer. The presence of an effect of LPS destabilization 
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on MSI-78-induced changes observable directly in the 2H NMR spectra is also supported by ∆2 

values calculated from the spectra (Table 5.1).  

In summary, 𝑀1, 𝑀2, and ∆2 values for samples treated with MSI-78 alone vs. samples pre-

treated with EDTA followed by MSI-78 demonstrating that LPS helps protect bacteria from lipid 

acyl chain disruption by MSI-78. 
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Chapter 6. Comparison of cell-penetrating peptide's effect 

with antimicrobial peptides 

 

In this chapter, we compare the lipid acyl chain disorder induced by MSI-78, which 

permeabilizes cells to a fluorescent dye, with the effect of a cell-penetrating peptide (CPP) (TP2). 

This peptide has been shown to cross the membrane without making it permeable to dye [135].   

Our flow cytometry observations confirmed Wimley et al.’s findings [135] that bacteria 

were not dye-permeable after treatment with TP2. So, we were quite surprised to find that TP2’s 

effects on membrane lipid orientational order, as indicated by 2H-NMR observations, were similar 

to those of MSI-78, which does make cells permeable to the dye. 

Representative 2H NMR spectra shown in Fig. 6.1A are for membrane-deuterated E. coli 

with no treatment and E. coli treated with 30 % TP2 alone. Fig. 6.1B compares spectra for bacteria 

treated with TP2 alone and for bacteria treated with 9.0 mM EDTA followed by 30% TP2.  

Appendix Fig. A6 contains additional spectra from independent samples treated with 30% TP2 

and treated with 9.0 mM EDTA followed by 30% TP2. While the NMR spectra show not much 

difference between the effects of TP2 and MSI-78 on lipid chain order, flow cytometry confirms 

that, unlike MSI-78, TP2 does not permeabilize the cells to PI (Fig. 6.1C).  
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Fig. 6.1: The CPP peptide TP2 increases the amplitude of lipid chain motions but does not 

induce membrane permeabilization. A: 2H NMR spectra of deuterium-enriched E. coli that 

are untreated (black, SK-53); after treatment with 30% TP2 (pink, SK-71); and after 

treatment with 30% MSI-78 (green, SK-47) B: 2H NMR spectra of deuterium-enriched E. 

coli that are untreated (black, SK-53); after treatment with 30% TP2 (pink, SK-71) and 

after treatment with 9.0 mM EDTA followed by 30% TP2 (blue, SK-72). Dashed lines at 
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±12.5 kHz are shown to facilitate the comparison of the spectra. Each spectrum is obtained 

from 110,000 scans recorded over 12 h at 37°C in a 600 MHz NMR spectrometer and 

normalized by area. Only selected spectra are shown; additional spectra are shown in Fig. 

A6. C: Flow cytometry cell count vs. PI fluorescence intensity for E. coli cells treated with 

30% TP2 and 9.0 mM EDTA+TP2. 
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Having shown that pre-treatment to destabilize the LPS affects the bacteria’s sensitivity to 

lipid acyl chain disruption by MSI-78, we asked if destabilization of the LPS layer also affects acyl 

chain disruption induced by TP2 (Fig. 6.1B). From inspection of spectra, any differences were 

hard to discern, so we examined the ∆2 values calculated from these spectra. 

As for MSI-78, there was a significant increase in ∆2 with TP2 treatment (Table 6.1, Fig. 

6.2). Interestingly, unlike the case for MSI-78, the ∆2 for the spectrum resulting from pre-treatment 

with 9.0 mM EDTA followed by TP2 decreased to 0.25. This was smaller than the ∆2 value of 

0.29, resulting from treatment with TP2 alone (p-value 0.03). This comparison of ∆2 values 

indicates that membrane perturbation due to TP2 is larger than that due to treatment with EDTA 

followed by TP2. 

  In other words, while the presence of intact LPS protects cells from MSI-78, it appears to 

sensitize them to TP2. Overall, MSI-78 has a stronger effect on LPS-disrupted cells than TP2, with 

∆2 values of 0.39 and 0.25, respectively, and this was a statistically significant difference (p-value 

0.01).  
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Fig. 6.2: 𝑀1, 𝑀2, and ∆2 values for all the spectra with averages and standard deviations. 

P-values for ANOVA single-factor comparison of treatment groups are indicated for all 

comparisons 

E. coli 

2.5 mM EDTA 

9.0 mM EDTA 

30% MSI-78 

2.5 mM EDTA+30% MSI-78 

9.0 mM EDTA+30% MSI-78 

30% TP2 

9.0 mM EDTA+TP2 
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Table 6.1: 𝑀1, 𝑀2, and ∆2 values for all the spectra shown in Fig. 6.1A and B with 

averages and standard deviations. p-values for ANOVA comparison of selected treatment 

groups are also included. SK-XX are the sample numbers, and referenced spectra not 

shown in the main text are in the appendix. 

 

 

 

 

 

 

 

 

 

Experiment 𝑴𝟏× 104(s-1)           𝑴𝟐× 109(s−2) Δ2 

30% TP2 SK-71 3.46 2.08 0.30 

30% TP2 SK-75 3.47 2.10 0.29 

Average ± Standard deviation 3.46 ± 0.01 2.09 ± 0.01 0.29 ± 0.00 

p-value (30% MSI-78 vs. 30% TP2) 0.87 0.59 0.11 

9.0 mM EDTA+30%TP2 SK-72 4.13 2.89 0.25 

9.0 mM EDTA+30%TP2 SK-77 3.53 2.11 0.25 

Average ± Standard deviation    3.83 ± 0.42 2.50 ± 0.55 0.25 ± 0.00 

p-value (9.0 mM EDTA+30%MSI-78 vs. 

9.0 mM EDTA+30% TP2) 
   0.14                       0.23 0.01 

p-value (30% TP2 vs. 9.0 mM EDTA+30% 

TP2) 
0.35  0.40 0.03 
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Discussion  

CPPs have been of great interest due to their ability to cross cellular membranes and have 

been utilized to carry cargo into cells with minimal toxicity [124,168].  Since the discovery of the 

first CPP, Tat, over 30 years ago, various CPPs, natural and synthetic, have been discovered and 

utilized for drug transport to enhance the bio-distribution of deliverables [124,168,169]. Although 

CPPs and AMPs have been studied extensively in recent years, there remains great ambiguity 

regarding the properties that contribute most to their activity. 

 This chapter compares the lipid acyl chain disorder induced by MSI-78, which 

permeabilizes cells to a fluorescent dye, with the effect of a CPP (TP2). This is the first 2H NMR 

observation of the whole-cell bacteria perturbation by a CPP peptide. MSI-78 and TP2 were found 

to cause similar changes in the 2H NMR spectra of membrane-deuterated bacteria, which implies 

similar changes in membrane lipid orientational order (Fig. 6.1A). 

The AMP-induced reduction in the spectral edges ~ ± 12.5 kHz and the corresponding 

increase in intensity at narrower splittings were also reflected in the 𝑀1 and ∆2 values. For both 

AMP and CPP, there was an increase in ∆2 and a decrease in 𝑀1, associated with the presence of 

30% of AMP. This decrease in 𝑀1 and the increase in ∆2 indicates a lower mean order parameter 

and a greater relative mean squared width of the order parameter distribution. These changes are 

consistent with an increase in the disorder along the whole acyl chain and a disruption in the lipid 

bilayer of the AMP and CPP-treated samples. 

To summarize, MSI-78 and TP2 caused similar perturbations to the lipid acyl chain 

orientational order in the E. coli bacterial membranes despite one having antimicrobial properties 

and the other being a class of cell-penetrating peptides. 
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Interestingly, TP2 causes changes in the bacterial membrane of 2H NMR spectra that are 

similar to those due to MSI-78 but don’t permeabilize cells. CPP peptides are known for their 

endocytic uptake and membrane translocation [170–173]. However, these two mechanisms depend 

on the physicochemical properties of the peptide in combination with the structural properties of 

the cell membrane [78]. As shown in our study and one by Wimley et al. [122], spontaneous 

membrane translocation of TP2 might not require membrane permeabilization in order for the TP2 

peptide to cross the lipid bilayer.  

Additionally, destabilization of the LPS layer seemed to reduce the effect of TP2 on the 

bacterial membranes, whereas disrupting the LPS layer increased the extent to which bacterial 

membranes were affected by MSI-78. This was quite unexpected. It is unclear why this is. One 

possibility might be the difference in the sequence of the two peptides. For example, TP2 gets its 

positive charge from arginine residues, while MSI-78 has no arginine but many lysines. 

Additionally, TP2 is a much shorter peptide than MSI-78, and MSI-78 carries more ring residues 

in its sequences.   

Most of the data available to date for CPPs has been based on the use of fluorescence dyes 

to understand the membrane-crossing properties of these peptides [123]. However, a study by 

Hong et.al. on POPE and POPG has shown that 2H NMR spectra TAT a CPP peptides do not cause 

dynamic heterogeneity but interact with the membrane with a different mechanism [174]. Further 

study is required to understand if this is a general difference between AMPs and CPPs, or if it is 

specific to MSI-78 and TP2, as well as to understand the mechanism for the difference. Another 

study by Vogel et.al. on RW9 and RL9 two arginine rich CPP peptides has shown that 

POPC/POPG membranes flexibility has slightly increased by both the peptides [188]. 
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Chapter 7. Selectivity of AMPs for bacterial cells versus 

mammalian cells  

 AMPs have been shown to exhibit cell selectivity. They selectively kill bacteria at 

concentrations not significantly toxic to mammalian cells [114,175]. AMPs can be nonhemolytic 

at concentrations above their minimal inhibitory concentrations (MICs) against many bacterial 

strains [114]. However, the effect of competition between AMP binding to bacterial and 

mammalian cells on antimicrobial activity and how interactions between AMPs and mammalian 

cells might be related to host cell toxicity and cell selectivity have not been well examined.  

The study described in this chapter is intended to provide some information about AMP 

selectivity by examining whether non-bacterial cells (mammalian cells) can compete with bacteria 

for AMP binding in a mixture of bacteria and mammalian cells. The mammalian cell line used in 

this study was the Ramos cell line, derived from Burkitt’s lymphoma [176]. The first step in this 

study is to confirm that the presence of Ramos cells does not affect membrane order in deuterated 

bacteria. To do this, I first had to optimize the cell growth time to produce enough Ramos cells for 

NMR. I started with a small culture of 50 ml of Ramos cells. After 2 days, cells were counted for 

a number of cells, and we judged that the pellet was not enough to fill the NMR rotor, so the cells 

were re-cultured for another 2 weeks. After 2 weeks and 3 days, the total number of cells was 2.9 

x 109 cells, which was enough to fill the 3.2 mm NMR rotor. 

Then I moved to do deuterium NMR on samples containing a mixture of deuterated E. coli 

and Ramos cells that are not deuterated.  Representative spectra shown in Fig. 7.1 present the 2H 

NMR spectra of deuterated E. coli alone and deuterated E. coli cells mixed with Ramos cells. The 
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NMR spectra show no change in spectral shape for deuterated E. coli membranes in the mixture 

of two cell types compared to just E. coli cells.  

The spectra display similar characteristics, including the edges at ~ ± 12.5 kHz. The lack 

of observable difference between the spectra from the membrane-deuterated E. coli (in black) and 

a mixture of membrane-deuterated E. coli and Ramos cells (in purple) indicates that, as expected, 

the presence of Ramos cells does not affect the membrane order in deuterated bacteria. The signal-

to-noise ratio for the mixed sample (purple) is roughly half of the membrane-deuterated E. coli 

sample (black), so it is possible that Ramos cells account for about half of the mixed sample. 
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Fig. 7.1:  No change in lipid acyl chain order between deuterated E. coli and a mixture of 

non-deuterated Ramos cells and deuterated E. coli: 2H NMR spectra of deuterium-enriched 

E. coli that are untreated (black, SK-53); a mixture of deuterated E. coli and non-deuterated 

Ramos cells (purple, SK-76); Dashed lines at ±12.5 kHz are shown to facilitate the 

comparison of the spectra. Each spectrum is obtained from 110,000 scans recorded over 12 

h at 37°C in a 600 MHz NMR spectrometer and normalized by area. 
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The next objective of this study was to assess the extent to which AMP binds to Ramos 

cells relative to bacteria. We decided to examine how the presence of Ramos cells affects the 

response of bacteria to MSI-78. To facilitate comparison, we wanted to use comparable amounts 

of lipids from bacteria and Ramos cells and a total lipid content similar to that in our study of MSI-

78 interacting with bacteria. In section 2.3, we discussed calculating the dry weight of bacteria and 

the lipid ratio. In order to obtain the lipids ratio in the Ramos cells, we made use of the cell diameter 

of the Ramos cell. We can calculate the surface area of each cell. Then we looked up the surface 

area per lipid (0.5 nm2 ) [161,177] and used that to estimate how many lipids are in the cytoplasm 

membrane of the cells (explained in Section 2.11). For the mixed cell NMR sample study, the total 

number of bacterial lipids was estimated to be 3.61 x 1018 lipids, and the total number of Ramos 

cells membrane lipids was estimated to be 1.45 x 1019. The sample is thus estimated to contain 

about 4 times as many Ramos cell lipids as bacterial lipids. 

Fig. 7.2 shows representative 2H NMR spectra of the mixture of deuterated E. coli and non-

deuterated Ramos cells (in black), the sample containing only E. coli treated with 30% MSI-78 (in 

blue), and the mixture of cells (i.e., Ramos cells and E. coli cells) treated with 30% MSI-78 in 

pink. The 2H NMR spectrum of the bacteria + Ramos cells mixture treated with MSI-78 has a 

small but noticeable shoulder at ~ ±12.5 kHz compared to the spectrum of E. coli alone treated 

with 30% MSI-78, for which the shoulder is absent. 
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Fig. 7.2: Presence of Ramos cells impacts the effect of MSI-78 on lipid acyl chain order: 

2H NMR spectra of deuterated E. coli and non-deuterated Ramos cells (black, SK-76); 

deuterated E. coli treated with 30% MSI-78 (blue, SK-78) and deuterated E. coli and non-

deuterated Ramos cells treated with 30% MSI-78 (pink, SK-79); Dashed lines at ±12.5 kHz 

are shown to facilitate the comparison of the spectra. Each spectrum is obtained from 

110,000 scans recorded over 12 h at 37°C in a 600 MHz NMR spectrometer and normalized 

by area.  
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At the same time, the intensity at smaller splittings (between ~± 5 kHz) is smaller in the 

spectrum of the mixed cell sample treated with MSI-78 than in the sample of E. coli alone treated 

with MSI-78. Together, these observations about the spectra suggest that the presence of Ramos 

cells slightly reduces the amount of MSI-78 available to interact with E. coli. As noted earlier, the 

spectra of the E. coli cells treated with 30% MSI-78 with Ramos cells have a lower signal-to-noise 

ratio as compared to E. coli treated with 30% MSI-78.  

We have calculated spectral moments for all the 2H NMR spectra in this thesis but have 

yet to calculate spectral moments for this chapter. The result shown in this chapter is that replacing 

a significant fraction of bacteria with mammalian cells did not increase the relative amount of 

peptide available to interact with the bacteria, so some of the peptides must be taken up by 

mammalian cells. Therefore, a moment analysis would only be helpful with a more quantitative 

assessment of the relative amounts of bacterial and Ramos cell membrane lipids. 

One approach that could potentially answer many unanswered questions regarding 

mammalian cells and AMPs would be directly detecting mammalian cell membrane perturbation 

by AMPs using 2H NMR. This would require developing a method to deuterate the mammalian 

cells. In the next paragraph, I will discuss how I have attempted to deuterate the Ramos cells and 

obtain 2H NMR spectra of deuterated Ramos cells. 

In an effort to deuterate the Ramos cell, I adapted the protocol from Davis et al. [162], who 

studied deuterated erythrocyte membranes. First, Ramos cells were grown for two weeks, and the 

pellet was incubated with deuterated palmitic acid in methanol for 15 minutes at room temperature. 

The mixture was then centrifuged, and the NMR rotor was packed with the pellet.  

Fig. 7.3 shows a spectrum 2H NMR spectrum of deuterated Ramos cells. 
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Fig. 7.3:  First attempt to deuterate Ramos cells: 2H NMR spectra of untreated deuterium-

enriched Ramos cells (red, SK-81). The spectrum is obtained from 110,000 scans recorded 

over 12 h at 37°C in a 600 MHz NMR spectrometer. 

Without an unambiguous assignment of the highly ordered lipid component, it is not 

possible to interpret the deuterated Ramos cell spectrum meaningfully. However, we can still 

understand some of the features. There is an intensity to ~ ± 62.5 kHz, meaning the lipid acyl chain 

motion is highly constrained. This has been seen in the 2H NMR spectrum of gel-phase DPPC-d62 

at 20°C [129]. Tardy et al. have also seen intensity out to ~± 62.5 kHz in membrane-deuterated E. 

coli 2H NMR spectra, indicating the presence of a phospholipid in the gel-phase [145]. The 

spectrum in Fig. 7.3 also has a prominent doublet with edges ~± 17.5 kHz [159]. The presence of 

a single doublet with this splitting could indicate some lipid in the liquid-ordered phase, or it could 

be the methyl doublet from a more solid phase. 
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Discussion 

This work addresses an important yet less studied problem concerning the mechanism for 

the AMPs’ cell selectivity for bacterial cells over mammalian cells. While there has been extensive 

research on the effects of AMPs on bacterial cells, there has still been little study of the interaction 

of AMPs with mammalian cells. Mammalian cell lines have been examined for cell viability in the 

presence of AMPs [178–180]. A few studies have examined the AMP selectivity interactions of 

AMPs with non-bacterial cells. Still, they have focused on red blood cells (RBCs) because it is 

easy to prepare RBC samples in large quantities, and hemolysis assays can easily be done by 

monitoring the colour of hemoglobin [111,101].  

This study suggests that even without deuterating the Ramos cells, I can still draw some 

conclusions regarding the relative binding of the AMPs to bacteria and non-bacterial cells and thus 

learn something about AMP selectivity. In the presence of Ramos cells, the perturbation of the E. 

coli membrane by AMP is reduced relative to the bacteria plus MSI-78 experiments, despite the 

ratio of peptide to E. coli lipid being 4 to 5 times larger than in those experiments. This indicates 

that the Ramos cell must be binding some AMP. This suggests that the basis for non-bacterial cell 

resistance to AMP effects is not just a result of AMP being completely unable to bind to non-

bacterial cells. 

Many review articles have studied and discussed the underlying basis of AMP selectivity 

for bacterial cells beyond differences in anionic phospholipids content [115,117,175]. One 

possibility is that the cholesterol in mammalian cells prevents damage from AMPs [175]. On the 

other hand, Ramamoorthy et al. have discussed the heterogeneous lipid systems of mammalian 

cells and suggested that the cholesterol-rich domains can be disrupted by AMPs [181]. In a recent 

study from the Marcotte group, where they tried to deuterate RBC cells, they achieved 25% 
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deuteration of palmitic chains in the membranes and studied the effect of two AMPs, caerin 1.1 

and aurein 1.2. on RBC ghost by 2H NMR and 31P techniques [104]. 

In order to draw more detailed conclusions about how bacterial and mammalian cells 

compete for AMP binding, I must repeat these experiments and get reproducible spectra to 

understand the 2H NMR spectra of deuterated Ramos cells completely. I also must optimize the 

deuterated palmitic acid concentration used in the preparations of deuterated Ramos cells. I can do 

mass spectrometry to analyze the lipid composition of Ramos cells, which will help us to 

understand the lipid environment of Ramos cells. Analysis of the lipid composition of the Ramos 

cells could be done by firstly separating the fatty acid chains from the lipid headgroups using 

hydrolysis followed by methylation. Once the fatty acids are extracted from the Ramos cells, It 

should than be possible to obtain a complete lipid profile using GC-MS. Once a protocol for 

reproducible preparations of deuterated Ramos cells has been identified, it will be possible to carry 

out a more detailed analysis of the resulting spectra. 
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Chapter 8. Conclusions and future directions 

 

Our group and others [137,139,140] have deuterated membrane phospholipid acyl chains 

in the Gram-negative bacteria E. coli. It is interesting to compare the 𝑀1, 𝑀2, and ∆2 values 

reported here to corresponding values reported for earlier studies, although we can expect the 

values to be altered by the E. coli strain chosen and the growth protocol used.  

Previous studies have been on wild-type E. coli prepared and deuterated using the protocol 

described here [145,156] and on E. coli deuterated by taking advantage of a mutation that 

suppresses total fatty acid synthesis [139]. The 𝑀1, 𝑀2, and ∆2 for untreated cells found in this 

study looks smaller than all the other values observed for untreated E. coli (Table 8.1) in all of 

these earlier studies  [139,145,182]. The average  𝑀1 , 𝑀2, and ∆2 values were more replicable 

compare to 𝑀1 , 𝑀2, and ∆2 values reported in previous work [139,140]. The increase in ∆2 by 

0.16, resulting from treatment with 30% MSI-78 in the present study with E. coli JM109s, is 

comparable to the 0.10 increase seen for the same amount of MSI-78 in the earlier study with 

mutated E. coli [139]. It should be noted that while Santisteban et.al has observed higher values 

for 𝑀1, 𝑀2, and ∆2, the values in that study reflected increased spectral intensity out to frequencies 

of ~ ± 62.5 kHz. Enhanced intensity out to such large splittings indicates the presence of a highly 

ordered structure in which the deuterated acyl chain movements are more restricted [144]. For 

splittings close to ± 62.5 kHz, the shape of the DPPC-d62 gel phase spectrum (20C) is similar to 

the spectral component seen at similar splittings in the spectra of E. coli JM109 and B. subtilis at 

37C. This suggests that the broad spectral component seen for these samples arises from slow 

reorientation of highly ordered acyl chains. One possibility that is suggested in Santisteban thesis 
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would be that the bacteria are retaining and storing lipids in a non-cell- membrane site in a gel-

like phase state or that gel-like domains are being formed in the bacterial membrane [134]. 

Table 8.1 𝑀1, 𝑀2, and ∆2 values reported for earlier studies of 2H NMR membrane-deuterated 

bacteria. 

 

In this study, I have also tried to use another approach, 2H MAS NMR, to characterize 

deuterated membrane bacteria. In order to establish the reliability of the 2H MAS NMR moments, 

the information extracted from MAS is compared to the moments from the 2H NMR static samples. 

The preliminary 2H MAS NMR data sets for untreated deuterated E. coli samples obtained with a 

spinning rate of 10 kHz provide much of the same information obtained from the static 2H NMR 

spectra but in a shorter experiment. However, more reproducible MAS spectra will need to be 

recorded for reliable moment calculations.  In addition, when I tried to record the MAS spectra of 

samples treated with AMP, I observed that sidebands were lost. This suggests that MAS might be 

more suitable for untreated bacterial samples than those treated with AMP.  

 The major focus of this study was to determine if the lipopolysaccharide layer in the Gram-

negative cell envelope impacts the interaction between the lipid membrane and with AMPs and 

CPPs. This was accomplished by examining EDTA's effect on the stability of LPS. The interaction 

between the negative charges of Lipid A and the divalent ions Mg2+ and Ca2+ is essential for the 

stability of the LPS membrane [164]. We first developed a method to gently destabilize the LPS 

layer of E. coli. We (Fig. 4.2B and 4.2C) confirmed that above a threshold concentration, EDTA 

Bacterial Strain  𝑴𝟏× 104(s-1)  𝑴𝟐× 109(s−2) Δ2 

E. coli JM109 this thesis 4.09 2.61 0.14 

E. coli JM109 Santisteban et.al [144] 9.00 17.0 0.47 

B. subtilis Santisteban et.al [140] 6.00 9.00 0.62 

E. coli Ppd117 Tardy et.al [145] 6.30 9.00 0.68 

E. coli LA8 Pius et.al [139] 5.00 3.40 0.26 
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drastically alters the Gram-staining of the bacteria and changes them from rod-shaped to spherical-

shaped without killing them. It is thus rather striking that despite these dramatic changes to the 

bacteria, the lipid chain order remains largely unchanged by treatment with 9.0 mM EDTA (Fig. 

4.2B). The dramatic changes in the carbohydrate region of the LPS and the cell shape appear to 

leave the lipid acyl chains of the bacterial membrane largely unperturbed. 

The central question posed in this work is the role of the LPS layer in either protecting 

bacteria from AMPs or in potentiating their activity. As noted in the Introduction, if some of the 

AMP gets bound up in the LPS layer and doesn’t reach the membrane, that could explain why the 

AMP:L ratios needed to see activity are higher in studies with intact bacteria compared to studies 

of model membrane permeabilization [54,107,108]. 

 In this work, we show that LPS destabilization by EDTA before treatment with the AMP 

MSI-78 does indeed increase the ability of MSI-78 to perturb the lipid acyl chains. Thus, at least 

for MSI-78, the LPS layer does help protect the lipid membrane of the bacteria from the AMP. 

This result can be seen by comparing the NMR spectra of membrane-deuterated bacteria treated 

with MSI-78 alone to spectra from bacteria first treated with EDTA to destabilize the LPS and then 

treated with AMP (Fig. 5.2). The effect of LPS destabilization on the membrane response to AMP 

can also be appreciated from parameters that characterize the NMR spectral shape, 𝑀1, 𝑀2 and ∆2 

(Fig. 5.3). In particular, 𝑀1 and 𝑀2 both decrease more in the cells treated with both EDTA and 

MSI-78 than in those treated with AMP alone than in those treated with AMP alone, indicating 

more AMP-induced acyl chain disruption. ∆2, which is sensitive to the shape of the spectra and is 

expected to increase if the AMP alters the distribution of orientational order along the acyl chain, 

increases more in the doubly treated cells than for AMP treatment alone. Overall, I have shown 
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that gently destabilizing the LPS layer of E. coli bacteria has given a little more access for MSI-

78 to reach the lipid bilayer. 

This finding has the potential to explain unanswered questions about how AMPs interact 

with bacteria. It has long been known that it takes a greater AMP:L ratio to permeabilize whole 

bacteria than to permeabilize model membranes [43,56,58,107,183,184], but the reason for this 

difference is not understood. We show here that LPS, present in bacteria but not model membranes, 

protects bacteria to some extent from the AMP MSI-78. LPS protection from AMP membrane 

permeabilization would explain why model lipid bilayers are more prone to permeabilization by 

AMP than are bilayers in whole bacteria. Furthermore, since efforts to optimize AMPs as drugs 

often rely solely on optimizing the AMP’s lipid-permeabilizing activities, consideration of other 

interactions like AMP-LPS interactions may prove helpful in AMP-based drug design. 

Another objective of this work was to compare the effect of cell-penetrating peptides (TP2) 

to antimicrobial peptides (MSI-78) on E. coli membranes. This is important since only a few 2H 

NMR studies of the whole cell have been reported [103,137,139,140,145,146,155,156,182], and 

only a few of them investigated the effects of AMPs on the structure and dynamics of the lipid 

bilayer [137,139,140,156]. In addition, no whole cell 2H-NMR studies of a CPP have been reported 

before this work. 

  We find it fascinating that while one peptide, the AMP MSI-78, permeabilizes the bilayer 

to a fluorescent dye and the other, the CPP TP2, does not (Fig. 6.1B, 6.1C) [135], the two peptides 

have much the same effect at the level of the membrane lipid orientational order as reflected by 

2H NMR spectra (Fig. 6.1A). Possible explanations for why the changes in lipid membrane order 

are not sensitive to the difference in mechanism between these two peptide types might relate to 

the timescale of the peptide-induced lipid perturbations (which our NMR data probe on the ~100 
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µs timescale) or the diameter of the defects induced by the peptides. Whatever the explanation, it 

is intriguing to find such a fundamental property, i.e., membrane acyl chain disruption, shared by 

two peptides that have different effects on membrane permeabilization.  

To understand in more detail of timescale of the peptide-induced lipid perturbations or the 

diameter of the defects induced by the MSI-78 and CPP. Atomic force microscopy (AFM) can be 

used for nanoscale accuracy. AFM imaging has enabled fundamentally new insights into pore 

formation's architecture, abundance and dynamics [135]. 

Another thought-provoking aspect of comparing the lipid interactions of MSI-78 and TP2 

was the effect of LPS destabilization on the peptide-induced lipid disruptions. It was quite 

unexpected that LPS appeared to protect bacteria from MSI-78 but sensitize bacteria to TP2, as 

judged by the changes in ∆2 values calculated from the NMR spectra (Fig. 6.2) unclear why this 

is. Still, one possibility might be the difference in the sequence of the two peptides. For example, 

TP2 gets its positive charge from arginine residues, while MSI-78 

(GIGKFLKKAKKFGKAFVKILKK-NH2) has no arginine but many lysines. TP2 

(PLIYLRLLRGQWC-NH2) is a much shorter peptide than MSI-78, and MSI-78 carries more ring 

residues in its sequence.  The result further underlines the need to consider interactions beyond 

peptide-lipid interactions in understanding the mechanisms by which surface-active peptides affect 

bacteria. Also, this approach can be implemented to other strain of bacteria and different class of 

AMPs or CPPs that will help us compare how the different class of peptides behaves on bacterial 

membrane. 

The final part of this thesis (Chapter 7) addresses an important question that very few 

studies have reported till now. AMPs potency is assessed, in part by AMPs selectivity 
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[115,185,186]. The concept of peptide selectivity (defined as MHC/MIC) has been widely used in 

the literature as a standard “ruler” for assessing their potency as therapeutic agents [107,175].  

We have provided some information about AMP selectivity by examining whether non-

bacterial cells can compete with bacteria for AMP binding in a mixture of bacteria and mammalian 

cells (Ramos cells. In our study to assess the extent to which AMP (MSI-78) binds to Ramos cells 

relative to bacteria, we decided to examine how the presence of Ramos cells affects the response 

of bacteria to MSI-78. To facilitate comparison, we chose to use the comparable peptide-to-

bacterial lipid ratio in the mixed cell samples as in our study of MSI-78 interacting with bacteria. 

We first confirmed that the presence of Ramos cells does not affect membrane order in deuterated 

bacteria. Interestingly, when the MSI-78 was added to the mixture of cells, i.e., membrane-

deuterated E. coli and Ramos cells, we found that the presence of Ramos cells slightly reduced the 

amount of MSI-78 available to interact with the E. coli, presumably due to some binding of MSI-

78 by the Ramos cells.  

The last piece of this study was trying to deuterate the mammalian (Ramos cells). The 

resulting spectrum, shown in Fig. 7.3, does not appear to be characteristic of liquid-crystalline 

membrane lipids, suggesting that most deuterated fatty acids ended up in non-liquid-crystalline 

membrane environments. It is possible that some of the deuterated palmitic acids formed crystals 

and didn’t deuterate the Ramos cell membrane. Further work will be needed in order to establish 

a protocol for reproducible deuteration of mammalian cells like Ramos cells. 

8.1 Directions for future work 
 

 The work reported in this thesis focuses on LPS role in determining how antimicrobial 

peptides and cell-penetrating peptides membrane interact. In this study, I have shown that LPS, 

present in bacteria but not model membranes, protects bacteria from the AMP MSI-78. Protection 
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from AMP membrane permeabilization by LPS could explain why model lipid bilayers are more 

prone to permeabilization by AMP than bilayers in whole bacteria. 

 As discussed in this thesis, before AMPs can interact with the cytoplasmic membrane in 

Gram-negative bacteria, it has to traverse the outer membrane of the LPS layer. In Gram-positive 

bacteria, before AMPs can interact with the cytoplasmic membrane, they must cross the cell wall 

composed of teichoic acids and peptidoglycan [112]. It would thus be valuable to the extent to the 

current study to a similar study of AMP-bacterial interactions with Gram-positive bacteria. For 

example, it would be interesting to investigate, in Gram-positive bacteria, how destabilizing the 

teichoic acid (TA) will affect the level of membrane disruption by one of the AMPs (MSI-78) or 

CPPs (i.e., TP2) by 2H NMR. Koprivnjak et al. [187] showed how the S. aureus tagO mutant was 

selectively resistant to two AMPs, the mammalian group II phospholipase A2 (gIIA PLA2) and 

the human β-defensin 3. Since the tagO mutant of S. aureus lacks teichoic wall acid (WTA), 

Koprivnjak et al. suggested that the AMPs lacked the initial rung of the poly-anionic ladder, which 

would prevent the AMPs from reaching the cell membrane.  Using 2H NMR to observe peptide-

induced membrane disruption of a membrane-deuterated mutant strain of S. aureus that lacks the 

WTA could provide useful insight into interaction with anionic teichoic acids that may act as either 

a trap for AMPs or a source for a route to the cytoplasmic membrane. 

 Next, in order to look for an intracellular target of CPP-TP2, differential scanning 

calorimetry (DSC) experiments could be performed. DSC has already been used in our lab group 

to understand the intracellular target for MSI-78, and this study has shown that ribosomes are an 

intracellular target of MSI-78 [184].  

In addition, it would also be interesting to do a mass spectrometry analysis after pelleting 

the CPP treatment cells. It would help us understand how much peptide is bound and how much 
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is left on the supernatant. We should do a mass spectrometry of the supernatant and analyze the 

data to estimate how much unbound peptide is left in the supernatant. 

 Furthermore, one interesting observation Wimley et al. [120] reported is that TP2 has an 

interesting behaviour; increasing the peptide-to-lipid ratio causes decreased translocation rates. So, 

it would be exciting to observe the level of membrane disruption by 2H NMR of membrane-

deuterated bacteria by reducing the P/L ratio. In my study, I have used 30% TP2, we can use 10% 

and 20% TP2 and compare them with the effects of 30% TP2 on the 2H NMR spectra of membrane-

deuterated bacteria. 

A potentially exciting follow-up to this study would be to deuterate the mammalian cells. 

Firstly, we may have to optimize the protocol to ensure that the deuterated material is primarily 

incorporated into the mammalian cell membranes. Dr. Robert Brown (Biochemistry Dept. MUN) 

has suggested that we can feed the Ramos cells with deuterated palmitic acid complexed with BSA 

(Bovine serum Albumin). This is expected to help the cell membrane uptake of the deuterated 

palmitic acid, which will be a prerequisite for observing reproducible 2H NMR spectra of 

mammalian cells. Observing mammalian cell membrane order using 2H NMR will eventually help 

us understand how mammalian cells are affected by the AMPs [105]. This work would bridge 

model membranes and in vitro studies and help us understand AMP drug toxicity toward 

mammalian cells. 
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Appendix A 

 Replicates 2H NMR experiments 

 

 

Figure A1: Duplicate spectra of 2.5 mM EDTA treated E. coli. 2H NMR of E. coli enriched 

with deuterated acyl chains treated with 2.5 mM EDTA. Dashed lines at ~± 12.5 kHz are 

included to facilitate the comparison of the spectra. Each spectrum represents 110,000 

scans recorded over 12 h at 37°C in a 600 MHz NMR spectrometer and normalized by area. 

The top panel shows the stacked spectra. 
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Figure A2: Triplicate spectra of 9.0 mM EDTA treated E. coli. 2H NMR of E. coli enriched 

with deuterated acyl chains treated with 9.0mM EDTA. Dashed lines at ~ ±12.5 kHz are 

included to facilitate comparison of the spectra. Each spectrum represents 110,000 scans 

recorded over 12 h at 37°C in a 600 MHz NMR spectrometer and normalized by area. The 

top panel shows the stacked spectra. 

-100 -80 -60 -40 -20 0 20 40 60 80 100

Frequency(kHz)

SK-66

SK-41

SK-39



141 
 

 

Figure A3: Duplicate spectra of 30% MSI-78 AMP treatment alone. 2H NMR spectra of 

deuterium-enriched E. coli. Dashed lines at ~ ±12.5 kHz are included to facilitate 

comparison of the spectra. Each spectrum represents 110,000 scans recorded over 12 h at 

37°C in a 600 MHz NMR spectrometer and normalized by area. The top panel shows the 

stacked spectra. 
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Figure A4:  Duplicate spectra of 2.5 mM EDTA and AMP treatment. 2H NMR spectra of 

deuterium-enriched E. coli treated with 2.5 mM EDTA and 30% MSI-78. Dashed lines at 

~± 12.5 kHz are included to facilitate the comparison of the spectra. Each spectrum 

represents 110,000 scans recorded over 12 h at 37°C in a 600 MHz NMR spectrometer and 

normalized by area. The top panel shows the stacked spectra. 
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Figure A5: 2H NMR spectra of deuterium-enriched E.coli treated with 9.0 mM EDTA and 

30% MSI-78. Dashed lines at ~ ± 12.5 kHz are shown to facilitate comparison of the 

spectra. Each spectrum represents 110,000 scans recorded over 12 h at 37°C in a 600 MHz 

NMR spectrometer and normalized by area. 
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Figure A6: Duplicate 2H NMR spectra of deuterium-enriched E. coli treated with 9.0 mM 

and 30% TP2. Dashed lines at ~ ±12.5 kHz are shown to facilitate comparison of the 

spectra. Each spectrum represents 100,000 scans recorded over 12 h at 37°C in a 600 MHz 

NMR spectrometer and normalized by area. 
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Appendix B  
 

 

 

Figure B1: Representative sort plots from flow cytometry: Forward scatter vs. side scatter sort 

plots for healthy controls, isopropanol-killed cells, 2.5 mM and 9.0 mM EDTA concentrations 
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Figure B2: Representative sort plots from flow cytometry: Forward scatter vs side scatter sort 

plots for cells treated with EDTA treated followed by MSI-78 or CPP (TP2) treated cells. 
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Appendix C 
 

MATLAB code for static 2H NMR moment calculations 

 

clc 

clear all 

%%%format compact is to reduce the space in command window 

 

format compact;  

msat=xlsread('2H Raw Data.xlsx','NewIntegral','A2:A8193'); 

dsat=xlsread('2H Raw Data.xlsx','NewIntegral','AQ2:AQ8193'); 

figure(1) 

plot(msat,dsat) 

%  

%%%Part 

A===================================================================

=============================== 

 

% % % Freq_kHz is frequency in kHz 

% % Intensity is raw intensity 

Freq_kHz=msat(:,1); 

Intensity=dsat(:,1); 

 

% to find number of data points. 

n=numel(Intensity);   

 

%%%% Moving Positive Side of Spectra from 0kHz to 100kHz 

I = find(Freq_kHz== -1.129147500000000) %%First Point of the Positive Spectra Start from 

0kH 

I2 = find(Freq_kHz==0) 

Lastpoint = Freq_kHz(end); %%Last Point of the Positive Spectra i.e. 100kHz 

N=find(Freq_kHz==Lastpoint);%% 

Freq_kHz=Freq_kHz(I2:N);%%%Saving the Frequency from 0 to 100kHz in the Freq_kHz 

Intensity=Intensity(I:N-37);%%%Saving the Intensity from 0 to 100kHz in the Intensity 

 

figure(2) 

plot(Freq_kHz, Intensity) 

Mainarea1=trapz(Freq_kHz,Intensity) %%% Total Positive Area without the Basline Correction 

using Trapz 

% %  

% % % %% 

% % % %%% Part 

B===================================================================

============================= 

% %% Baseline Correction from cursor 5 and 6 (last two cursor) 
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Cursor5=1000; 

Cursor6=1150; 

Baslm=sum(Intensity(Cursor5:Cursor6)); 

Baslm=Baslm./(Cursor6-Cursor5); %%Baseline avaerage Y-value store in Baslm 

Intensity(Cursor5:Cursor6)=Baslm; 

BX=Freq_kHz(Cursor5:Cursor6-1); %%% Baseline Freq data point 

Intensity(Cursor5:Cursor6-1)=Baslm ;%%% Average value of Y saved for the datapoint cursor5 

and Cursor6 

BY=Intensity(Cursor5:Cursor6-1); 

 

%%% Integral Cut off Cursor 3 to Cursor 4 

Cursor3=33; 

Cursor4=1000; 

CursorDiff=Cursor4-Cursor3; 

CursorX=Freq_kHz(Cursor3:Cursor4-1); 

CursorY=Intensity(Cursor3:Cursor4-1); 

CRArea=trapz(CursorX*2*pi*1000,CursorY);%%% Integral Area from Cursor 3 and Cursor 4 

 

BS1X=Freq_kHz(Cursor3:Cursor4-1);%%% Baseline X axis for cursor 3 to 4 

BS1Y(1:CursorDiff)=Baslm; 

BS1Area=trapz(BS1X*2*pi*1000,BS1Y); 

 

RedArea1=CRArea-BS1Area %%% Reduced area = integral area - baseline area 

 

%%Cursor Integral Cut off Cursor 2 to Cursor 3 

Cursor2=27; 

Cursor3=29; 

CR2Diff=Cursor3-Cursor2; 

CR2X=Freq_kHz(Cursor2:Cursor3-1); 

CR2Y=Intensity(Cursor2:Cursor3-1); 

CR2Area=trapz(CR2X*2.*pi*1000,CR2Y);%%% Integral Area from Cursor 2 and Cursor 3 

 

BS2X=Freq_kHz(Cursor2:Cursor3-1);%%% Baseline X axis for cursor 2 to 3 

BS2Y(1:CR2Diff)=Baslm; 

BS2Area=trapz(BS2X*2*pi*1000,BS2Y);%%% Integral Area from Cursor 2 and Cursor 3 

 

RedArea2=CR2Area-BS2Area %%% Reduced area = integral area - baseline area 

%%%%%Main Area 

TotArea=RedArea2+RedArea1 

 

 

%%%%===============================================================

======== 

%%% Part C Moment Calculation M1 and M2 

Int1=Intensity(Cursor2:Cursor3); 

Int1=Int1'; 
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Int2=Intensity(Cursor3:Cursor4); 

Int2=Int2'; 

Int=horzcat(Int1, Int2); 

Int=Int'; 

Int=Int(:,1)-Balm; 

 

Freq1=Freq_kHz(Cursor2:Cursor3); 

Freq1=Freq1'; 

Freq2=Freq_kHz(Cursor3:Cursor4); 

Freq2=Freq2'; 

Freq=horzcat(Freq1, Freq2); 

Freq=Freq'; 

%%% M1 

Gw11=Freq.*2*pi*1000; %%% Gw11: w=2*pi*frequency 

Gw12=Int.*Gw11    ;  %%% Gw12=w*f(w) 

Num1=trapz(Gw11,Gw12); %%% Integral(wf(w).dw) 

 

%%% M2 

Gw21=Freq.*Freq*4.*pi.*pi.*1000.*1000; 

Gw22=Int.*Gw21; 

Num2=trapz(Gw11,Gw22); 

 

M1=Num1/TotArea 

M2=Num2/TotArea 

 

D2= M2/(1.35*M1*M1)-1 

 

% % %  
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Appendix D 

 

NMR Samples and SK number 

NMR Sample No. Experiment Name 

SK-01 Bacillus Subtilis -Dr.Morrow's Instrument 

SK-02 Bacillus Subtilis-Dr.Morrow's Instrument 

SK-03 Bacillus subtilis- Dr.Morrow's Instrument 

SK-04 Bacillus subtilis- Dr.Morrow's Instrument 

SK-05 Bacillus subtilis- Dr.Morrow's Instrument 

SK-06 DPPC-d62 - Dr.Morrow's Instrument 

SK-07 DPPC-d62-salt-Dr.Morrow's Instrument 

SK-08 JM-109-Dr.Morrow's Instrument 

SK-09 JM-109- Dr.Morrow's Instrument 

SK-10 JM-109- Dr.Morrow's Instrument 

SK-11 PA-d31- Dr.Morrow's Instrument 

SK-12 JM-109-Packing didn’t worked/ 600 MHz 

SK-13 JM109- MAS Probe 600 MHz issue 

SK-14 JM109- Flat coil probe 

SK-15 JM109- Flat coil probe 

SK-16 JM109-EDTA Treatment - Flat coil probe 

SK-17 JM109- Flat coil probe/ Not a good rotor packing  

SK-18 JM109- Flat coil probe 

SK-19 JM109 -MAS Probe back -600 MHz 
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SK-20 DPPC -Static - MAS Probe -600 MHz 

SK-21 DPPC-10 kHz Spinning rate-600 MHz 

SK-22 JM109 - 5kHz spinning rate-600 MHz 

SK-23 JM109- 2.5 kHz spinning rate-600 MHz 

SK-24 JM109- 10 kHz spinning rate-600 MHz 

SK-25 JM109 rotor packing -600 MHz 

SK-26 JM109 pipette tips rotor packing technique 

SK-27 JM109 rotor packing -600 MHz/ worked 

SK-28 JM109 another rotor packing technique, spinning the sample to 5 

kHz 

SK-29 JM109- 5kHz spinning rate -600 MHz 

SK-30 JM109 with 0.1 mM EDTA/ signal to noise bad 

SK-31 JM109 with 0.1 mM EDTA/ 5 kHz MAS 

SK-32 BSA experiment (NMR Course work) 

SK-33 Lysozyme experiment (NMR Course work) 

SK-34 JM109 Static/5 kHz spinning  

SK-35 2.5 mM EDTA Treatment Static/5kHz 

SK-36 9.0 mM EDTA Treatment Static/5kHz 

SK-37 JM109 Static -new glycerol stock 

SK-38 2.5 mM EDTA Treatment Static/5kHz 

SK-39 9.0 mM EDTA Treatment Static/5kHz 

SK-40 2.5 mM EDTA Treatment Static/5kHz 

SK-41 9.0 mM EDTA Treatment Static/5kHz 
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SK-42 30% MSI-78 peptide was not desalted 

SK-43 2.5 mM EDTA Treatment+Peptide (not desalted) 

SK-44 9.0 mM EDTA Treatment+Peptide (not desalted) 

SK-45 30% MSI-78 Peptide 

SK-46 30% MSI-78 Desalted (peptide calculation needed to do for E. 

coli) 

SK-47 30% MSI-78 Desalted 

SK-48 2.5 mM EDTA+30%MSI-78 experiment didn’t work 

SK-49 2.5 mM EDTA+30%MSI-78 

SK-50 9.0 mM EDTA+30%MSI-78 

SK-51 JM109 Static didn’t recorded instrument issue 

SK-52 30%MSI-78 Peptide 

SK-53 JM109 Static (new stock of JM109) 

SK-54 2.5 mM EDTA+30%MSI-78 

SK-55 9.0 mM EDTA+30%MSI-78 

SK-56 2.5 mM EDTA+30%MSI-78 (forgot to do centrifuge after 

EDTA treatment 

SK-57 30% MSI-78 

SK-58 30% MSI-78 (new stock of peptide) 

SK-59 JM109 Static 

SK-60 9.0 mM EDTA+30%MSI-78 (New stock of peptide didn’t work) 

SK-61 New stock of MSI-78 with 40% 

SK-62 9.0 mM EDTA+40%MSI-78 
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SK-63 New stock of MSI-78 with 50% 

SK-64 New stock of MSI-78 with 60% 

SK-65 New stock of MSI-78 with 60% 

SK-66 9.0 mM EDTA 

SK-67 9.0 mM EDTA+60%MSI-78 New stock 

SK-68 JM109 Static 

SK-69 JM109 Static  

SK-70 JM109 5kHz/2.5 kHz/10 kHz: signal to noise bad 

SK-71 30% CPP peptide 

SK-72 9.0 mM EDTA+30% CPP peptide 

SK-73 JM109 MAS 10 kHz signal to noise good 

SK-74 JM109 MAS 10 kHz signal to noise bad 

SK-75 30% CPP peptide 

SK-76 E. coli +Ramos cells 

SK-77 9.0 mM EDTA+30% CPP peptide 

SK-78 30% MSI-78 10kHz MAS  

SK-79 E. coli +Ramos cells+30% MSI-78 

SK-80 JM109 for 24 hours experiment time 10 kHz  

SK-81 First try to deuterated Ramos cell with PA 

 

 

Permission to use Fig 4 and Fig 5 



155 
 

 


