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Abstract 
 

This research proposes a Maximum Power Point Tracking (MPPT) and voltage regulation method 

based on model reference adaptive control (MRAC). The MPPT algorithm which is presented in 

this work is a modified perturb and observe (P&O) algorithm. The new algorithm prevents 

oscillation around maximum power point (MPP) by approximating the peak of photovoltaic (PV) 

array power curve. This goal is achieved by comparing the change in output power during each 

cycle with change in array terminal power during the previous cycle. When array terminal power 

decreases following an increase in the previous cycle or the opposite, a decrease in array terminal 

power is followed by an increase, it means the power curve has reached its peak. Therefore, the 

duty cycle of the boost converter should remain the same. When irradiance changes, the proposed 

technique produces an MPPT algorithm's average efficiency ( MPPT ) of nearly 3.1 percent greater 

than the conventional P&O and the Incremental conductance (InC) algorithm. In addition, under 

strong partial shading conditions (PSC) and drift avoidance tests, the proposed technique produces 

an average MPPT  of nearly 9 percent and 8 percent greater than the conventional algorithms, 

respectively. To inject the generated PV power into the grid with high quality, this work designs 

voltage regulation controller based on MRAC to ensure the output voltage of the PV system is at 

the desired level. To achieve this goal, we propose a DC–DC boost converter that stabilizes output 

voltage variations by using MIT rule controllers. An output voltage is stabilized using two control 

loops, PID controllers are capable of regulating output voltage at fixed levels, and for the outer 

loop, it's intended to implement the direct model reference adaptive controller (DMRAC) MIT 

rule. In comparison with DC–DC boost converters connected to the micro-grid (MG), the 

controller presented here, manages disturbances and unknown parameter fluctuations more 

effectively. The proposed controller and the model are tested in MATLAB/SIMULINK for load 
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disturbances. The load was changed by ~50% of its original value, and the worst-case settling time 

and maximum overshoot were less than ~0.1 s and 0.5 V (0.3%), respectively. Comparison with 

the PID methods, the lowest overshoot among three different PID tuning methods, namely the 

Ziegler–Nichol’s frequency-domain method, damped oscillation method, and Good Gain method, 

is 34%. Therefore, it is evident from results that the proposed algorithm has better performance in 

dealing with the maximum overshoot issues. The hardware validation is also carried out to show 

the performance of the proposed controller. 
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Chapter 1 

Introduction  

 

1.1 Introduction 

Among the most popular renewable energy, solar photovoltaic (PV) systems are, easy to install, 

and require little maintenance. A PV power generation system converts solar energy into 

electricity. Irradiation and temperature can affect PV power, however. Due to the poor conversion 

efficiency of solar panels, solar electricity remains more expensive than fossil fuels. Maximum 

power point tracking (MPPT) is well known as one of the main solutions to increase efficiency in 

PV systems. A variety of control techniques are presented in numerous papers pertaining to PV 

MPPT. In general, they can be divided into two categories: conventional and soft computing.  

The most popular algorithms are conventional algorithms due to their ease of implementation and 

low cost. Consequently, most scientists recommend modifying conventional approaches over 

complex modern theories because they are easier to apply. Although traditional methods are easy 

to use, they respond slowly to changes in ambient temperature or solar radiation power. Among 

traditional MPPTs, perturb and observe (P&O) has excellent convergence and is the simplest.  

There are, however, two significant flaws in the algorithm. First, there is constant oscillation in the 

vicinity of the maximum power point (MPP). As a second consideration, if the irradiance increases 

rapidly or is not uniform partial shading condition (PSC), the P&O tends to lose its orientation 
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when tracking. Consequently, the system's deviation from its MPP results in a power loss that is 

proportional to the size of the installed solar array [1].   

Besides, the power maximizing issue for PV systems, there is voltage regulation problem when 

they are getting connected to the grid. Due to the low system inertia and fast changes in the output 

power of solar power sources, frequency and voltage can vary greatly from nominal operating 

conditions.  

When we have a DC grid, the DC–DC converters are the most significant part of the system. Many 

DC–DC converter topologies, such as the boost topology, the buck topology, buck-boost 

converters, and single-ended primary inductor converter (SEPIC) topology [2, 3], have been 

discussed in the literature. DC–DC boost converters are the simplest converters for effective 

reproduction of output amplification for a given input voltage. Many applications have been 

developed using it, including those related to the automotive industry, power amplifications, 

adaptive control applications, battery power systems, robotics, wind power, and PV systems [4]. 

 

1.2 Literature Review 

1.2.1     A background discussion of MPPT algorithms 

Several studies have been carried out on conventional MPPT methods such as P&O [5], [6], [7], 

incremental conductance (InC) algorithm [8], [9], and a hill-climbing (HC) algorithm [10], [11]. 

Besides conventional algorithms, there are many other solutions, such as bioinspired algorithms, 

which are much more efficient in some special cases when compared to conventional ones. They 

are capable enough to quickly converge to a global maximum and hence can save power loss even 

in a partially shaded environment [12]. Particle swarm optimization (PSO) is a bioinspired 
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algorithm that is employed successfully in [13]. A genetic algorithm (GA) is one such algorithm 

that solves the obstacle of partial shading [14], [15]. Moreover, there are two artificial intelligence 

(AI) based algorithms, fuzzy logic-based controllers (FLBCs) and artificial neural network (ANN)-

based MPPT [16], [17]. Although the mentioned algorithms show less settling time, less overshoot, 

and better performance about MPPT, they require data set in the beginning to train the input-output 

relation. In [18], [19], a sliding mode and Lyapunov function-based algorithms were presented for 

achieving MPPT control of a solar-PV array tied with the grid. In addition, nonlinear optimal 

feedback control is employed in [1] to deal with oscillations around the MPP of the system. 

Although there exist various techniques in the literature that try to improve the drawbacks of 

conventional MPPT approaches, they are substantially slower, and the implementation is still in 

priority when control methods are put into practice. As the conventional MPPT algorithms are 

suitable for low-cost applications, easier to implement, and need lower data set, there are many 

works tried to modify the conventional algorithms in the case of PSC [20-23] and drift avoidance 

issues [24-25]. Complex computations and large memory requirements are the drawbacks of 

mentioned works. Moreover, they are not multi-purpose solutions and only consider specific issues 

such as: drift effect or PSC or slow and fast irradiation changes of conventional algorithms. 

1.2.2    An overview of converters and voltage regulation of PV systems 

Many studies compare different types of converters’ performances. In [26], research has been 

conducted over step-up DC–DC converters in various configurations. In [27], the authors analyzed 

boost and SEPIC converters, considering output voltage ripple, total harmonic distortion, power 

factor for both converters, and boost converters produced better results. Besides mentioned 

features, boost converters are easier to use. So, the boost-type converter is frequently used because 

of its superior performance. In this research, we use MOSFET as a switch that can consistently 
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turn ON and OFF based on the generated duty cycle, because the voltage drop across the MOSFET, 

when on, is lower than the voltage drop across a BJT. 

Because the converters display poor voltage regulation and inadequate dynamic response when 

run in an open loop, they are often equipped with closed-loop control for output voltage regulation 

[28]. Due to the nonlinear dynamics of boost converters and non-minimum phase (NMP) behavior, 

controller design for boost converters is more complex and challenging than for buck converters. 

Many control techniques have been presented to regulate the switch ON/OFF (duty cycle) to 

achieve the required output voltage. The most common controllers are linear PID controllers. The 

PID control design is based on linear control theory, such as the Ziegler–Nichol’s method [29], the 

root locus approach [30], the circle-based criterion [31], and the hysteresis method [32], the bode 

plot. These control methods perform well around the linearized model’s operating points. The 

small-signal model of a boost converter, on the other hand, changes when the operating point 

changes. It is important to mention here that the duty cycle determines the poles and a right-half-

plane zero and the amplitude of the frequency response. As a result, PID controllers have a hard 

time respecting changes in operating points, and they function poorly when the system is subjected 

to frequent load fluctuations. 

Despite the necessity of changes in input, the Ziegler–Nichol’s technique for PID tuning is an 

experimental one that is extensively utilized. One downside of this technique is that it necessitates 

a prior understanding of plant models. A decent but not optimal system response is achieved when 

the controller is adjusted using the Ziegler–Nichol’s technique. If the operational parameters of the 

plant change, the transient reaction might be considerably worse. It should be noted that many 

plants have time-varying dynamics due to external/environmental factors, such as temperature and 

pressure. The controller must respond to changes in the dynamics of the plant features to provide 

a robust system. Nonlinear control techniques [33–36], such as fuzzy logic and sliding mode 
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control, have recently offered good static and dynamic responsiveness. The disadvantage of the 

fuzzy logic technique is that all available data are needed. Also, the algorithm has to be trained, by 

human knowledge, which is incomplete as opposed to systematic methods available, before use. 

The sliding mode controller is suffering from a chattering issue. 

 

1.3    Research Objectives 

To compensate for the steady-state oscillation of MPP tracking, this research proposes a modified 

P&O algorithm. 

A new approach is presented here to recognize the peak power point when the PV array output 

reaches its maximum. In this study, MPPT efficiency tests, PSC tests, and drift effect tests are used 

to evaluate both conventional and modified P&Os under varying environmental conditions. Also, 

the modified P&O algorithm compares with the InC algorithm. The performance boost from the 

suggested method is clarified when the results for the conventional algorithms and modified P&O 

have been compared in all mentioned environmental conditions. In this way, the proposed 

algorithm can be considered a multi-purpose solution for crucial MPPT conditions. 

A second goal of this work is to regulate the voltage of PV systems DC-DC converter’s output in 

island micro-grid (MG). Voltage and frequency variability are very sensitive in islanded 

microgrids; for this reason, a robust and adaptive controller is always desirable.  

Here we propose a DC-DC boost converter with a modified MIT rule controller that stabilizes 

output voltage variations in island MG. Here, two control loops are used to achieve a stable output 

voltage; a PID controller can regulate the output voltage at a fixed level, and the outer loop is 

designed to implement the MIT rule for a direct model reference adaptive controller (DMRAC). 

To ensure that the actual system is following the desired reference model, using only an output 
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voltage feedback sensor, a DMRAC is devised to update the PID controller parameters in real- 

time. Compared to a DC–DC boost converter connected to the MG, a controller, such as the one 

introduced in this paper, is more successful in dealing with unknown parameter fluctuations and 

disturbance changes. 

The significant contributions of the proposed work are summarized as follows: 

• The conventional and modified P&Os are thoroughly benchmarked in this study under 

varying environmental conditions utilizing the steady state and dynamic MPPT efficiency 

tests, PSC tests, and drift effect tests.  

• A novel MPPT algorithm with a set of features such as: improving the efficiency of 

conventional P&O algorithm by 0.5 percent for both slow and fast irradiance changes, and 

improving the efficiency of the traditional methods on average by about 9% and 8% under 

strong partial shading situations (PSC) and drift avoidance tests, respectively. 

• An adaptive controller is designed to regulate the output voltage of the DC–DC converters 

in a PV system. 

• This thesis proposes a novel output voltage regulation approach that can adjust the 

parameters of the PID controller in real-time to ensure that the actual system is following 

the desired reference model.  

• The PID controller regulates the output voltage at a fixed level, essential for correct power 

injection when the DC–DC boost converter is connected to the MG.  

• The proposed controller does not require using any current sensor, and the control scheme 

is only obtained using the voltage feedback of the boost converter. So, the proposed design 

is cost-effective. 
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1.4   Thesis Structure 

This thesis is divided into six chapters. The details of what each chapter would cover are given 

below. 

Chapter 1 starts with an introduction of the PV systems, MPPT algorithms, converters, and 

voltage regulation of PV systems. The chapter also includes a detailed literature review or all the 

research and development that has been done in this field. Further, the chapter identifies the gap in 

the literature and talks about our motivation to pursue this research. 

Chapter 2 of the thesis is a survey on the MPPT modified algorithms. This chapter is submitted 

to the Journal of Renewable and Sustainable Energy Reviews.  

Chapter 3 is focuses on a novel dynamic MPPT algorithm for photovoltaic power systems. A 

version of this chapter has been peer-reviewed and accepted for publishing in the Journal of 

Modern Power Systems and Clean Energy (MPCE), September 2022. 

Chapter 4 of the thesis will focus on the direct model reference adaptive control of a boost 

converter for voltage regulation in microgrids. A version of this chapter has been published in 

Energies, July 2022. 

Chapter 5 of the thesis will focus on the design of a super-fast sliding mode control of a boost 

converter for voltage tracking in microgrids. A draft of this chapter will be submitted to Energies. 

Chapter 6 of the thesis will discuss the conclusions drawn from the previous chapters and will 

propose future areas of research that can be undertaken as an extension to this research. 
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Abstract 

Due to the energy crisis in the world, the use of solar photovoltaic (PV) as a source of renewable 

energy is demanding today. The main problem with the PVs is the output power fluctuation in case 

of temperature and irradiance change. Maximum power point tracking (MPPT) methods based on 

conventional algorithms such as perturb and observe (P&O), and incremental conductance (InC) 

are popular applications to deal with mentioned issues. The conventional MPPT methods are 

famous for their ease of implementation and understanding. This study focuses on the effectiveness 

of 24 modified algorithms in the three most environment change cases: irradiance changes, drift 

avoidance, and partial shading condition ( PSC). Modified algorithms' efficiency and response time 

are compared in the mentioned environment conditions.  

Keywords: Conventional Maximum Power Point Tracking algorithms, P&O algorithm, InC 

algorithm, Drift free, Partial shading condition 
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2.1 Introduction 

Solar energy is one of the most significant energy sources in the world. As a renewable and non-

conventional energy source, solar energy is very clean, safe, and freely available in nature. The PV 

energy absorbs the attention of many researchers due to its advantages and applications.  In recent 

years, PV systems have become increasingly popular since they are environmentally friendly and 

can be installed in residential and remote environments.  PV systems produce their maximum 

output power at a maximum power (MPP) point, and its location continuously varies depending 

on irradiance and temperature. 

Consequently, an operation point should be located at the MPP to extract the most power from the 

photovoltaic generator (PVG). Thus, MPP must be continuously monitored by the MPPT 

algorithms. There are many factors to consider when designing a PV system's MPPT, such as how 

much it costs, how efficient it is, how much energy is lost, and how it is implemented [1, 2]. There 

are many research publications with various control techniques for PV MPPT systems, which are 

mainly divided into two categories: conventional and soft computing approaches. Several studies 

have been conducted on conventional MPPT methods, such as P&O [3], [4], [5], InC algorithm 

[6], [7], and hill-climbing (HC) algorithm [8], [9].   

 A conventional algorithm is the most used since it is easiest to implement, thus making it more 

suitable for low-cost applications. Even though traditional methods can be easily used, they have 

shown a sluggish response to changes in ambient temperature and solar radiation. Therefore, the 

system's deviation from its MPP results in power losses that are proportional to the size of the 

installed solar array [1]. In addition to conventional algorithms, there are several bioinspired 

algorithms that are generally more efficient in some special cases than conventional methods. Even 

in partially shaded environments, they can quickly converge to a global maximum [10]. A 
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bioinspired particle swarm optimization (PSO) algorithm is successfully applied in [11]. Genetic 

algorithms (GA) are a type of algorithm that solves partial shading challenges [8, 12]. Moreover, 

there are two algorithms based on artificial intelligence (AI), fuzzy logic-based controllers 

(FLBCs) and artificial neural networks (ANN)-based MPPTs [13]. These algorithms have lower 

settling times, less overshoot, and better performance than MPPT, but they require input data at 

the beginning to train the output-input relationship. A sliding mode and Lyapunov function-based 

algorithm were presented in [14] for achieving MPPT control of a solar-PV array connected to the 

grid. While there are several strategies in the literature that attempt to improve the drawbacks of 

conventional MPPT approaches, they tend to be considerably slower, and the implementation 

remains a priority when control methods are put into practice. Thus, many scientists believe that 

modified conventional approaches are more efficient to apply than complicated modern theories. 

Therefore, many MPPT algorithms focus on improving the conventional algorithm's efficiency and 

response time. Some of the mentioned algorithms [15], [20-21], [22-23] enhanced the efficiency 

of conventional algorithms in PSCs, and some others introduced modified algorithms in slow and 

fast irradiance changing [18-19], [25], and other worked on drift issue [16-17], [45]. This work 

presents the most recently modified P&O and InC algorithms. 

• This review of MPPT techniques has been classified into three essential groups: drift-

free algorithms, modified algorithms for slow and fast irradiance changes, and PSC 

algorithms. 

• This study compares 12 modified P&O algorithms and 12 modified InC algorithms in 

the case of efficiency and response time. 

• The comparison is done based on mathematical analysis. 
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2.2 Methodology 

This study conducts comparative research over the modified P&O and InC algorithms to present 

more efficient MPPT algorithms to a PV system. We compare 24 MPPT techniques in case of their 

performance over fast irradiance changes, drift issues, PSC, and temperature changes. Besides, the 

efficiency and response time of the modified algorithms are considered and compared with the 

conventional algorithms. 

 

2.3     P&O Modified Algorithms 

2.3.1 Overview of the conventional P&O algorithm 

The P&O algorithm is the most often used MPPT method because of its simplicity. The P&O 

algorithm is based on perturbing the PV array output voltage by tuning the duty cycle of a power 

converter and then checking the changes in the output power of the array. This implies that the PV 

panel's output power in each cycle must be compared with PV power in the antecedent perturbation 

cycle. The flowchart of the P&O algorithm is displayed in Figure 2.1. P , V , and I are the 

differences of power, voltage, and current in two antecedent perturbation cycles. If P  is positive, 

it means we are approaching the maximum panel power, and the perturbation must be made in the 

same direction. Conversely, if the output power decreases, the perturbation must be made in reverse 

order. 0P =  is shown that the MPP is reached. 
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Fig. 2.1 The flowchart of the conventional P&O algorithm. 

The perturbation step size plays an undeniable role in reaching the MPP, as the large step size may 

lead to a fast-tracking response, but the amplitude of the steady-state oscillations will be high. On 

the other hand, if the step size has a small value, the tracking is slower, and still, a small oscillation 

will be seen. Although this method has indubitable merits, such as its high efficiency, being cheap 

for implementation, and needing only two sensors to sense the current and voltage of the PV array, 
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nonstop oscillation around the MPP is the main drawback P&O algorithm. Unfortunately, this 

hindrance is bold because it leads to energy losses. 

2.3.2 Drift-free P&O algorithm 

In [16], by changing the current ( I ), the voltage ( V ), and power (P ) in the decision process, 

a modified P&O algorithm has been proposed, which avoids the drift drawback in P&O algorithms. 

A modification may be necessary to the algorithm if drift occurs as solar irradiation increases. Drift 

problem can be eliminated by changing current ( I ) parameter & increases the duty-cycle. 
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Fig. 2.2. The flowchart of the modified P&O algorithm in [16] 

In [17], the authors presented a modified P&O MPPT based on a mathematic solution which is 

called the Pythagorean theorem and constant voltage (CV) MPPT to deal with the weather 

condition issues such as the drift problem when the irradiation changes very fast in the conventional 

P&O algorithm. 
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Fig. 2.3. The flowchart of the modified P&O algorithm in [17]. 

The proposed modification consists of two sections. Firstly, an innovative and easy to use variable 

step size (VSS) is developed, improving tracking, and reducing oscillations around the MPP. VSS 

is indicated by using the Pythagorean theorem, which says that the square opposite the right angle 

equals the square of the other two sides. In the proposed algorithm 𝐶 is the length of the hypotenuse 
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of the triangle of movement of 𝑑𝑃 and 𝑑𝑉 in the P-V curve. Part two of this modification is the 

adoption of a new duty cycle selection for conventional P&O to deal with drift problems early.  The 

insolation of solar panels depends on the weather condition is divided into two different types: 

slow change and fast change. In this case the parameter 𝐶 in the flowchart shows the rate of solar 

irradiance changes, so it addresses the drift problem. 

 [45] presents an active power curtailment control strategy based on derated power generation 

mode (DPGM). In addition, a drift-free P&O technique is also proposed to enhance the MPPT 

algorithm's performance. With the proposed modified algorithm, MPP's power loss and time to 

search are reduced. Furthermore, it gives the system drift-free run-in conditions of variable 

irradiance. The proposed algorithm in [45] operates in two modes: the modified MPPT and DPGM, 

which are depicted in Figure 2.4. As a result, during the peak periods of power generation, the 

DPGM control scheme with the intermediate boost converter reduces the excess active power. The 

improved MPPT algorithm also takes into account irradiance variations during non-peak hours. As 

a result, the suggested control method results in a system that is more effective during the peak 

periods of power generation. Additionally, it decreases power loss and settling time during non-

peak hour irradiance variation. 
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Fig. 2.4. The flowchart of the modified P&O algorithm in [45]. 

Table 2.1 

Drift-Free Modified P&O Algorithms Comparison 

Algorithm Error Response 

Time (s) 

[16] Drift-free P&O 4.1% <0.05 

[17] P&O based on 

Pythagorean theorem 

3.9% <0.5 

[45] DPGM 2.05% <0.6 
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2.3.3 Slow and fast irradiance changes modified P&O 

In [18], at first, the irradiance (G) is considered to vary as follows: 1) slow change in irradiance, 

i.e. ,  𝐺 <  10 𝑤/𝑚2) fast changes in irradiance means that 𝐺 is higher than 10 𝑤/𝑚2.  These two 

irradiance profiles have been given special consideration in term of an initial perturbation size 

(∆𝑉). In the case of small gradients of 𝐺, conventional P&O can track MPP without divergence.  In 

the second, a soft switched converter based on zero voltage switching (ZVS) is proposed to 

minimize losses caused by switching, turn-on loss, and conduction loss in the Buck-Boost 

converter. Upon turning on the switch, the voltage falls to zero then the current starts increasing so 

as to have the least switching loss. Conversely, when the switch is OFF, the voltage goes to the 

maximum from zero and the current goes to a minimum. A ZVS converter can be constructed by 

adding an inductor 𝐿2and a capacitor 𝐶2, as shown in the following figure. 
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Fig. 2.5. ZVS-based soft switched buck-boost converter. 

 

The efficiency of the described P&O with the ZVS converter in [18] is 96.3%.  
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Table 2.2 

Slow and Fast Irradiance Changes Modified P&O Algorithms Comparison 

Algorithm Error Response 

Time (s) 

[18] Zero voltage switching 3.7% 0.4 

[19] Adaptive P&O 2.05% <0.001 

[25]GA P&O 3.33% <0.06 

[44] Linear tangent (LT) P&O 0.25% <0.05 

 

[19] presents an adaptive P&O MPPT algorithm that can track the MPP rapidly and with less 

steady-state oscillation as compared to conventional P&O MPPT algorithms. This method's 

perturbation amplitude is robust to accelerate the tracking process and reduce steady-state 

oscillations. This technique results in a large perturbation amplitude if the operating point is far 

from the MPP and a small perturbation amplitude if the operating point is close to the MPP. To 

improve track performance, current perturbation is considered instead of voltage perturbation. The 

flowchart of this algorithm is illustrated in Figure 2.6. The oscillation of the adaptive P&O 

algorithm is improved by 0.26% in [19]. 
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Fig. 2.6. The flowchart of the modified P&O algorithm in [19]. 

In [25], the authors presented a modified P&O MPPT algorithm using a PID controller based on 

genetic algorithms (GA). GA is also considered in many other MPPT papers [23-40]. GA tune the 

PID controller in [25] to optimize the P&O variable step. To optimize DC/DC converter power 

transfer, GA selects the value of 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑 PID parameters.  There are two modes of operation 
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for the system: (1) the offline mode for testing different PID parameters to find the optimal 

controller, and (2) the online mode for tracking the MPP point after the optimal PID is found. 

Figure 2.7 depicts the block diagram of the proposed genetic variable step P&O MPPT in [25]. 

PV power PID controller

GA algorithm

P&O MPPT DC-DC

Feedback
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+

−
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Fig. 2.7. The block diagram of the proposed genetic variable step P&O MPPT in [25]. 

A LT P&O is proposed in [44] as a new MPPT scheme. MPPT is proposed as a three-step process 

in [44], the first step is projection of tangents over P-V curve, second step is estimation of MPP on 

P-V curve, and the third is calculation of the actual MPP based on the perturbation from the 

estimated MPP. 

2.3.4 PSC P&O 

[23] proposes a modified MPPT method that only uses one parameter to tune.  Compared to P&O 

MPPT, this method overcomes the problems of steady-state oscillations and lower efficacy.  

The duty ratio can be calculated by equating the difference between the voltage obtained and the 

reference voltage, multiplied by variable 𝑀, which represents a step-change. 𝑀 is selected here 

according to its performance and rate of convergence in order to achieve the best results. Usually, 

it is between 𝑒−1 and 𝑒−12.  With a particular value of 𝑀, the system had difficulty tracking the 
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MPP with very little distortion, but the performance of the selected value of 𝑀 is similar to that of 

the lowest value of 𝑀, with a significantly higher convergence rate.  

 

Fig. 2.8. The flowchart of the modified P&O algorithm in [23]. 

In [15], the authors proposed to modify P&O to track the MPP even under the PSC, without having 

to oscillate around the MPP. The paper proposes two methods to solve the PSC issues: (1) Using 

a function to identify if the PSC is occurring. Set the track direction flag to search the P-V curve if 

it occurs. The information of global maximum power point (GMPP) should be updated if any local 

maximum power point (LMPP) can output higher power. (2) After finding the maximum point, 

stop the oscillation.  
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 A Modified variable step size (MVSS) P&O MPPT algorithm was proposed in [21] in order to 

implement a peak tracking system for solar photovoltaic (SPV) systems with two-phase Interleaved 

Boost Converters (IBCs). It is possible for MPPT to handle PSC in a very efficient manner. 

In another work [24], the authors proposed a modified P&O method for PV systems under PSC. 

This modified algorithm combines an adjustable step size algorithm and an inspection algorithm 

to determine the global MPP by comparing all multiple MPPs. In order to increase efficiency and 

achieve the benefits of both systems, this paper merges the two algorithms.  A step size algorithm 

is employed in this work to determine whether the saved MPP is local or global.  Several measured 

operating points are compared with the saved MPP value. The minimum distance between MPPs 

must be closer to the previously measured MPP to ensure a higher MPP. The closest voltage to the 

short circuit current is also measured. A power comparison is carried out using the measured 

voltage, current, and saved MPP.   A new operating point is calculated if the estimated MPP 

exceeds the saved value. Therefore, the P-V curve is continuously monitored until the peak power 

is measured. With the MPPs being updated, the adjustable step size algorithm comes into play to 

determine the most accurate MPP value. 

In [22] authors proposed an improved adaptive step size P&O MPPT method that effectively 

achieves the MPP under PSC. They also optimized all other aspects of high-performance MPPT 

to make it novel, easier to use, quicker, and more accurate. 
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Table 2.3 

PSC Modified P&O Algorithms Comparison 

Algorithm Error Response 

Time (s) 

[15] MP&O 1.36% <0.02 

[23] PSC P&O 0.3% <0.01 

[21] MVSS P&O 2.1% <0.03 

[24] Adjustable step size 

and inspection algorithm 

0.16% <0.03 

[22] adaptive step size P&O 1.33% <0.13 

 

2.3.5 Modified P&O algorithms comparison 

In this section, we take a look at all modified P&O algorithms mentioned in previous sections. As 

illustrated in Table 2.4, most of the modified P&O algorithms considered slow and fast irradiance 

changes, and a few considered drift issues, PSC, and temperature changes. The best modified P&O 

algorithm in the case of efficiency is the adjustable step size and inspection algorithm [24], and in 

the case of response time, the most stable algorithm is adaptive P&O [19]. 
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Table 2.4 

P&O algorithms Comparison Table 

Algorithm Error Response 

Time (s) 

 Application    

Slow 

irradiance 

changes 

Fast 

irradiance 

changes 

Drift PSC Temperature 

changes 

Conventional P&O 4.1% 0.4  - - - - 

[15] MP&O 1.36% <0.02  - -  - 

[16] Drift-free P&O 4.1% <0.05    - - 

[17] P&O based on the 

Pythagorean theorem 

3.9% <0.5    - - 

[18] Zero voltage switching 3.7% 0.4   - - - 

[19] Adaptive P&O 2.05% <0.001   - - - 

[23] PSC P&O 0.3% <0.01   -  - 

[24] Adjustable step size and 

inspection algorithm 

0.16% <0.03   -  - 

[25]GA P&O 3.33% <0.06   - - - 

[44] LT P&O 0.25% <0.05  - - -  

[45] DPGM 2.05% <0.6    - - 

[21] MVSS P&O 2.1% <0.03   -  - 

[22] adaptive step size P&O 1.33% <0.13   -  - 
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2.4 Incremental Conductance Modified Algorithms 

2.4.1 Overview of the conventional InC algorithm 

The InC method relies on the observation that the first derivative of the PV function, i.e., / P V   

becomes zero at maximum. Due to PV current's dependence on voltage, power = voltage*current 

= ( )I V V . Thus, ( / ) ( ) /   + =  V I V I V P V . We get the following equation when we set the 

value of the variable equal to zero:  

(V)
= −



I I

V V
   (1) 

Hence, the MPP occurs when InC equals instantaneous conductance. The MPP voltage is defined 

as the voltage corresponding to the point where, / ( ) /  = −I V I V V . This voltage is maintained 

until the solar irradiation changes and the procedure is repeated [43]. The mentioned steps are 

shown in Figure 2.9. 
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Fig. 2.9. The flowchart of the conventional InC algorithm. 

2.4.2 Drift-free InC algorithm 

For solving the conventional InC algorithm problems, [46] proposed a new variation of the InC 

algorithm with a VSS. A slope angle variation algorithm and an autonomous scaling factor are 

proposed as parts of the proposed algorithm. 

Using the autonomous scaling factor, the step size is continuously adjusted without using a constant 

tracking precision and convergence speed must be balanced. 
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By implementing the slope of the angle variation algorithm, the PV voltage change effect is 

mitigated, especially during conditions of variable irradiance, thus improving MPPT efficiency. 

To bypass the limitations of traditional conductance increments with variable step lengths, [47] 

proposed a VSS MPPT algorithm, which is based on analyzing the /dP dU  slope to determine the 

scaling factor (N). Where dP  is the variation of power and dU  is the variation of voltage. 

 The slope of /dP dU  is checked for the modified VSS algorithm. The system assumes that the 

operating power is far from the MPP if /dP dU  is higher than the previous /dP dU , thus using a 

higher N value to achieve the MPP more quickly. As an alternative, if /dP dU  slopes lower than 

/dP dU , the system assumes the operating power is already close to the MPP. 

 In [48], the InC algorithm is enhanced to eliminate the division calculations. Consequently, 

algorithm implementation complexity is minimized, thereby making it possible to use a low-cost 

microcontroller to reduce system costs. Moreover, the system response time during sudden 

changes is improved due to a reduction in the real processing time.  

[48] proposed to use a modified variable step-size, which is solely dependent on PV power, as the 

step-size.  

While partial shading is present, the latter model offers enhanced transient performance and 

minimal steady-state power oscillations around the MPP.   

An InC MPPT algorithm with VSS is presented in [49] to track MPP with direct control solar 

arrays without the proportional-integral control loop.  

MPPT response speed and accuracy can be significantly improved with the proposed method 

compared to conventional InC and variable step-size InC methods. 
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Table 2.5 

Drift-Free Modified InC Algorithms Comparison 

Algorithm Error Response 

Time (s) 

InC 5.85% 0.5 

[46] VSS InC 0.16% <0.013 

[47] Variable step lengths 

InC 

1.65% <0.03 

[48] Modified VSS InC 0.82% <0.02 

[49] Direct control VSS InC 1.8% <0.013 

 

2.4.3 Slow and fast irradiance changes modified InC 

In [50], the authors propose an InC with direct control and a dual-scaled adaptive step-size method 

to overcome the shortcoming of the InC MPPT algorithm.  
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Fig. 2.10. The flowchart of the modified InC algorithm in [50]. 

In [50], instead of using the Incremental conventional equations for adjusting the duty cycle, the 

following equations are used to define the MPP and update the duty cycle. 
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V I I V

V V
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V I I V

V V
        The right side of the MPP 

Besides removing division complexity, this simplification also reduces steady-state error. As 

Figure 2.10 depicts, the dual-scaled adaptive step size is designed to deal with the overshoot and 

slow voltage response instead of using the constant scaling factor.  

In [51], MPPT tracking speed is increased by using the VSS InC method. To reduce the oscillation 

at maximum power conditions, the mentioned paper presented the design of MPPT with buck-

boost Converter that uses the filter VSS modified InC method. PV panels generate voltage and 

current as a starting point for MPPT calculations. Based on these parameters, the power generated 

can be determined. In its tracking step, the algorithm attempts to calculate voltage and current 

deviations.  

A tracking condition is always determined by the changing value of voltage ( V ). A zero change 

in current is determined if the algorithm checks the existing current in case 0V = . An algorithm 

determines if an error increases or decreases based on the current; otherwise, if it's not changing (

0I = ), an error is equal to zero. Whenever V  is not zero, the algorithm will check the value of 

the comparison between equation (1) and use the filter limit to filter the calculation. This result 

provides a basis for determining that the error should be calculated using the following equation. 

( ) ( 1) ( )−= + t tD D N error    (3) 

Where N  is the scaling factor that determines the performance of MPPT, and D is the duty cycle 

that is used to generate PWM. An MPP is reached in the PV curve, and the algorithm tries a steady 

state after reaching an MPP. 
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Fig. 2.11. The flowchart of the modified Inc algorithm in [51]. 

In [52], the steady-state error signal is reduced in conventional algorithm design by using a 

proportional integral. Error signals (e) are the result of multiplying an instantaneous conductance 

( /I V ) by InC ( /I V  ). 


= +



I I
e

V V
   (4) 
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The integral regulator multiplies the integral gain by accumulating the instantaneous error and adds 

it to the controller output. To reach maximum power, it is essential to make the output impedance 

equal to the source impedance. 

 

Fig. 2.12. The flowchart of the modified Inc algorithm in [52]. 
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In [53], an improved InC MPPT controller, i.e., InC-PID, is proposed that is the combination of 

the advantages of the traditional InC algorithm and proportional-integral-derivative controller. The 

proposed method circumvents the conventional InC algorithm drawbacks while also preserving its 

simplicity. The parameters of the controller are optimized using grey wolf optimization (GWO). 

Conventionally, the rate of current change with respect to voltage dI/dV is proportional to the 

conductance in the instantaneous phase, i.e. 

0


+ =


I I

V V
   (5) 

/P V  will be zero at MPP, i.e., the power will change with voltage equally. In order to decrease 

the steady-state fluctuations at the MPP, the error signal resulted by the mentioned condition is 

applied to an MPPT controller to minimize the error. Control gains can be optimized using gray 

wolf optimization. Grey wolf optimization minimizes the fitness function by adjusting the 

controller parameter. Here is the fitness function that is applied to the problem. 

1

0 ( )
=

= − +
N

k

dI I
J

dV V
   (6) 

A new approach to improve MPPT in PV systems with InC MPPTs and VSS was explained in 

[54]. This modification allows for gradual variation of the initial step so that the MPP can be 

approached quickly. Once complete, the step can be fractionated after each slope. By dividing each 

time after exceeding the slope around the PPM according to the desired precision, the step size of 

the duty cycle ratio (DCR) decreases, and the step value becomes very small. As a result of this 

technique, the PPM search dynamics are effectively improved. However, the small step value does 

not contribute to additional searches when a new change occurs. To resolve this issue, the search 

module must be reset to its initial state. 
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In [57], taking into account the slope of the power-voltage relationship allows us to estimate the 

size of a variable voltage step. Introducing an overview of a few effective regions around the PV 

point of maximum power is proposed as a novel treatment for this goal. As a result, a fuzzy logic 

system is developed based on the locations of the fuzzy inputs in relation to the five regions to vary 

the step size of the duty cycle. Then, the fuzzy inputs are inspired by the slope of the current-

voltage relation, and its derivatives, while membership functions and fuzzy rules are designed 

based on the slope of the current-voltage relationship. 

Table 2.6 

Slow and Fast Irradiance Changes Modified InC Algorithms Comparison 

Algorithm Error Response 

Time (s) 

InC 5.85% 0.5 

[50] Dual-scaled adaptive step-size 

InC 

4.29% <0.02 

[51] Filter variable modified InC 1.188% <0.01 

[52] Integral regulator InC 5% <0.5 

[53] InC-PID 0.4% 0.055 

[54] Fast InC 0.6% <0.04 

[57] Fuzzy logic based InC 4.77% <0.013 

 

2.4.4 PSC InC 

Using a modified InC method, [55] proposed a fast and efficient solution to track the global peak 

under uniform irradiance conditions (UIC) and PSC. By analyzing the relationship between the 

minimum current at other peaks and the short circuit current, this method detects PSC. It detects if 



41 
 

other peaks need to be tracked under it. This method can improve tracking speed by increasing the 

sensitivity to the minimum current during other peaks. 

The table below compares the main modified InC algorithms discussed in this research. In [56], 

the objective is to improve the tracking time of the simulated annealing (SA) method by combining 

the SA method with the modified incremental conductance (MInC) method. Adaptive step sizes 

are employed in the modified MInC in order to improve speed and accuracy. 

Table 2.7  

PSC Modified InC Algorithms Comparison 

Algorithm Error Response 

Time (s) 

InC 5.85% 0.5 

[55] PSC InC 1.18% <0.4 

[56] SA and MInC 2.95% <3 

 

2.4.5.  Modified InC algorithms comparison 

In this section, we look at all modified InC algorithms mentioned in previous sections. As 

summarized in Table 2.8, most of the modified InC algorithms considered slow and fast irradiance 

changes, and a few considered drift issues, PSC, and temperature changes. The best modified InC 

algorithm in case of efficiency is the InC-PID algorithm [53], and in case of response time, the 

filter variable is modified [51]. 
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Table 2.8 

 Modified InC MPPT Algorithms Comparison 

Algorithm Error Response 

Time (s) 

 Application    

Slow 

irradiance 

changes 

Fast 

irradiance 

changes 

Drift PSC Temperatur

e changes 

InC 5.85% 0.5  - - - - 

[46] VSS InC 0.16% <0.013    -  

[47] Variable step 

lengths InC 

1.65% <0.03    - - 

[48] Modified VSS InC 0.82% <0.02    - - 

[49] Direct control VSS 

InC 

1.8% <0.013    - - 

[50] Dual-scaled 

adaptive step-size InC 

4.29% <0.02   - - - 

[51] Filter variable 

modified InC 

1.188% <0.01  - - - - 

[52] Integral regulator 

InC 

5% <0.5   - - - 

[53] InC-PID 0.4% 0.055   - - - 

[54] Fast InC 0.6% <0.04   - - - 

[55] PSC InC 1.18% <0.4   -  - 

[56] SA and MInC 2.95% <3   -  - 

[57] Fuzzy logic based 

InC 

4.77% <0.013   - -  
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2.5 Challenges and Further Studies 

Although many substantial works improved the efficiency of conventional P&O and InC 

algorithms, the modified algorithms are not as easy as conventional algorithms to implement. 

Therefore, they are still not suitable for low-cost applications. Due to the complexity of some 

modified algorithms [17], [45], and [52], the response time is not improved or is worse than the 

conventional algorithms, and those are considerably slower. Moreover, they are not multi-purpose 

solutions and only consider specific issues of conventional algorithms. It means the mentioned 

modified algorithms focused on particular environmental conditions such as drift issues, slow or 

fast irradiance, and PSC. 

In future works, the efficiency and response time can be improved. Also, it is still possible to 

consider the algorithms in case of cost, hardware implementation, and applications. Moreover, the 

computations should not be that complex to lead to large memory requirements. Besides, the 

industry still needs a general solution for different cases of environmental conditions. So, the future 

modified algorithms should have high efficiency in different ambient factors. 

2.6    Conclusion 

In our study, we focused on analyzing and comparing the modified algorithms of two conventional 

MPPT methods: InC and P&O. The paper includes a list of various MPP techniques that are 

reviewed and discussed. Different MPPT techniques have been reviewed based on different 

applications, such as fast and slow irradiance changes, drift elimination, and PSC. The P&O 

technique and InC technique are two of the most popular conventional techniques. The best 

modified InC algorithm in case of efficiency is the InC-PID algorithm [53], and in case of response 

time, the filter variable is modified [51]. On the other side, the best modified P&O algorithm in the 
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case of efficiency is the adjustable step size and inspection algorithm [24], and in the case of 

response time, the most reliable algorithm is adaptive P&O [19]. 
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Abstract  

This research aims to improve the performance of the conventional Perturb and Observe (P&O) 

Maximum Power Point Tracking (MPPT) algorithm. As the oscillation around the maximum 

power point (MPP) is the main disadvantage of this technique, we introduce a modified P&O 

method to conquer this handicap. The new algorithm recognizes approaching the peak of the 

photovoltaic (PV) array power curve and prevents oscillation around MPP. The key parameter to 

achieve this goal is testing the change of output power in each cycle and comparing it with the 

change in array terminal power of the previous cycle. If a decrease in array terminal power is seen 

after an increase in the previous cycle or in the opposite direction, an increase in array terminal 

power is seen after a decrease in the previous cycle; it means we are at the peak of the power curve 

so the duty cycle of the boost converter should remain the same as the previous cycle. Besides, an 

optimized duty cycle is introduced, which is adjusted based on the PV array operating point. 

Furthermore, a DC-DC boost converter powered by a solar PV array simulator is used to test the 

suggested concept. When irradiance changes, the proposed technique produces an average MPPT  of 

nearly 3.1 percent greater than the conventional P&O and the incremental conductance (InC) 

algorithm. In addition, under strong partial shading conditions (PSC) and drift avoidance tests, the 

proposed technique produced an average MPPT  of nearly 9 percent and 8 percent greater than the 

conventional algorithms, respectively. 

Keywords: PV system, MPPT, P&O, Boost converter, steady-state performance. 
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3.1 Introduction 

Solar PV is predicted to be one of the most popular renewables due to its availability, ease of 

installation, and near-zero maintenance. PV power generation systems are used to convert solar 

energy to electricity. However, PV power fluctuates depending on irradiation and temperature. 

Therefore, solar electricity is still more expensive than fossil fuels due to the low conversion 

efficiency of PV modules.  

Designing an effective control algorithm plays a vital role in developing an efficient solar PV 

system [1]. In PV systems, it is well known that one of the main solutions to increase efficiency is 

the application of MPPT techniques [2]. Because the MPPT is made up of software codes, it 

appears to be the most cost-effective solution to increase energy throughput. MPPT ensures that 

the operating voltage and current remain at the MPP on the p-v characteristic curve at all times [3]. 

There are many papers with a variety of control techniques for PV MPPT systems; They are mainly 

divided into two categories: conventional and soft computing approaches. Several studies have 

been carried out on conventional MPPT methods such as P&O [4], [5], [6], InC algorithm [7], [8], 

and a hill-climbing (HC) algorithm [9], [10]. Conventional algorithms are the most used methods 

due to their ease of implementation, as a result of which they have become more suitable for low-

cost applications. Despite their ease of use, traditional methods have demonstrated a sluggish 

response to changes in ambient temperature and solar radiation power. Consequently, the system's 

deviation from its MPP results in a power loss that is proportional to the size of the installed solar 

array [1].  

Besides conventional algorithms, there are many other solutions, such as bioinspired algorithms, 

which are much more efficient in some special cases when compared to conventional ones. They 

are capable enough to quickly converge to a global maximum and hence can save power loss even 

in a partially shaded environment [11]. Particle swarm optimization (PSO) is a bioinspired 
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algorithm that is employed successfully in [12]. A genetic algorithm (GA) is one such algorithm 

that solves the obstacle of partial shading [13], [14]. Moreover, there are two artificial intelligence 

(AI) based algorithms, fuzzy logic-based controllers (FLBCs) and artificial neural network (ANN)-

based MPPT [15], [16]. Although the mentioned algorithms show less settling time, less overshoot, 

and better performance about MPPT, they require data set in the beginning to train the input-output 

relation. In [23], [24], a sliding mode and Lyapunov function-based algorithms were presented for 

achieving MPPT control of a solar-PV array tied with the grid. In addition, nonlinear optimal 

feedback control is employed in [1] to deal with oscillations around the MPP of the system. 

Although there exist various techniques in the literature that try to improve the drawbacks of 

conventional MPPT approaches, they are substantially slower, and the implementation is still in 

priority when control methods are put into practice. Therefore, most scientists believe the modified 

conventional approaches are more popular to apply instead of the complicated modern theories [3-

4]. P&O is the simplest of the traditional MPPTs and has excellent convergence [5-6]. The 

algorithm, however, has two significant flaws. The first is the constant oscillation that happens in 

the vicinity of the MPP. Second, when the irradiance (G) increases rapidly or when the irradiance 

is non-uniform PSC, the P&O is prone to losing its tracking orientation. Both issues contribute to 

a loss of power and, as a result, a reduction in tracking efficiency. As fluctuation around the MPP 

is the source of power loss, there are many works tried to modify the conventional algorithms in 

the case of PSC [17-20] and drift avoidance issues [21-22]. Complex computations and large 

memory requirements are the drawbacks of mentioned works. Moreover, they are not multi-

purpose solutions and only consider specific issues of conventional algorithms. This paper offers 

a new modified P&O algorithm to compensate for the steady-state oscillation of MPP tracking. 

This algorithm presents a new approach to recognizing the peak power point when the stable 

condition arrives at the maximum of the PV array output power. In this way, when the current and 
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voltage of the PV array reach the optimum point, the duty cycle will remain constant, and no 

chattering will be produced around MPP. The conventional and modified P&Os are thoroughly 

benchmarked in this study under varying environmental conditions utilizing the steady state and 

dynamic MPPT efficiency tests, PSC tests, and drift effect tests. Those tests require the algorithm 

to track irradiance ramps with varying rates of change. Also, the modified P&O algorithm 

compares with the InC algorithm. The performance boost from the suggested method is clarified 

when the results for the conventional algorithms and modified P&O have been compared in all 

mentioned environmental conditions. In this way, the proposed algorithm can be considered a 

multi-purpose solution for crucial MPPT conditions. 

A list of parameters used in this paper is given in Table 3.1. 

TABLE 3.1 

Nomenclature 

Symbol Quantity 

Iph Light-generated current 

Is Reverse saturation current 

Ish Shunt resistor current 

n Ideality factor of PV cell 

VT Thermal voltage 

Np, Ns Parallel and series branches of PV module 

Rsh, Rs Shunt and series resistance of PV module 

L, C Inductor and capacitor of the DC-DC 

converter 

P Power of solar array 

V Voltage of the solar array 

I Current of the solar array 

P Solar array output power 
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Pmax Solar array maximum power 

Pout DC-DC converter output power 

Iout Desired output current of DC-DC converter 

Vout Desired output voltage of DC-DC converter 

IL DC-DC converter inductor current 

R DC-DC converter resistor 

L DC-DC converter inductor 

𝑪𝟏 DC-DC converter input capacitor 

𝑪𝟐 DC-DC converter output capacitor 

D Duty cycle 

MPPT
 

MPPT algorithm's average efficiency 
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3.2 Problem Statement 

3.2.1 PV Array model 

A comparable circuit is given in Fig. 3.1. for a PV system with sN  and 
pN  modules linked in series 

parallel. The I is the output current of the PV array, and the V is the output voltage of the PV 

array. By considering Kirchhoff's current law, the output current of the PV is equal to   
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Figure 3.1: The solar array's electrical equivalent model 

 

Where 
phI , sI , N and TV are the light generated current, reverse saturation current, ideality factor, 

and thermal voltage of the PV module, respectively. Moreover, considering the equivalent shunt 

resistor shR and the series resistor sR of the PV module in the circuit, we can find the current 

flowing through the shunt resistor as (2) 
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For simplification, assuming that   s shR R . Considering the model values 0=sR and = shR , and 

(1) will be determined as 

exp 1
  

= − −   
  

p ph p s

s T

V
I N I N I

nN V
                               (3) 

 

Therefore, the output voltage of the PV array can be calculated as 

ln
 + − −

=  
 
 

p ph p s sh

s T

p s

N I N I I I
V N nV
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3.2.2 DC-DC boost converter 

A converter is the main part of the MPPT controller of the PV array, which helps to match the 

impedance seen from the PV device and the impedance seen from the load side. Therefore, the 

output voltage of PV will change according to the adjusted impedance. Many DC-DC converter 

topologies such as the boost topology [29], [30], the buck topology [25], single-ended primary 

inductor converter (SEPIC) topology [31], [32], buck-boost converters [33], and so on. The boost 

converters are involved in increasing the voltage. The buck converters are applied to lower the 

voltage. Then, buck-boost and SEPIC are competent to step up and step down the output voltage. 

There are also lots of studies that compare the different types of converter performance. In [29], 

step-up DC-DC converters in various configurations are proposed. In [25], the authors analyzed 

boost and SEPIC converters, considering output voltage ripple, total harmonic distortion, and 

power factor for both converters, and Boost converters produced better results. Besides mentioned 

features, boost converters are easier to use. So, the boost-type converter is frequently used because 

of its superior performance. For the characteristics discussed earlier, we select the boost topology 

to place between PV array and load. As illustrated in Figure 3.2, the main elements of a boost 

converter are the inductor, diode, capacitor, and switch. In this research, we use MOSFET as a 
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switch that can be turned on and off consistently based on the generated duty cycle. The variability 

in the PV voltage control process is caused by the dynamic resistance, which is obtained from the 

slope of its I–V characteristic curve [26], [27]. This parameter depends on the characteristics of 

the PV array and is highly variable with the irradiation, the temperature, and especially the PV 

voltage. As a result, the voltage regulation performance can be diminished when operating under 

irradiation and temperature change [28]. 

+
_

L

Switch
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         Figure 3.2: The boost converter equivalent circuit 

 
 

The dynamic model of the boost converter circuit is as follows 
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Then, 

   𝑥̇ = 𝑓(𝑥) + 𝑔(𝑥)𝐷                                              (6) 

Where 𝐷 is the duty cycle of the waveform driving the switch, 
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In Continuous conduction mode (CCM), the following equation relates the output voltage to the 

input voltage [33]: 

1

(1 )
=

−
outV V

D
                                                           (8) 

Based on 

= outP P                                                                     (9) 

It is easy to extract that 

2

1

(1 )
=

−
out pvR R

D
                                                    (10) 

where pvR is the PV panel load; this is also a boost converter input load. 

Equation (10), which is based on the equation 2(1 )= −pv outR R D , shows that if D decreases/increases, 

pvR increases/decreases; consequently, based on the I-V characteristic, the panel's current will 

increase, and the panel's voltage will reduce. Equivalently, as the voltage decreases/increases, the 

current increases/decreases, as shown in equation (4). 

This demonstrates that the rate at which the duty cycle changes is always the inverse of the voltage 

change rate. This can be mathematically expressed as 

 sign(𝑉̇) = −sign(𝐷̇)                                          (11) 

The output power of a PV generator is given by = P V I . The power optimization is done by 

forcing the system to operate at a certain point, which is defined by solving the following equation 

0=
dP

dV
                                                                     (12) 
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3.3 Modified P&O MPPT Algorithm 

3.3.1 Overview of P&O algorithm 

The P&O algorithm is based on perturbing the PV array output voltage by tuning the duty cycle 

(perturbation step-size) of a power converter and then checking the changes in the output power of 

the array. If 𝑑𝑃is positive, it means we are approaching the maximum panel power, and the 

perturbation must be made in the same direction. Conversely, if the output power decreases, the 

perturbation must be made in the reverse order.  is shown 𝑑𝑃 = 0 that the MPP is reached. The 

flowchart of the P&O algorithm is displayed in Figure 3.3. 

The perturbation step size plays an undeniable role in reaching the MPP as the large step size may 

lead to a fast-tracking response, but the amplitude of the steady-state oscillations will be high. On 

the other hand, if the step size has a small value, the tracking is slower, and still, a small oscillation 

will be seen. Nonstop oscillation around the MPP is the main drawback of the P&O algorithm. 

Unfortunately, this hindrance is bold because it leads to energy losses. 
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                Figure 3.3: Original P&O algorithm flowchart 

 

3.3.2 The proposed P&O algorithm 

This new modified algorithm focuses on the steady-state response of PV array power output. As 

the oscillation around the MPP is the source of power loss, we have to reduce the fluctuation as 

much as possible. It is evident in Figure 3.3 that the only case that the original P&O algorithm stop 

oscillation is 0 =P . For the other issues, fluctuation around the peak power point is inevitable. 

As the 0 =P  rarely occurs during perturbation, we need to increase the chance of stopping the 

oscillation when the output power is extremely close to the climax of the power curve. For this 

proposal, one parameter is added to the MPPT flowchart, which is (k 1) 0 − P  to recognize when 

the algorithm is crossing the maximum point of the power curve. In this way, the sign of (k)P  in 
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each cycle will be compared to the sign of (k 1) 0 − P , that is equal to P in the previous cycle. If 

these two signs are different, it means the PV array output power crosses the peak, and the duty 

cycle should not be changed. In other words, if perturbation makes a decrease (increase) in array 

terminal power after an increase (decrease) in the preceding cycle, it means we are crossing the 

peak of the power curve, so the duty cycle of the boost converter should remain the same as the 

previous cycle. In this manner, the steady-state oscillation will be eliminated in case of constant 

illumination. The flowchart of the proposed algorithm is shown in Figure 3.4. Note that the added 

conditions are bold in yellow color. 

A positive scalar function of the state variables of the system is picked out:  

1 2 0
2

= E S                                                                     (13) 

where 

= = +
dP dI

S I V
dV dV

                                                           (14) 

Then, the following condition is the sufficient condition for the global stability of the system. 

   𝐸̇ = 𝑆
𝑑𝑆

𝑑𝑡
< 0, 𝑆̇𝑆 < 0                                                   (15) 

Using (3), 
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      
                             (16) 

When 0=S , the PV system has reached its maximum output. As a result, the dynamics of the 

system can be split into two states: 0S and 0S . 

When 0S , the new algorithm is divided into two types of situations: (k 1) 0 − P and (k 1) 0 − P

. 



64 
 

If (k 1) 0 − P , the algorithm treats the same as the PV system reaches the MPP, so the oscillation 

will be removed. If (k 1) 0 − P , based on the new algorithm, 𝐷̇ > 0 and by using (7), V decreases: 

 𝑉𝑎̇ < 0                                                                               (17) 

As we know, the derivative of S is 

𝑆̇ =
𝑑𝑆

𝑑𝑉
𝑉̇   (18) 

Then, using (12),        
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Using (14) in (16) results in 𝑆̇ > 0; thus, 

𝑆̇𝑆 < 0                                                                                (20) 

when 0S  the new algorithm is divided into two different situations (k 1) 0 − P  and (k 1) 0 − P . 

If (k 1) 0 − P , the algorithm treats the same as the PV system reaches the MPP. If (k 1) 0 − P , based 

on the new algorithm, 𝐷̇ < 0 and by using (8), V increases: 

𝑉̇ > 0                                                                                   (21) 

Using (18) in (16) results in 𝑆̇ < 0, thus; finally, 

𝑆̇𝑆 < 0                                                                                  (22) 

So, overall, the PV system is globally stable. 

 

3.3.3 The proposed P&O algorithm with optimized duty cycle 

In this section, the tracking efficiency is improved by considering an adjustable step size. The step 

size of the algorithm should be flexible by getting close to the MPP. It means that each algorithm 

is closer to the MPP, and the step size should be smaller. Therefore, the presented algorithm has 

the chance to stop as close as possible to the maximum power curve.   
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When the algorithm approaches the MPP to the right, the rate of approaching the MPP is optimized 

by multiplying the duty cycle by a coefficient that is directly proportional to the PV module's 

voltage and inversely proportional to its current, and it is directly proportional to the current and 

inversely proportional to the voltage when approaching the MPP to the left. Because the 

algorithm's step size reduces as it gets closer to the MPP, it helps the algorithm track the MPP more 

precisely. Therefore, the equations of changing the duty cycle and have to be replaced by and 

respectively. 
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Figure 3.4: The proposed P&O algorithm flowchart 
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3.4 Simulation Results 

This section performs a simulation on MATLAB/Simulink, which is prepared to indicate the 

proposed algorithm's performance. We used Trina Solar TSM-250PA05.08 in 4 parallel strings 

with 10 modules per series strings. Table 3.2 lists the data of the selected solar panel. The 

components of the boost converter were picked according to the values recommended in Table 3.3. 

TABLE 3.2 

Electrical Data of the TSM 250PA05.08 Module [35] 

Electrical Data @ STC Value 

Peak Power (Pmax) 250 W 

PTC Rating 227.5 W 

Power Output Tolerance 0/+3 % 

Maximum Power Voltage 30.3 V 

Maximum Power Current 8.27 A 

Open Circuit Voltage 37.6 V 

Short Circuit Current 8.85 A 

Module Efficiency 15.3 % 

 

3.4.1 Case 1: Modified P&O algorithm 

1) Irradiance sudden level change tracking performance 

To confirm the performance of the modified P&O algorithm, a profile of the solar irradiation is 

used, which contains both step-up and step-down shapes. The irradiance values are between 700 

𝑊/𝑚2 and 800𝑊/𝑚2, as illustrated in Figure 3.5. The irradiance starts from 720 𝑊/𝑚2, lasts for 

0.6 seconds at this level, then steps up to 760 𝑊/𝑚2, remains at this level for 0.8 seconds, then 

steps down to 700 𝑊/𝑚2, stay flat for 0.6 seconds. As we focused on steady-state conditions in 
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the proposed algorithm, the ramp up or ramp down are not considered in the irradiance profile. The 

simulation time is 2 sec, and the temperature is retained at a fixed value of 25℃. 

 
        Figure 3.5: Illumination profile 

 
TABLE 3.3 

Boost Converter Components 

Component Value 

Inductor 50uH 

Capacitor 2mF 

Maximum Power 

Voltage 

870V 

Switching 

Frequency 

5kHz 

 

 

Figure 3.6 shows the comparison of the conventional P&O technique and the proposed algorithm. 

The red curve is the PV output power using the original P&O algorithm, and the blue one is the 

result of using the modified P&O algorithm presented in this thesis. It is apparent in the enlarged 

images in Figure 3.6 that the tracking deviation in the introduced algorithm is minimal. 
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        Figure 3.6: Comparison of tracking performances of proposed P&O and Original P&O under varying irradiance 

levels, when some parts of the graph are magnified in (a) and (b). 

 

Another simulation is done to emphasize the performance of the introduced algorithm. Figure 3.6 

depicts a contrast of power tracking by PV panel equipped with the InC MPPT and modified P&O 

algorithm. It is found that the modified P&O algorithm is more oscillation free than the InC MPPT. 

 
        Figure 3.7: Comparison of tracking performances of proposed P&O and InC algorithm under varying irradiance 

levels, when some parts of the graph are magnified in (a) and (b). 
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The MPPT algorithm's average efficiency is measured using the MPPT efficiency formula  

,

max

( )

( )
=




out

MPPT avg

P t dt

P t dt
                                                          (23) 

The power-voltage plot for 10 Trina modules per series of strings is illustrated in the following 

figure. 

 
        Figure 3.8: Power-voltage plot for 10 Trina modules per series strings. 

 

It is shown in Figure 3.8 that the maximum power production for 0.8 2/kW m is 8000 W , and the 

maximum power production for 0.5 2/kW m is 5000 W . Now by adding the maximum power that 

can be produced per sample time (2𝜇𝑠) for determined illustration profiles in Figure 3.5, we can 

obtain the integration of maximum power (denominator of (23)) for the whole simulation time (2 

sec). The numerator of the efficiency equation (23) will be calculated by adding the power 

generated by whole modules per sample time. We can easily estimate the efficiency of the MPPT 

algorithm by dividing two calculated amounts. 

As a result, the tracking efficiencies for each MPPT are determined. After the simulation 

investigation, the following results are obtained. 
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TABLE 3.4 

Irradiance Sudden Level Change Test Results 

Type of 

MPPT 

Evaluated parameters 

Nature of tracking 

waveforms 

Tracking 

efficiency (%) 

Modified 

P&O 

Less oscillatory and 

stable 

95.27 

P&O Oscillatory 93.52 

InC Oscillatory 93.67 

 

2) Dynamic MPPT efficiency test 

The series of triangular irradiance waveforms are the best choice to determine the dynamic MPPT 

efficiency. In this section, two different ranges of irradiance change, i.e., slow and fast, cover the 

dynamic MPPT efficiency of the modified P&O algorithm. The slow insolation change is 20 

2/W m from 700 2/W m to 720 2/W m , and the fast insolation change is 50 2/W m from 700 2/W m

to 750 2/W m . 

Figure 3.9 and Figure 3.10 show the tracking performance of both the conventional and modified 

P&O. Certain waveform parts are enlarged for clarity. The tracking by the modified P&O is almost 

perfect at the very slow change of insolation (20 2/W m ), as shown in the magnified axes. This is 

due to the fact that the gradual ramp resembles a steady state scenario in which the variable 

perturbation sizing is turned on.  

The typical P&O, on the other hand, exhibits significant oscillation due to the huge and fixed 

perturbation size. 
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However, because it can cope with the (slow) shift in irradiance, there is no evident loss of tracking 

direction. Similar results were obtained by the fast irradiance change. 

 
        Figure 3.9: Comparison of tracking performances of proposed P&O and original P&O under slow irradiance 

change. 

 

 

Based on mentioned dynamic irradiance change tests, the proposed method achieved an average 

MPPT of almost 0.5 percent higher than the conventional P&O in both slow and fast change of 

irradiance. On the other hand, the tracking performance of the improved P&O is highly constant. 

 The following table depicts the impacts of the oscillation and the loss of tracking capabilities. The 

average MPPT for the conventional P&O and the modified P&O in the slow ramp zone (20 

𝑊/𝑚2/𝑠) is 96.19 percent and 96.68 percent, respectively. 

When the insolation changes quickly (50 𝑊/𝑚2/𝑠), the conventional P&O and the modified 

P&O efficiencies are 96.23 percent and 96.72 percent, respectively. Although the improvement is 

very marginal, it will have very high impact when considering a large solar park. 

 

 



72 
 

TABLE 3.5 

Irradiance Dynamic Level Change Test Results 

Type of MPPT 

Evaluated parameters 

Slow irradiances change 

tracking efficiency 

Fast irradiances change 

tracking efficiency (%) 

Modified P&O 96.68 96.72 

P&O 96.19 96.23 

 

 
        Figure 3.10: Comparison of tracking performances of proposed P&O and original P&O under fast irradiance 

change. 

  

3.4.2 Case 2: Modified P&O algorithm with optimized duty cycle 

In this case, the rate of approaching the MPP is optimized by multiplying the duty cycle by a 

coefficient that is directly proportional to the PV module's voltage and inversely proportional to its 

current when approaching the MPP to the right, and it is directly proportional to the current and 

inversely proportional to the voltage when approaching the MPP to the left. It aids the algorithm 

in tracking the MPP more precisely since the algorithm's step size decreases as it gets closer to the 

MPP. The suggested extended MPPT technique is tested in simulations and experiments to ensure 
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that it can deliver a satisfactory dynamic response and steady-state performance for a PV power 

generation system. Based on simulation results, the proposed approach obtained an average   of 

almost 3.14 percent greater than the conventional P&O. 

Another simulation is done to emphasize the performance of the introduced algorithm with an 

optimized duty cycle. Figure 3.12 depicts a contrast of power tracking by PV panel equipped with 

the InC MPPT and modified P&O algorithm. It is found that the modified P&O algorithm is more 

oscillation free than the InC MPPT. The suggested approach obtained an average   of almost 3.13 

percent greater than the InC algorithm. 

 

            Figure 3.11: Comparison of tracking performances of proposed optimized duty cycle P&O and original P&O 

under varying irradiance levels, when some parts of the graph are magnified in (a) when the solar panel output 

power is 7600 W  and (b) when the output power is 7000 W. 
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            Figure 3.12: Comparison of tracking performances of proposed optimized duty cycle P&O and original InC 

under varying irradiance levels, when some parts of the graph are magnified in (a) and (b). 

As a result, the tracking efficiencies for each MPPT are determined. After the simulation 

investigation, the following results are obtained. 

TABLE 3.6 

Optimized Duty Cycle P&O Test Results 

Type of MPPT 

Evaluated parameters 

Nature of tracking waveforms Tracking efficiency (%) 

Modified P&O Less oscillatory and stable 98.21 

P&O Oscillatory 95.07 

InC Oscillatory 95.08 
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3.4.3 Case 3: PSC test for modified P&O algorithm with optimized duty cycle 

1) Moderate partial shading pattern 

In order to test the performance of the suggested MPPT controller under non-uniform irradiance 

levels, three parallel strings with five modules per series strings were applied. Five PV modules 

that are not shaded receive 700 𝑊/𝑚2 uniform irradiance, five partially shaded modules receive 

300 𝑊/𝑚2, and the five remaining modules receive 100 𝑊/𝑚2. 

Based on simulation results, the proposed approach obtained an average   of almost 3.11 percent 

greater than the conventional P&O and InC algorithms. The following figures show the tracking 

time for the proposed optimized algorithm is about 0.03 sec.  

 
Figure 3.13: Comparison of tracking performances of proposed optimized duty cycle P&O and original P&O under 

partial shading condition. 

 
Figure 3.14: Comparison of tracking performances of proposed optimized duty cycle P&O and original InC under 

partial shading condition. 
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TABLE 3.7 

Moderate PSCs Test Results 

Type of MPPT 

Evaluated parameters 

Nature of tracking waveforms 

Tracking efficiency 

(%) 

Modified P&O Less oscillatory and stable 98.22 

P&O Oscillatory 95.11 

InC Oscillatory 95.11 

 

2) Strong partial shading pattern 

In this case, five connected panels received uniform radiation conditions (750 𝑊/𝑚2radiation), 

while five received 150 𝑊/𝑚2 and five received 100 𝑊/𝑚2. Based on simulation results, the 

suggested approach obtained an average MPPT  of almost 9.06 percent greater than the conventional 

P&O. 

Another simulation is done to emphasize the performance of the introduced algorithm with an 

optimized duty cycle. It is found that the modified P&O algorithm is more oscillation free than the 

InC MPPT. Also, the suggested approach obtained an average MPPT  of almost 8.98 percent greater 

than the InC algorithm. 
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TABLE 3.8 

Strong PSCs Test Results 

Type of MPPT 

Evaluated parameters 

Nature of tracking waveforms Tracking efficiency (%) 

Modified P&O Less oscillatory and stable 91.85 

P&O Oscillatory 82.79 

InC Oscillatory 82.87 

 

As a comparison to the other modified P&O algorithms, the best efficiency among the partial 

shading patterns in [34] is 2 percent greater than the conventional P&O algorithm. 

3.4.4 Case 4: Drift analysis for one step change in insulation 

Tests of the proposed MPPT algorithm have been conducted for an insolation level step shift from 

300 to 700 𝑊/𝑚2in 0.1 s. This rapid change in insulation can be considered a drift issue and is 

popular on cloudy days. The proposed algorithm can recognize if the power increase is due to 

perturbation or an increase in insulation. The results of the drift test are shown in Table 3.9. 

TABLE 3.9 

Drift Test Results 

Type of MPPT 

Evaluated parameters 

Nature of tracking waveforms Tracking efficiency (%) 

Modified P&O Less oscillatory and stable 93.83 

P&O Oscillatory 85.43 

InC Oscillatory 85.50 
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3.4.5 Case 5: Modified P&O algorithm efficiency test according to EN 50530 

standard 

The EN 50530 MPPT efficiency test is used to evaluate the proposed algorithm in dynamic weather 

conditions. The solar insolation is supplied in a trapezoidal waveform with various ramp 

inclinations for the EN 50530 efficiency test. 

The irradiance variation ramps from x% to y% of standard test conditions (STC) irradiance 

indicates in the following figure. Step times t_0 to t_4 are defined in Table 8. 
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Figure 3.15: Dynamic change in insulation level for EN 50530 standard MPPT efficiency test. 

The average dynamic MPPT efficiency is calculated based on (23). A summary of the dynamic 

MPPT efficiency test findings for the two types of sequence ramps, 10% – 50%, and 30% – 100%, 

can be seen in Table 3.10. 

TABLE 3.10 

Dynamic MPPT Test Results Based on EN 50530 

 

Type of 

ramps 

Step times (s) Tracking efficiency (%) 

𝒕𝟏 𝒕𝟐 𝒕𝟑 𝒕𝟒 
Modified 

P&O 
P&O InC 

10%-

50% 

0.1 0.4 0.1 0.4 77.67 52.97 52.97 

0.2 0.3 0.2 0.3 81.06 52.32 52.32 

30%-

100% 

0.1 0.4 0.1 0.4 95.29 89.21 89.44 

 0.2 0.3 0.2 0.3 96.23 89.57 89.74 
 

 

Type of 
ramps 

Step times (s) Tracking efficiency (%) 

𝑡1 𝑡2 𝑡3 𝑡4 
Modified 
P&O 

P&O InC 

10%-
50% 

0.1 0.4 0.1 0.4 77.67 52.97 52.97 

0.2 0.3 0.2 0.3 81.06 52.32 52.32 

30%-
100% 

0.1 0.4 0.1 0.4 95.29 89.21 89.44 

 0.2 0.3 0.2 0.3 96.23 89.57 89.74 
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3.5 Conclusion  

In this research, the PV power output tracking efficiency has been studied using Matlab/Simulink. 

The strategy aims to reduce steady-state oscillation while minimizing the loss due to the losing 

direction. A modified P&O algorithm was presented to eliminate the oscillation of PV power 

around the peak point. The algorithm's ability to properly identify oscillation and add a boundary 

condition that prevents it from diverging wildly away from the MPP is critical to its effectiveness. 

Besides, the optimized duty cycle helps the algorithm to follow the MPPT by adjustable step sizes. 

By implementing the introduced technique, the average improves by nearly 3.1 percent greater 

than the conventional P&O and InC algorithm during sudden irradiance changes. Moreover, the 

modified P&O performs better than the conventional P&O algorithm in dynamic irradiance 

changes by enhancing the efficiency by 0.5 percent under the slow and fast irradiance changes. In 

addition, under strong PSC and drift avoidance tests, the proposed technique produced an average   

of nearly 9 percent and 8 percent greater than the conventional algorithms. By considering the 

results, it is confirmed that the modified P&O algorithm could track the irradiance profile with a 

minor deviation from MPPs under various environmental changes. Therefore, more power loss is 

prevented, and the tracking accuracy is increased. 

Because the updated version keeps the same algorithm structure as the original, the former is 

simple to implement. In the future, we aim to improve the algorithm for fast convergence at the 

operating point. 
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Abstract  

In this study, we present a Direct Model Reference Adaptive Control (DMRAC) algorithm in a 

boost converter used in islanded micro-grids (MG) with a solar photovoltaic (PV) system. Islanded 

types of microgrids have very sensitive voltage and frequency variability; therefore, a robust and 

adaptive controller is always desired to control such variations within the MG. A DC–DC boost 

converter with a modified MIT rule controller is proposed in this paper, which stabilizes output 

voltage variations in islanded MG. Since the boost converter is a non-minimum phase, the 

controller design that relies only on output voltage feedback becomes challenging. Even though 

output voltage control can be achieved using inductor current control, such current mode 

controllers may also require prior knowledge of the load resistance and more states, such as output 

and inductor currents in feedback. Here, two control loops are used to achieve a stable output 

voltage; a PID controller can regulate the output voltage at a fixed level, and the outer loop is 

designed to implement the MIT rule for a DMRAC. To ensure that the actual system is following 

the desired reference model, using only an output voltage feedback sensor, a DMRAC is devised 

to update the PID controller parameters in real-time. Compared to a DC–DC boost converter 

connected to the MG, a controller, such as the one introduced in this chapter, has better 

performance as compared to well-tuned PID controllers. In case of load changing by ~50% of its 

original value, the worst-case settling time and maximum overshoot is less than ~0.1 s and 0.5 V, 

respectively. The MATLAB/SIMULINK is used to design and simulate the controller with 

different load disturbances and input voltage variances. The hardware validation is also carried out 

to show the performance of the proposed controller. Our results suggest that the DMRAC provides 

robust regulation against parameter variations. 

Keywords— boost converters; adaptive control; DC–DC converter; power electronics  
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4.1 Introduction 

MG are small-scale energy grids supplying energy to loads at the distribution level. Besides the 

traditional AC power grids, DC microgrids are emerging as efficient alternatives. In general, the 

small grids have control capabilities and can be categorized into grid-connected and islanded or 

isolated grids [1]. Grid-connected MGs are governed by the main power network, and their voltage 

and frequency are defined by it. However, for the islanded MG, due to the low system inertia and 

fast changes in the output power of wind and solar power sources, the frequency and voltage can 

experience large excursions and thus easily deviate from nominal operating conditions. Multi nano 

grids can also be connected to power a local network. There are few works [2,3] considering power 

sharing among multiple nano grids by using power management system. 

When we have a DC MG, the DC–DC converters are the most significant part of the system. Many 

DC–DC converter topologies [4,5], such as the boost topology, the buck topology, buck-boost 

converters, and single-ended primary inductor converter (SEPIC) topology [5], have been 

discussed in the literature. DC–DC boost converters are the simplest converters for effective 

reproduction of output amplification for a given input voltage. Many applications have been 

undertaken by it, including those related to the automotive industry, power amplifications, adaptive 

control applications, battery power systems, robotics, wind power, and PV systems (e.g., DC MG) 

[6]. 

Many studies compare different types of converters’ performances. In [7], research has been 

conducted over step-up DC–DC converters in various configurations. In [8], the authors analyzed 

boost and SEPIC converters, considering output voltage ripple, total harmonic distortion, power 

factor for both converters, and boost converters produced better results. Besides mentioned 

features, boost converters are easier to use. So, the boost-type converter is frequently used because 

of its superior performance. As illustrated in Figure 4.1, the main elements of a boost converter are 
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the inductor, diode, capacitor, and switch. In this research, we use MOSFET as a switch that can 

consistently turn ON and OFF based on the generated duty cycle. 

+
_ SinV CR

L

 

Figure. 4.1. Boost converter. 

Because these converters display poor voltage regulation and inadequate dynamic response when 

run in an open loop, they are often equipped with closed-loop control for output voltage regulation 

[9]. Due to the nonlinear dynamics of boost converters and non-minimum phase (NMP) behavior, 

controller design for boost converters is more complex and challenging than for buck converters. 

Many control techniques have been presented to regulate the switch ON/OFF (duty cycle) to 

achieve the required output voltage. The most common controllers are linear PID controllers. The 

PID control design is based on linear control theory, such as the Ziegler–Nichol’s method [10], the 

root locus approach [11], the circle-based criterion [12], the hysteresis method [13], and the bode 

plot [15]. These control methods perform well around the linearized model’s operating points. The 

small-signal model of a boost converter, on the other hand, changes when the operating point 

changes. It is important to mention here that the duty cycle determines the poles and a right-half-

plane zero and the amplitude of the frequency response. As a result, PID controllers have a hard 

time respecting changes in operating points, and they function poorly when the system is subjected 

to substantial load fluctuations. 

Despite the necessity of changes in input, the Ziegler–Nichol’s technique for PID tuning is an 

experimental one that is extensively utilized. One downside of this technique is that it necessitates 
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a prior understanding of plant models. A decent but not optimal system response is achieved when 

the controller is adjusted using the Ziegler–Nichol’s technique. If the dynamics of the plant change, 

the transient reaction might be considerably worse. It should be noted that many plants have time-

varying dynamics due to external/environmental factors, such as temperature and pressure. The 

controller must respond to changes in the dynamics of the plant features to provide a robust system. 

Nonlinear control techniques [14–17], such as fuzzy logic and sliding mode control, have recently 

offered good static and dynamic responsiveness. The disadvantage of the fuzzy logic technique is 

that all available data are needed, and the algorithm has to be trained before use. The sliding mode 

controller is suffering from a chattering issue. 

This chapter considers a microgrid that is isolated and is displayed in Figure 4.2. DC–DC 

converters are used to connect a PV system and batteries to a DC bus, with the converter output 

controlled by a controller. The proposed DMRAC controller essentially contains two loops of 

voltage control rather than some previous works that just contained the adaptive loop [18,19]. The 

inner loop of the controller regulates the output voltage at a fixed level, which is vital for correct 

power injection to the MG. The outer loop implements the MIT rule for a model reference adaptive 

control. In other word, a specially developed controller that corrects for NMP dynamics is 

employed in this study by utilizing both PID control and reference model adaptive control. 

Additionally, the PID controller parameters are updated in real-time to ensure that the actual system 

is following the desired reference model even if there are uncertainties in system model parameters 

and load. In this way, the output voltage behavior is similar to the model, and the characteristics 

of the output, such as settling time, overshoot, and rising time, are manageable. Moreover, the 

controller does not require any current sensor feedback. All the symbols used in this work are listed 

in Table 4.1. The significant contributions of the proposed work are summarized as follows: 
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• An adaptive controller is designed to regulate the output voltage of the DC–DC converters 

in an isolated MG system. 

• This chapter proposes a DMRAC that can adjust the parameters of the PID controller in 

real-time to ensure that the actual system is following the desired reference model.  

• The PID controller regulates the output voltage at a fixed level, essential for correct power 

injection when the DC–DC boost converter is connected to the MG. The outer loop 

implements the MIT rule for a model reference adaptive control. Besides, no training or 

database is needed in this method. 

• The proposed controller does not require using any current sensor, and the control scheme 

is only obtained using the voltage feedback of the boost converter. So, the proposed design 

is cost-effective. 
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Figure. 4.2. Isolated MG diagram. 

Table 4.1  

Nomenclature 

Symbol Meaning 

𝑣𝑖𝑛 Input voltage 

𝑣𝑐 Capacitor voltage 

𝑖𝑙 Inductor current 

𝑑 Duty cycle 

𝑦𝑚 The output of the reference model 

𝑦 Plant output 

𝑢𝑐 Plant input 

𝐺(𝑠) Second-order transfer function 

𝐾 Known parameter 

𝐾𝑜 Unknown parameter 

𝛾 Adaptation gain 
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4.2 DC–DC Converter Dynamic Modelling 

4.2.1 Ideal dynamic model 

The controller’s performance depends upon the accurate modeling of the DC–DC converter. A 

well-established average modeling technique [17] is used to design the controller. The boost 

converter consists of a DC input voltage source, an inductor L, a controlled switch S, a diode, a 

filter capacitor C, and a load resistance R. The current in the inductor grows linearly when the 

switch is turned on, but the diode remains off. When the switch is turned off, the energy stored in 

the inductor is released to the load. As the converter’s name implies, the output voltage is always 

greater than the input voltage. The DC–DC boost converters operate in three different modes: 

Continuous Conduction Mode (CCM), Discontinuous Conduction Mode (DCM), and Critical 

Conduction Mode (CrCM). The CCM operating mode-based DC–DC converter is considered in 

this research. 

T is the switching period, and the switch is closed for time 𝐷𝑇 and open for (1 − 𝐷)𝑇, where 𝐷 is 

the steady-state duty cycle. When the switch is on, there are two loops, one for inductor current 

and the other for the capacitor current. Using the KVL for the mentioned loops, the following 

equations can be obtained. 

Defining the state vector as 𝑥 =  [𝑖𝑙  𝑣𝑐]
𝑇  and the output voltage 𝑣𝑜  =  𝑣𝑐 , the state space form 

during the “ON” mode can be written as follows: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

]  =  [
0 0

0 −
1

𝑅𝐶

] [
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛  (1) 

𝑣𝑜  =  [0 1] [
𝑖𝑙
𝑣𝑐

] (2) 

During the “OFF” mode state, the energy stored in the inductor is released to the output 𝑅𝐶 circuit 

through the diode. 
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We can derive the following state equations for the OFF mode by using KVL and KCL equations 

for the boost converter circuit in Figure 4.1, when the switch is off: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

]  =  [
0 −

1

𝐿
1

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (3) 

𝑣𝑜  =  [0 1] [
𝑖𝑙
𝑣𝑐

] 𝑖𝑙 −
𝑉𝑐

𝑅
− 𝐶

𝑑𝑣𝑐

𝑑𝑡
 =  0 (4) 

A state-space averaging approach is utilized to obtain a converter model across one switching 

period. In other words, the state-space descriptions of the two modes must be replaced with a single 

state-space description that approximates the behavior of the circuit across the whole time T. By 

using the state-space averaging technique, the averaged modified model is given by: 

𝐴 =  𝐴1𝑑 + 𝐴2(1 − 𝑑) (5) 

𝐵 =  𝐵1𝑑 + 𝐵2(1 − 𝑑) (6) 

where 𝐴1, 𝐴2, 𝐵1 and 𝐵2 are given below, and 𝑑 is changes in the duty cycle: 

𝐴1  =  [
0 0

0 −
1

𝑅𝐶

],  𝐴2 = [
0 −

1

𝐿
1

𝐶
−

1

𝑅𝐶

]  

𝐵1 = [
1

𝐿

0
], 𝐵2 = [

1

𝐿

0
]  

Using (5) and (6), we obtain the following: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] = [
0 −

(1 − 𝑑)

𝐿
1 − 𝑑

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (7) 

𝑣𝑜 = [0 1] [
𝑖𝑙
𝑣𝑐

]  

The boost converter’s steady-state model may be calculated from Equation (7) by letting: 
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[

𝑑𝑖𝑙

𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] = 0   and   𝑑 = 𝐷  

In this case, Equation (7) becomes: 

[
0
0
] = [

0 −
(1 − 𝐷)

𝐿
1 − 𝐷

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (8) 

𝑣𝑜 = [0 1] [
𝑖𝑙
𝑣𝑐

]  

The steady-state relationship between 𝑣𝑜 and 𝑣𝑖𝑛 may be expressed as using (8): 

𝑉𝑜

𝑉𝑖𝑛
=

1

1 − 𝐷
 (9) 

To obtain the boost converter’s transfer function, the model given by (8) must first be linearized 

around a particular operating point. To this end, we assume that the inductor’s current 𝐼𝑙, capacitor 

voltage 𝑉𝑐, duty cycle 𝐷, and input voltage 𝑉𝑖𝑛 determine the steady-state operating point. Now, by 

considering small perturbations of the operating point, the variables associated with the average 

model can be written as: 

                                            .  𝑖𝑙 = 𝐼𝑙 + 𝑖𝑙̃  

                                                   𝑣𝑐 = 𝑉𝑐 + 𝑣𝑐̃  

                                             𝑣𝑖𝑛 = 𝑉𝑖𝑛 + 𝑣𝑖𝑛̃   

        𝑑 = 𝐷 + 𝑑̃                                                                                  (10)  

where the 𝑖𝑙̃, 𝑣𝑐̃ and 𝑣𝑖𝑛̃ are the small perturbations of the inductor current, capacitor voltage, and 

input voltage, respectively. Therefore, (7) becomes: 

It is worth noting that the steady-state portion of (11) is given by: 

𝑑

𝑑𝑡
[
𝐼𝑙 + 𝑖𝑙̃
𝑉𝑐 + 𝑣𝑐̃

] = [
0 −

(1−𝐷)

𝐿
1−𝐷

𝐶
−

1

𝑅𝐶

] [
𝐼𝑙
𝑉𝑐

] + [
0 −

(1−𝐷)

𝐿
1−𝐷

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙̃
𝑣𝑐̃

] + [
0

𝑑̃

𝐿

−
𝑑̃

𝐶
0
] [

𝐼𝑙
𝑉𝑐

] + [
1

𝐿

0
] [𝑉𝑖𝑛 + 𝑣𝑖𝑛̃]  (11) 
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[
0 −

(1−𝐷)

𝐿
1−𝐷

𝐶
−

1

𝑅𝐶

] [
𝐼𝑙
𝑉𝑐

] + [
1

𝐿

0
] [𝑉𝑖𝑛] = 0   

and: 

[
 
 
 0

𝑑̃

𝐿

−
𝑑̃

𝐶
0]
 
 
 

[
𝐼𝑙
𝑉𝑐

] = [

𝑉𝑐

𝐿

−
𝐼𝑙
𝐶

] [𝑑̃] (12) 

Hence, (11) is reduced to: 

𝑑

𝑑𝑡
[
𝑖𝑙̃
𝑣𝑐̃

] = [
0 −

(1 − 𝐷)

𝐿
1 − 𝐷

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙̃
𝑣𝑐̃

] + [

1

𝐿

𝑉𝑐

𝐿

0 −
𝐼𝑙
𝐶

] [
𝑣𝑖𝑛̃

𝑑̃
] (13) 

Finally, the output voltage perturbation may be expressed directly as: 

𝑣𝑜̃ = [0 1] [
𝑖𝑙̃
𝑣𝑐̃

] (14) 

The state-space model of (13) and (14) are given by: 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢  

𝑦 = 𝐶𝑥  

𝐴 = [
0 −

(1 − 𝐷)

𝐿
1 − 𝐷

𝐶
−

1

𝑅𝐶

]  

𝐵 = [

1

𝐿

𝑉𝑐

𝐿

0 −
𝐼𝑙
𝐶

]  

𝐶 = [0 1]  

In this research, we design a controller to generate duty cycle correction 𝑑̃ in such a way that the 

output voltage remains constant. In this regard, we consider the transfer function given in (15) 
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using the state transition matrix, which may be expressed as follows in terms of the converter’s 

parameters: 

𝑣𝑜̃(𝑠)

𝑑̃(𝑠)
=

(1 − 𝐷)𝑉𝑜 − (𝐿𝐼𝑙)𝑠

(𝐿𝐶)𝑠2 +
𝐿

𝑅
𝑠 + (1 − 𝐷)2

 (15) 

4.2.2 Parasitic realization in boost converter dynamic model 

The goal of analyzing ideal/lossless components and leaving parasitic elements out, as we have 

before, is to simplify model development and to determine the fundamental features of the 

switching system. Nevertheless, parasitic elements and losses need to be considered for improving 

model accuracy, analyzing system efficiency, and studying dynamic behavior. As a result of 

including the parasitic elements, nonlinear current and voltage waveforms are generated, and this 

complicates the process of developing a model. The schematic in Figure 4.3 shows a simplified 

equivalent circuit for the DC–DC boost converter with parasitic elements. A capacitance 𝐶 and 

inductor 𝐿  can be considered as an output filter. An analysis of capacitor equivalent series 

resistance (ESR), 𝑅𝐶, and inductor DC resistance, 𝑅𝐿, is performed. 

Per switching cycle, the boost converter has two modes in CCM. Again, the switch is closed for 

time 𝐷𝑇 and open for (1 − 𝐷)𝑇, where 𝐷 is the steady-state duty cycle. Defining the state vector 

as 𝑥 = [𝑖𝑙 𝑣𝑐]
𝑇 and the output voltage 𝑣𝑜 = 𝑣𝑐, and writing the KVL and KCL for loops in Figure 

4.3, we can obtain the state space (ss) form for “ON” and “OFF” modes of the converter. During 

the “ON” mode state, the ss form will be: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] =

[
 
 
 −

𝑅𝐿

𝐿
0

0 −
1

(𝑅𝐶 + 𝑅)𝐶]
 
 
 
[
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (16) 

𝑣𝑜 = [0 
𝑅

𝑅 + 𝑅𝐶
] [

𝑖𝑙
𝑣𝑐

]  
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During the “OFF” mode state, ss form is: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] =

[
 
 
 (−

𝑅𝐿

𝐿
) −

𝑅𝑅𝐶

𝐿(𝑅 + 𝑅𝐶)
−

𝑅

𝐿(𝑅 + 𝑅𝐶)
𝑅

(𝑅𝐶 + 𝑅)𝐶
−

1

(𝑅𝐶 + 𝑅)𝐶]
 
 
 

[
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (17) 

𝑣𝑜 = [
𝑅𝑅𝐶

(𝑅 + 𝑅𝐶)
 

1

𝑅 + 𝑅𝐶
]  [

𝑖𝑙
𝑣𝑐

]  

Using (5) and (6), we obtain the following: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] =

[
 
 
 
 (−

𝑅𝐿

𝐿
) −

(1 − 𝑑)2𝑅𝑅𝐶

𝐿(𝑅 + 𝑅𝐶)
−

(1 − 𝑑)𝑅

𝐿(𝑅 + 𝑅𝐶)
𝑅

(𝑅𝐶 + 𝑅)𝐶
−

1

(𝑅𝐶 + 𝑅)𝐶]
 
 
 
 

[
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (18) 

𝑣𝑜 = [
(1 − 𝑑)𝑅𝑅𝐶

(𝑅 + 𝑅𝐶)
 

1

𝑅 + 𝑅𝐶
] [

𝑖𝑙
𝑣𝑐

]  

Now, applying perturbation, this will result in the small signal model as: 

𝑑

𝑑𝑡
[
𝑖𝑙̃
𝑣𝑐̃

] =

[
 
 
 
 (−

𝑅𝐿

𝐿
) −

(1 − 𝑑)2𝑅𝑅𝐶

𝐿(𝑅 + 𝑅𝐶)
−

(1 − 𝐷)𝑅

𝐿(𝑅 + 𝑅𝐶)
(1 − 𝐷)𝑅

(𝑅𝐶 + 𝑅)𝐶
−

1

(𝑅𝐶 + 𝑅)𝐶]
 
 
 
 

[
𝑖𝑙̃
𝑣𝑐̃

] +

[
 
 
 
1

𝐿

𝑣𝑜

𝐿
+

(1 − 𝐷𝑅𝑅𝐶𝐼𝐿)

𝐿(𝑅 + 𝑅𝐶)

0 −
𝑅𝐼𝐿

𝐶(𝑅 + 𝑅𝐶) ]
 
 
 

[
𝑣𝑖𝑛̃

𝑑̃
] (19) 

𝑣𝑜 = [
(1 − 𝐷)𝑅𝑅𝐶

(𝑅 + 𝑅𝐶)
 

𝐶

𝑅 + 𝑅𝐶
] [

𝑖𝑙̃
𝑣𝑐̃

] + [0 −
𝑅𝑅𝐶𝐼𝐿
𝑅 + 𝑅𝐶

] [
𝑣𝑖𝑛̃

𝑑̃
]   

𝑣𝑜̃(𝑠)

𝑑̃(𝑠)
=

𝑠[(
(1−𝐷)𝑅𝑅𝐶
(𝑅+𝑅𝐶)

)(
𝑣𝑜
𝐿

+
(1−𝐷)𝑅𝑅𝐶𝐼𝐿)

𝐿(𝑅+𝑅𝐶)
)−

𝑅2𝐼𝐿

𝐶(𝑅+𝑅𝐶)
2]+(

𝑣𝑜
𝐿

+
(1−𝐷)𝑅𝑅𝐶𝐼𝐿)

𝐿(𝑅+𝑅𝐶)
)[(

(1−𝐷)𝑅𝑅𝐶

𝐶(𝑅+𝑅𝐶)
2)+(

𝑅2(1−𝐷)

𝐶(𝑅+𝑅𝐶)
2)]−

𝑅2𝐼𝐿

𝐶(𝑅+𝑅𝐶)
2(

𝑅𝐿
𝐿

+(
(1−𝐷)2𝑅𝑅𝐶
𝐿(𝑅+𝑅𝐶)

))+
(1−𝐷)2𝑅3𝑅𝐶𝐼𝐿)

𝐿𝐶(𝑅+𝑅𝐶)
3

𝑠2+𝑠[(
𝑅𝐿
𝐿

)+
(1−𝑑)2𝑅𝑅𝐶
𝐿(𝑅+𝑅𝐶)

+
1

(𝑅𝐶+𝑅)𝐶
]+[

𝑅𝐿
𝐿

+(
(1−𝐷)2𝑅𝑅𝐶
𝐿(𝑅+𝑅𝐶)

)][
1

(𝑅𝐶+𝑅)𝐶
]+

(1−𝐷)2𝑅2

𝐶𝐿(𝑅+𝑅𝐶)
2

  

(20) 
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Figure 4.3. Boost converter considering parasitic components. 

 

4.3 Controller Design and Simulation  

4.3.1 Model reference adaptive controller 

Adaptive control is a popular control strategy for developing sophisticated control systems with 

higher performance and accuracy [20]. The DMRAC is a direct adaptive method with adjustable 

controller settings and an adjusting mechanism. Adaptive controllers are far more successful at 

dealing with unknown parameter fluctuations and environmental changes than the well-known and 

easily structured fixed gain PID controllers. The outer loop, or regular feedback loop, and the inner 

loop, or parameter adjustment loop, make up an adaptive controller. This work designs the adaptive 

controller with a DMRAC scheme using the MIT rule to control a DC–DC boost converter. 

The MRAC is designed using an adaptive control approach that adjusts the controller settings such 

that the output of the real plant follows the output of a reference model with the same reference 

input. 

The reference model is used to simulate the adaptive control system’s ideal response to the 

reference input. A controller is generally characterized by various parameters that may be changed. 

Only one parameter is utilized to define the control law in this article. The amount of adaption gain 

mostly determines the value. The adjustment mechanism component is used to change the 

controller’s settings so that the real plant can follow the reference model. The adjusting mechanism 

can be developed using mathematical techniques, such as the MIT rule, Lyapunov theory, and the 
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theory of augmented error. However, our work focuses on the MIT rule to guarantee the stability 

of the control system as well as conversance of tracking error to zero. 

Figure 4.4 depicts the DMRAC system’s fundamental block diagram. As indicated in the diagram, 

𝑦𝑚 represents the output of the reference model, whereas y is the output of the real plant, with 𝜀 

denoting the difference between them. 

Controller

Reference Model
Adjustment 
Mechanism

PlantReference Input

u

my

y

 

Figure 4.4. Direct MRAC system. 

 

𝜀(𝑡) = 𝑦(𝑡) − 𝑦𝑚(𝑡) (21) 

The MIT rule was initially created in 1960 by Massachusetts Institute of Technology (MIT) 

academics and was used to construct aviation autopilot systems. For every system, the MIT rule 

may be used to build a controller with the DMRAC scheme. 

A cost function is defined as follows in this rule: 

𝐽(𝜃) = 𝜀2/2 (22) 

where 𝜀 is the difference between the plant’s outputs and the model’s outputs, and 𝜃 is the variable 

parameter. 

The parameter is changed in such a way that the cost function may be reduced to zero. As a result, 

the change in the 𝜃 parameter is maintained in the direction of 𝐽’s negative gradient, i.e.: 
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𝑑𝜃

𝑑𝑡
= −𝛾

𝜕𝐽

𝜕𝜃
 (23) 

From (22): 

𝑑𝜃

𝑑𝑡
= −𝛾𝑒

𝜕𝜀

𝜕𝜃
 (24) 

The partial derivative phrase 
𝜕𝜀

𝜕𝜃
 is referred to as the system’s sensitivity derivative. This phrase 

describes how the error changes as a function of the parameter 𝜃. Equation (23) shows how the 

parameter changes over time, allowing the cost function 𝐽(𝜃) to be lowered to zero. Here 𝛾 is a 

positive number that represents the controller’s adaptation gain. 

Assume the process is linear, with the transfer function 𝐾𝐺(𝑠), where 𝐾 is an unknown parameter 

and 𝐺(𝑠) is a known second-order transfer function. Our objective is to create a controller that will 

allow our process to monitor the reference model using the transfer function 𝐺𝑚(s) = 𝐾𝑜𝐺(𝑠), 

where 𝐾𝑜 is a known parameter. 

From (21): 

𝜀(𝑠) = 𝐾𝐺(𝑠)𝑈(𝑠) − 𝐾𝑜𝐺(𝑠)𝑈𝑐(𝑠) (25) 

Furthermore, (15) can be written as follows: 

𝑣𝑜̃(𝑠) = 𝑅
(1 − 𝐷)𝑉𝑜 − (𝐿𝐼𝑙)𝑠

(𝑅𝐿𝐶)𝑠2 + 𝐿𝑠 − 𝑅(1 − 𝐷)2
𝑑̃(𝑠) (26) 

where 𝑅  in (26) can be considered as 𝐾  in (25) and 𝑑̃(𝑠)  is the 𝑈(𝑠) . Moreover, 𝑅  can be 

considered a system uncertainty. 

Defining a PID control law, 𝜃 = 𝑘𝑝, 𝑘𝑖 , 𝑘𝑑. Therefore 𝑢(𝑡) is as follows: 

 𝑢(𝑡) = 𝑘𝑝𝑒(𝑡) + 𝑘𝑖 ∫𝑒(𝑡)𝑑𝑡 + 𝑘𝑑𝑒(𝑡)̇  (27) 

where: 𝑘𝑝 is the proportional gain; 𝑘𝑖 is the integral gain; 𝑘𝑑 is the derivative gain; 𝑦 is the plant 

output; and 𝑒(𝑡) = 𝑟(𝑡) − 𝑦(𝑡), with 𝑟(𝑡) as the input of the reference model. 
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The representation of the PID controller in Laplace domain is: 

𝑈(𝑠) = 𝑘𝑝𝐸(𝑠) +
1

𝑠
𝑘𝑖𝐸(𝑠) + 𝑠𝑘𝑑𝐸(𝑠) (28) 

Therefore, the Laplace domain of the system output will be as follows: 

𝑌(𝑠) = 𝐺(𝑠)𝑈(𝑠) = 𝐺(𝑠)[𝑘𝑝𝐸(𝑠) +
1

𝑠
𝑘𝑖𝐸(𝑠) + 𝑠𝑘𝑑𝐸(𝑠)]  (29) 

As 𝑒(𝑡) = 𝑟(𝑡) − 𝑦(𝑡), it is clear that: 

𝑌(𝑠) = 𝐺(𝑠)[𝑅(𝑠) − 𝑌(𝑠)][𝑘𝑝 +
1

𝑠
𝑘𝑖 + 𝑠𝑘𝑑]  (30) 

Then we can obtain: 

𝑌(𝑠)[1 + 𝐺(𝑠)[𝑘𝑝 +
1

𝑠
𝑘𝑖 + 𝑠𝑘𝑑]] = 𝐺(𝑠)𝑅(𝑠)[𝑘𝑝 +

1

𝑠
𝑘𝑖 + 𝑠𝑘𝑑] (31) 

𝑌(𝑠) =
𝐺(𝑠)𝑅(𝑠)[𝑘𝑝 +

1

𝑠
𝑘𝑖 + 𝑠𝑘𝑑]

[1 + 𝐺(𝑠)[𝑘𝑝 +
1

𝑠
𝑘𝑖 + 𝑠𝑘𝑑]]

 (32) 

Now the time domain of the system output can be written as: 

𝑦(𝑡) =
𝑔(𝑡)𝑟(𝑡)[𝑝𝑘𝑝 + 𝑘𝑖 + 𝑝2𝑘𝑑]

[1 + 𝑔(𝑡)[𝑝𝑘𝑝 + 𝑘𝑖 + 𝑝2𝑘𝑑]]
 (33) 

According to (21): 

ε(𝑡) =
𝑔(𝑡)𝑟(𝑡)[𝑝𝑘𝑝 + 𝑘𝑖 + 𝑝2𝑘𝑑]

[1 + 𝑔(𝑡)[𝑝𝑘𝑝 + 𝑘𝑖 + 𝑝2𝑘𝑑]]
−

𝜔𝑛
2

𝑝2 + 2𝜉𝜔𝑛𝑝 + 𝜔𝑛
2
𝑟(𝑡) (34) 

Derivative of (34) over PID parameters, is as follows: 

𝜕ε(𝑡)

𝜕𝑘𝑝

=
𝑔(𝑡)𝑒𝑝

[1 + 𝑔(𝑡)[𝑝𝑘𝑝 + 𝑘𝑖 + 𝑝2𝑘𝑑]]
  

𝜕ε(𝑡)

𝜕𝑘𝑖

=
𝑔(𝑡)𝑒

[1 + 𝑔(𝑡)[𝑝𝑘𝑝 + 𝑘𝑖 + 𝑝2𝑘𝑑]]
  

𝜕ε(𝑡)

𝜕𝑘𝑑
=

𝑔(𝑡)𝑒𝑝2

[1+𝑔(𝑡)[𝑝𝑘𝑝+𝑘𝑖+𝑝2𝑘𝑑]]
  (35) 
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For the sake of ensuring that the tracking error is perfect, we will assume the time behavior of this 

close loop process is equal to the time behavior of the close loop reference model, as follows: 

𝑔(𝑡)

[1 + 𝑔(𝑡)[𝑝𝑘𝑝 + 𝑘𝑖 + 𝑝2𝑘𝑑]]
=

𝜔𝑛
2

𝑝2 + 2𝜉𝜔𝑛𝑝 + 𝜔𝑛
2
 (36) 

Now the gradient method described in (24) is applied to find the expressions of the control 

parameters: 

𝑑𝑘𝑝

𝑑𝑡
= −𝛾𝑝𝜀(𝑡)

𝑝𝜔𝑛
2

𝑝2 + 2𝜉𝜔𝑛𝑝 + 𝜔𝑛
2
𝑒(𝑡)  

𝑑𝑘𝑖

𝑑𝑡
= −𝛾𝑖𝜀(𝑡)

𝜔𝑛
2

𝑝2 + 2𝜉𝜔𝑛𝑝 + 𝜔𝑛
2
𝑒(𝑡)  

𝑑𝑘𝑑

𝑑𝑡
= −𝛾𝑑𝜀(𝑡)

𝑝2𝜔𝑛
2

𝑝2 + 2𝜉𝜔𝑛𝑝 + 𝜔𝑛
2
𝑒(𝑡) (37) 

 

4.3.2 Stability and robustness analysis 

Lyapunov stability theory was introduced in [21]. Lyapunov proposed two methods of 

demonstrating stability in his original work of 1892. The first method developed the solution into 

a sequence, which then proved to be convergent within parameters. Another approach, known as 

the Lyapunov stability criterion or direct method, uses an analogy of the potential function of 

classical dynamics with the Lyapunov function V(x). For a system as 𝑥̇ = 𝑓(𝑥), if the Lyapunov 

function has three following conditions: 

𝑉(𝑥) = 0 if and only if 𝑥 = 0 

𝑉(𝑥) > 0 if and only if 𝑥 ≠ 0 

𝑉̇(𝑥) < 0 

The system is stable in the sense of Lyapunov. By considering (22) as the Lyapunov function, the 

mentioned equation can be rewritten as: 



102 
 

𝑉(𝜃) = 𝜀2/2 (38) 

where 𝜀 is the error equation in (21), the second term of the error equation is the output of the 

model reference, and the first term is the output of the DC–DC boost converter, which can be 

obtained from (15). 

Now the derivative of the Lyapunov equation is: 

𝑉̇(𝜃) = 𝜀𝜀̇ (39) 

By considering the derivative of error term in Equation (39), we reach the following equation: 

𝑉̇(𝜃) = (𝜀)
𝑑𝜀

𝑑𝜃

𝑑𝜃

𝑑𝑡
 (40) 

Therefore, by substituting Equations (35) and (37): 

𝑉̇(𝑘𝑝) = (𝜀)(𝑦𝑚𝑒𝑝)(−𝛾𝑝𝜀𝑦𝑚𝑒𝑝) = −𝛾𝑝𝜀2𝑦𝑚
2
𝑒2𝑝2  

𝑉̇(𝑘𝑖) = (𝜀)(𝑦𝑚𝑒)(−𝛾𝑖𝜀𝑦𝑚𝑒) = −𝛾𝑖𝜀
2𝑦𝑚

2
𝑒2  

𝑉̇(𝑘𝑑) = (𝜀)(𝑦𝑚𝑒𝑝2)(−𝛾𝑑𝜀𝑦𝑚𝑒𝑝2) = −𝛾𝑑𝜀2𝑦𝑚
2
𝑒2𝑝4 (41) 

From (41), it is easy to claim that the derivative of the Lyapunov equation is negative in (39), 

which is the third condition of Lyapunov stability. 

 

4.4 Simulation Results  

Simulink is an extension to MATLAB that allows you to create dynamic models in Windows. The 

benefit is that models are inserted as block diagrams once the target system’s matching 

mathematical equations are established. To simulate an electrical system, such as a DC–DC 

converter, one must enter equations for various blocks in the system and use icons in Simulink to 

create an analogous block diagram. Individual icon settings can be defined for the process. Finally, 

an equation solver and simulation duration are selected. A Simulink model can readily be 
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constructed, as shown in the flowchart in Figure 4.5, referring to the model reference adaptive 

controller block diagram in Figure 4.4. 

Adjustment 
Mechanism

DC-DC Converter

PID ControllerReference Model PWM Generator

r

cV

mY D

 

Figure. 4.5. The flowchart of the controller method. 

In this simulation, the inductor is 𝐿 = 1.3 × 10−3 H, the capacitor is 𝐶 = 6.5 × 10−3 F, the resistor 

is 𝑅 = 100 Ω, and the input voltage source is considered to be 𝑉𝑖𝑛 = 5 V. Therefore, the transfer 

function of the boost converter, which gives the output voltages in terms of duty ratio, is: 

𝑣𝑜̃(𝑠)

𝑑̃(𝑠)
=

(1 − 0.5)15 − (1.3 × 10−3)(45)𝑠

(1.3 × 10−3)(6.5 × 10−3)𝑠2 +
1.3×10−3

100
𝑠 − (0.5)2

 (42) 

  

where the reference input is 15 V, and the model reference block of the adaptive method is a first 

order transfer function with a pole far enough from the origin. The mentioned block is shown in 

Figure 4.6. 

 

 

Figure 4.6. Model reference Simulink block. 
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The model is a first-order system with a pole lying on the left-hand side of the complex plane. 

Figure 4.7 below shows the model reference block’s step response. 

 

Figure 4.7. Model reference block output. 

 

The adjustment mechanism block, illustrated in Figure 4.8 below, has two inputs: the error and the 

output of the model reference block, and only has one output, θ,  which multiplies the PID 

parameters to adjust the controller. 

 

Figure 4.8. Adjustment mechanism block. 
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The controller block is a PID controller tuned using automated tuning of Simulink to determine 

the initial condition of PID parameters. Figure 4.9 below shows some more details of the controller 

block, where the 
pY  stands for the capacitor voltage 𝑉𝑐. 

 

Figure 4.9. Controller block. 

 

Finally, a PWM generator is used to produce pulses based on the controller output. The pulses are 

vital as an input of the switching component. 

Simulations were carried out to verify the controller’s capabilities for DC–DC converters that 

achieve voltage regulation. The switching frequency is considered 2 kHz. As load variation is 

expected in a typical MG, the proposed controller’s effectiveness and robustness are validated 

through load variations. The transient response of the step-up converter is illustrated in Figure 

4.10a when the reference voltage is V = 15 V. The output signal reaches the reference value set at 

~ 0.04 s. The overshoot is ~ 0.03 V which is negligible. In the case of the change in load (from 𝑅 

= 100 Ω to 𝑅 = 150 Ω), the worst-case settling time shown in Figure 4.10a (in the right figure 

magnifier) was obtained as ~0.1 s with a maximum overshoot of ~0.5 V. The adjustment 
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parameter is being adapted by the load changes in Figure 4.10b, and the control signal is changed 

as a consequence of adjustment parameter changes in Figure 4.10c. 

The control signal generates the desired value of the duty cycle, which is updated by the MIT rule 

to obtain the desired voltage and connect it to the Pulse Width Modulator (PWM). This duty cycle 

change changes the output voltage to reduce the error signal to zero. 

 

Figure 4.10. Simulation results: (a) The DC–DC converter transient output voltage and the responses to the 

load changes from 100 Ω to 150 Ω (and vice-versa), (b) PID controller adjustment coefficient, (c) control signal 

waveform for the load changes, and (d) load resistance changes from 100 Ω to 150 Ω (and vice-versa). 

 

In the other case, as the output of the PV system that is connected to a DC–DC converter in the 

considered MG is not stable, the input voltage of the DC–DC converter is changed, and the results 

are shown in Figure 4.11. The input voltage is changed by 2 V from 8 V to 10 V (and vice-versa), 

and the worst overshoot response is less than ~1 V. It means that the maximum overshoot in the 

effect of input voltage changing is less than ~6.6%. 
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Figure 4.11. Simulation results: (a) The DC–DC converter transient output voltage and the responses to the 

input voltage changes from 8 V to 10 V (and vice-versa), (b) PID controller adjustment coefficient, (c) control signal 

waveform for the input voltage changes and (d) input voltage changes from 8 V to 10 V (and vice-versa). 

 

As shown in [22], the lowest overshoot in 15 V setpoint, among three different PID tuning methods, 

namely the Ziegler–Nichol’s frequency-domain method, damped oscillation method, and Good 

Gain method, is 34%, and the fastest rise time is 1.5 ms. Therefore, it is evident from the simulation 

results that the proposed algorithm has better performance in dealing with the maximum overshoot 

issues. Moreover, comparing the proposed method with nonlinear methods, such as the improved 

sliding mode controller presented in [23], shows that the output’s overshoot of DMRAC is still 

negligible. 
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The bode plot of the DMRAC is presented in Figure 4.12, where the model reference is as shown 

in Figure 4.7 and the adjustment parameters shown in Figure 11d. The following figure shows the 

gain margin is 8.44 dB and the phase margin is 65.3 deg.  

 

Figure 4.12. Bode plot of the closed loop DMRAC for the boost converter. The blue dot in magnitude plot 

shows the gain margin (8.44 dB), and the blue dot in phase plot shows the phase margin (65.3 deg). 

 

4.5      Experimental Result 

A hardware implementation is conducted to evaluate the controller’s performance in the real world. 

The Arduino Uno is used to interface Simulink’s DMRAC controller and the DC–DC boost 

converter circuit to implement hardware in the loop. It is worth mentioning that the analog input 

pins of Arduino Uno are limited to 5 V, so a voltage divider circuit is used to reduce the feedback 

output voltage. Therefore, it is inevitable to revise the feedback voltage in Simulink. Figure 4.13 

shows the designed Simulink to create an embedded system on Arduino Uno. Figure 4.14a 

illustrates the setup connectivity between Simulink and the DC–DC boost converter. The 

components used to implement the experimental test are shown in Figure 4.14b. The components 

used to build the circuit are listed in Table 4.2. 

 



109 
 

Table 4.2. 

Hardware Description 

Device/Component Model/Value 

Arduino Uno 

Capacitor 330 μF 

Inductor 250 μH 

Load resistor 330 Ω 

Voltage divider resistors 100 Ω, 220 Ω 

Mosfet IRLZ44 N 

Diode In4004 

 

 

Figure 4.13. The designed Simulink to create an embedded system on Arduino Uno. 
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(a) 

Arduino 
Uno

MosfetInductor

Diode

Capacitor

 

(b) 

Figure 4.14. (a) Set up connectivity between Simulink and target hardware, (b) hardware implementation. 

 

Figure 4.15a shows the transient output response of the boost converter for the reference voltage 

of 15 V. The effect of input voltage changes from 8 V to 10 V (and vice-versa) is shown in Figure 

4.15b. In Figure 4.15c, we can see how the output voltage changes with the presence of a change 

in voltage reference from 15 V to 10 V (and vice-versa). In all cases, the settling time is about 0.2 
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s. Moreover, it is evident in Figure 4.15a, c that the system is tracking the reference voltage with 

almost no overshoot. 

 

(a)                                                                  (b) 

 

(c) 

Figure 4.15. Oscilloscope output results: (a) Transient output response of the boost converter for the reference 

voltage of 15 V, (b) output response waveform of input voltage changes from 8 V to 10 V (and vice-versa), and (c) 

the output voltage changes with the presence of a change in voltage reference from 15 V to 10 V (and vice-versa) 

implementation. 
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4.6 Conclusion 

This work presents an adaptive controller to regulate the output voltage of the DC–DC converters 

that exist in an isolated MG. Since the converter system is a non-minimum phase, the controller 

design that relies only on output voltage feedback becomes challenging. Even though output 

voltage control can be achieved using inductor current control, such current mode controllers may 

also require prior knowledge of the load resistance and more states, such as output and inductor 

currents in feedback. In this work, the output voltage is stabilized by two control loops. A PID 

controller regulates the output voltage at a fixed level, and the outer loop implements the MIT rule 

for DMRAC. The DMRAC updates the PID controller parameters in real-time to ensure that the 

existing system tracks the desired reference model, using only an output voltage feedback sensor. 

The proposed controller and the model are tested in MATLAB/SIMULINK for load disturbances. 

The load was changed by ~50% of its original value, and the worst-case settling time and maximum 

overshoot were less than ~0.1 s and 0.5 V, respectively, as compared to well-tuned PID controllers. 

The hardware validation is also carried out to show the performance of the proposed controller. 

Our results suggest that the DMRAC provides robust regulation against parameter variations. 

Therefore, it is suitable to use in any isolated MG. 

The control scheme is implemented with a single output voltage feedback sensor, so no additional 

sensing circuitry was required.  

The limitation of the proposed design is that the time delay effect on stability was not studied. 

Additionally, the simulation parameters were ideal. In future research work, the mentioned 

limitations will be addressed. 
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Chapter 5 

Super-Fast Sliding Mode Control of a Boost Converter 

for Voltage Tracking in Microgrids 
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Abstract  

In this study, we present a super-fast sliding mode (SFSM) controller algorithm in a boost converter 

used in islanded microgrids (MG) with a solar photovoltaic (PV) system. Islanded types of 

microgrids have very sensitive voltage and frequency variability; therefore, a robust and fast 

controller is always desired to control such variations within the MG. A dc-dc boost converter with 

a modified sliding surface is proposed in this paper, which stabilizes inductor current and output 

voltage variations in islanded MG. Since the boost converter is a non-minimum phase, the 

controller design becomes challenging. Even though output voltage control can be achieved using 

inductor current control, such current mode controllers may also require prior knowledge of the 

load resistance and more states such as output and inductor currents in feedback. Here, an integral 

term is introduced into the SFSM controller as an additional controlled state variable. Compared 

to a DC-DC boost converter connected to the MG, a controller such as the one introduced in this 

paper is more successful in dealing with unknown parameter fluctuations and disturbance changes. 

The MATLAB/SIMULINK is used to design and simulate the controller with different load 

disturbances and input voltage variances. The hardware validation is also carried out to show the 

performance of the proposed controller. Our results suggest that the SFSM provides robust 

regulation against parameter variations. 

Keywords— boost converters; adaptive control; DC-DC converter; power electronics  
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5.1 Introduction 

MG are small-scale energy grids supplying energy to loads at the distribution level. In general, the 

small grids have control capabilities and can be categorized into grid connected and islanded or 

isolated grids [1]. Grid-connected MGs are governed by the main power network and their voltage 

and frequency are defined by it. However, for the islanded MG, due to the low system inertia and 

fast changes in the output power of wind and solar power sources, the frequency and voltage can 

experience large excursions and thus easily deviate from nominal operating conditions. 

When we have a DC MG, the DC-DC converters are the most significant part of system. Many 

DC-DC converter topologies [2, 3], such as the boost topology, the buck topology, buck-boost 

converters, single-ended primary inductor converter (SEPIC) topology [3], have been discussed in 

the literature. The boost converters are involved in increasing the voltage. The buck converters are 

applied to lower the voltage. Then, buck-boost and SEPIC are competent to do both operations, 

i.e., step up and step down the output voltage. Boost converters are used as front-end converters 

for battery sources, photovoltaic solar systems, and fuel cells to get greater output voltage than the 

input DC voltage. 

 Many studies compare the different types of converters’ performance. In [4], research has been 

done over step-up DC-DC converters in various configurations. In [5], the authors analyzed boost 

and SEPIC converters, considering output voltage ripple, total harmonic distortion, power factor 

for both converters, and Boost converters produced better results. Besides mentioned features, 

boost converters are easier to use. So, the boost-type converter is frequently used because of its 

superior performance. As illustrated in Figure 5.1, the main elements of a boost converter are the 

inductor, diode, capacitor, and switch. In this research, we use MOSFET as a switch that can 

consistently turn ON and OFF based on the generated duty cycle. 
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Fig. 5.1. Boost converter. 

Because these converters display poor voltage regulation and inadequate dynamic response when 

run in an open loop, they are often equipped with closed-loop control for output voltage regulation 

[6]. The DC-DC boost converters operate in three different modes: Continuous Conduction Mode 

(CCM), Discontinuous Conduction Mode (DCM), and Critical Conduction Mode (CrCM). The 

CCM operating mode-based DC-DC converter is considered in this research. With the CCM, boost 

type converters have the right-half-plane-zero (RHPZ) characteristic in the duty-cycle to output 

voltage function [7].  Dynamically, this results in sluggish response of the system, particularly 

when the mode of control is solely based on control of the output voltage, i.e., voltage-mode 

control. 

The converter’s performance depends upon the applied control strategy linked to ON/OFF 

switching states. Many control techniques have been presented to regulate the switch ON/OFF 

(duty cycle) to achieve the required output voltage. The most common controllers are linear PID 

controllers. A linearized small-signal model of the DC-DC converter is used, which depends upon 

the standard frequency response methods. The PID control design is based on linear control theory, 

such as the Ziegler-Nichols method [8], the root locus approach [9], the circle-based criterion [10], 

the hysteresis method [11], the bode plot, and so on. These control methods perform well around 

the linearized model’s operating points. The small-signal model of a boost converter, on the other 

hand, changes when the operating point change. It is important to mention here that the duty cycle 
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determines the poles and a right-half-plane zero and the amplitude of the frequency response. As 

a result, PID controllers have a hard time respecting changes in operating points, and they function 

poorly when the system is subjected to substantial load fluctuations. 

Despite the necessity of changes in input, the Ziegler-Nichols technique for PID tuning is an 

experimental one that is extensively utilized. One downside of this technique is that it necessitates 

a prior understanding of plant models. A decent but not optimal system response is achieved when 

the controller is adjusted using the Ziegler-Nichols technique. If the dynamics of the plant change, 

the transient reaction might be considerably worse. It should be noted that many plants have time-

varying dynamics due to external/environmental factors such as temperature and pressure. The 

controller must respond to changes in the dynamics of the plant features to provide a robust system. 

Numerous investigations have been conducted into the possibility of applying various types of 

nonlinear controllers to power converters, each with the same goal of improving their 

controllability. Nonlinear control techniques [12-19] such as fuzzy logic, sliding mode control and 

adaptive strategy have recently offered good static and dynamic responsiveness. Despite their 

unique advantages, most of the above controllers are unsuitable for power converters due to their 

inefficiency or complexity, or they have a slow dynamic response and require complicated control 

circuits.  

The aim of this paper is to propose a SFSM controller based on indirect sliding-mode control (ISC) 

in pulse width modulation (PWM). When applied to boost converters, this controller can provide 

good large-signal performance with fast dynamical responses. In order to provide a comprehensive 

description of the proposed SFSM controller, various theoretical and practical aspects of the 

controller are discussed. Simulations are presented to demonstrate that the proposed controller 

works well in wide operating conditions while validating the theoretical design. 
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The main goal of proposing a nonlinear controller for boost converters is to provide fast response 

for converters that they cannot meet with nonlinear voltage types of controllers or any sliding mode 

(SM) controllers. A summary of the salient features of the proposed controller is as follows:  

 

• The dynamical responses of the proposed controller are fast when compared to the conventional 

SM controller. 

• The SFSM is equipped by the inherent robust features of SM controller. 

• The proposed controller is stable across a wide range of operating conditions. 

• The settling time varies only slightly under a wide range of operating conditions. 

•  Voltage overshoots are relatively low. 

 

Table 5.1  

Nomenclature 

Symbol Meaning 

𝑣𝑖𝑛 Input voltage 

𝑣𝑐 Capacitor voltage 

𝑖𝑙 Inductor current 

𝑑 Duty cycle 

𝑦𝑚 The output of the reference model 

𝑦 Plant output 

𝑢𝑐 Plant input 

𝐺(𝑠) Second-order transfer function 
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5.2 DC–DC Converter Dynamic Modelling 

5.2.1 Ideal dynamic model 

The controller’s performance depends upon the accurate modeling of the DC–DC converter. A 

well-established average modeling technique [17] is used to design the controller. The boost 

converter consists of a DC input voltage source, an inductor L, a controlled switch S, a diode, a 

filter capacitor C, and a load resistance 𝑅. The current in the inductor grows linearly when the 

switch is turned on, but the diode remains off. When the switch is turned off, the energy stored in 

the inductor is released to the load. As the converter’s name implies, the output voltage is always 

greater than the input voltage. The DC–DC boost converters operate in three different modes: 

CCM, DCM, and CrCM. The CCM operating mode-based DC–DC converter is considered in this 

research. 

T is the switching period, and the switch is closed for time DT and open for (1 − 𝐷)𝑇, where 𝐷 is 

the steady-state duty cycle. When the switch is on, there are two loops, one for inductor current 

and the other for the capacitor current. Using the KVL for the mentioned loops, the following 

equations can be obtained. 

Defining the state vector as 𝑥 =  [𝑖𝑙  𝑣𝑐]
𝑇  and the output voltage 𝑣𝑜  =  𝑣𝑐 , the state space form 

during the “ON” mode can be written as follows: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

]  =  [
0 0

0 −
1

𝑅𝐶

] [
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛  (1) 

𝑣𝑜  =  [0 1] [
𝑖𝑙
𝑣𝑐

] (2) 

During the “OFF” mode state, the energy stored in the inductor is released to the output 𝑅𝐶 circuit 

through the diode. 
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We can derive the following state equations for the OFF mode by using KVL and KCL equations 

for the boost converter circuit in Figure 5.1, when the switch is off: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

]  =  [
0 −

1

𝐿
1

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (3) 

𝑣𝑜  =  [0 1] [
𝑖𝑙
𝑣𝑐

] 𝑖𝑙 −
𝑉𝑐

𝑅
− 𝐶

𝑑𝑣𝑐

𝑑𝑡
 =  0 (4) 

A state-space averaging approach is utilized to obtain a converter model across one switching 

period. In other words, the state-space descriptions of the two modes must be replaced with a single 

state-space description that approximates the behavior of the circuit across the whole time 𝑇. By 

using the state-space averaging technique, the averaged modified model is given by: 

𝐴 =  𝐴1𝑑 + 𝐴2(1 − 𝑑) (5) 

𝐵 =  𝐵1𝑑 + 𝐵2(1 − 𝑑) (6) 

where 𝐴1, 𝐴2, 𝐵1 and 𝐵2 are given below, and 𝑑 is changes in the duty cycle: 

𝐴1  =  [
0 0

0 −
1

𝑅𝐶

],  𝐴2 = [
0 −

1

𝐿
1

𝐶
−

1

𝑅𝐶

]  

𝐵1 = [
1

𝐿

0
], 𝐵2 = [

1

𝐿

0
]  

Using (5) and (6), we obtain the following: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] = [
0 −

(1 − 𝑑)

𝐿
1 − 𝑑

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (7) 

𝑣𝑜 = [0 1] [
𝑖𝑙
𝑣𝑐

]  

The boost converter’s steady-state model may be calculated from (7) by letting: 
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[

𝑑𝑖𝑙

𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] = 0   and   𝑑 = 𝐷  

In this case, (7) becomes: 

[
0
0
] = [

0 −
(1 − 𝐷)

𝐿
1 − 𝐷

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (8) 

𝑣𝑜 = [0 1] [
𝑖𝑙
𝑣𝑐

]  

The steady-state relationship between 𝑣𝑜 and 𝑣𝑖𝑛 may be expressed as using (8): 

𝑉𝑜

𝑉𝑖𝑛
=

1

1 − 𝐷
 (9) 

To obtain the boost converter’s transfer function, the model given by (8) must first be linearized 

around a particular operating point. To this end, we assume that the inductor’s current 𝐼𝑙, capacitor 

voltage 𝑉𝑐, duty cycle 𝐷, and input voltage 𝑉𝑖𝑛 determine the steady-state operating point. Now, by 

considering small perturbations of the operating point, the variables associated with the average 

model can be written as: 

𝑖𝑙 = 𝐼𝑙 + 𝑖𝑙̃  

𝑣𝑐 = 𝑉𝑐 + 𝑣𝑐̃  

𝑣𝑖𝑛 = 𝑉𝑖𝑛 + 𝑣𝑖𝑛̃  

        𝑑 = 𝐷 + 𝑑̃                                                                                 (10)  

where the 𝑖𝑙̃, 𝑣𝑐̃ and 𝑣𝑖𝑛̃ are the small perturbations of the inductor current, capacitor voltage, and 

input voltage, respectively. Therefore, Equation (7) becomes: 

It is worth noting that the steady-state portion of (11) is given by: 

𝑑

𝑑𝑡
[
𝐼𝑙 + 𝑖𝑙̃
𝑉𝑐 + 𝑣𝑐̃

] = [
0 −

(1−𝐷)

𝐿
1−𝐷

𝐶
−

1

𝑅𝐶

] [
𝐼𝑙
𝑉𝑐

] + [
0 −

(1−𝐷)

𝐿
1−𝐷

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙̃
𝑣𝑐̃

] + [
0

𝑑̃

𝐿

−
𝑑̃

𝐶
0
] [

𝐼𝑙
𝑉𝑐

] + [
1

𝐿

0
] [𝑉𝑖𝑛 + 𝑣𝑖𝑛̃]  (11) 
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[
0 −

(1 − 𝐷)

𝐿
1 − 𝐷

𝐶
−

1

𝑅𝐶

] [
𝐼𝑙
𝑉𝑐

] + [
1

𝐿
0

] [𝑉𝑖𝑛] = 0  

and: 

[
 
 
 0

𝑑̃

𝐿

−
𝑑̃

𝐶
0]
 
 
 

[
𝐼𝑙
𝑉𝑐

] = [

𝑉𝑐

𝐿

−
𝐼𝑙
𝐶

] [𝑑̃] (12) 

Hence, (11) is reduced to: 

𝑑

𝑑𝑡
[
𝑖𝑙̃
𝑣𝑐̃

] = [
0 −

(1 − 𝐷)

𝐿
1 − 𝐷

𝐶
−

1

𝑅𝐶

] [
𝑖𝑙̃
𝑣𝑐̃

] + [

1

𝐿

𝑉𝑐

𝐿

0 −
𝐼𝑙
𝐶

] [
𝑣𝑖𝑛̃

𝑑̃
] (13) 

Finally, the output voltage perturbation may be expressed directly as: 

𝑣𝑜̃ = [0 1] [
𝑖𝑙̃
𝑣𝑐̃

] (14) 

The state-space model of (13) and (14) are given by: 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢  

𝑦 = 𝐶𝑥  

𝐴 = [
0 −

(1 − 𝐷)

𝐿
1 − 𝐷

𝐶
−

1

𝑅𝐶

]  

𝐵 = [

1

𝐿

𝑉𝑐

𝐿

0 −
𝐼𝑙
𝐶

]  

𝐶 = [0 1]  

In this research, we design a controller to generate duty cycle correction 𝑑̃ in such a way that the 

output voltage remains constant. In this regard, we consider the transfer function given in (15) 
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using the state transition matrix, which may be expressed as follows in terms of the converter’s 

parameters: 

𝑣𝑜̃(𝑠)

𝑑̃(𝑠)
=

(1 − 𝐷)𝑉𝑜 − (𝐿𝐼𝑙)𝑠

(𝐿𝐶)𝑠2 +
𝐿

𝑅
𝑠 + (1 − 𝐷)2

 (15) 

5.2.2 Parasitic realization in boost converter dynamic model 

The goal of analyzing ideal/lossless components and leaving parasitic elements out, as we have 

before, is to simplify model development and to figure out the fundamental features of the 

switching system. Nevertheless, parasitic elements and losses need to be considered for improving 

model accuracy, analyzing system efficiency, and studying dynamic behavior. As a result of 

including the parasitic elements, nonlinear current and voltage waveforms are generated, and this 

complicates the process of developing a model. The schematic in Figure 5.2 shows a simplified 

equivalent circuit for the DC–DC boost converter with parasitic elements. A capacitance 𝐶 and 

inductor 𝐿  can be considered as an output filter. An analysis of capacitor equivalent series 

resistance (ESR), 𝑅𝐶, and inductor DC resistance, 𝑅𝐿, is performed. 

Per switching cycle, the boost converter has two modes in CCM. Again, the switch is closed for 

time 𝐷𝑇 and open for (1 − 𝐷)𝑇, where D is the steady-state duty cycle. Defining the state vector 

as 𝑥 = [𝑖𝑙 𝑣𝑐]
𝑇 and the output voltage 𝑣𝑜 = 𝑣𝑐, and writing the KVL and KCL for loops in Figure 

5.2, we can obtain the state space (ss) form for “ON” and “OFF” modes of the converter. During 

the “ON” mode state, the ss form will be: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] =

[
 
 
 −

𝑅𝐿

𝐿
0

0 −
1

(𝑅𝐶 + 𝑅)𝐶]
 
 
 
[
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (16) 

𝑣𝑜 = [0 
𝑅

𝑅 + 𝑅𝐶
] [

𝑖𝑙
𝑣𝑐

]  
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During the “OFF” mode state, ss form is: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] =

[
 
 
 (−

𝑅𝐿

𝐿
) −

𝑅𝑅𝐶

𝐿(𝑅 + 𝑅𝐶)
−

𝑅

𝐿(𝑅 + 𝑅𝐶)
𝑅

(𝑅𝐶 + 𝑅)𝐶
−

1

(𝑅𝐶 + 𝑅)𝐶]
 
 
 

[
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (17) 

𝑣𝑜 = [
𝑅𝑅𝐶

(𝑅 + 𝑅𝐶)
 

1

𝑅 + 𝑅𝐶
]  [

𝑖𝑙
𝑣𝑐

]  

Using Equations (5) and (6), we obtain the following: 

[

𝑑𝑖𝑙
𝑑𝑡
𝑑𝑣𝑐

𝑑𝑡

] =

[
 
 
 
 (−

𝑅𝐿

𝐿
) −

(1 − 𝑑)2𝑅𝑅𝐶

𝐿(𝑅 + 𝑅𝐶)
−

(1 − 𝑑)𝑅

𝐿(𝑅 + 𝑅𝐶)
𝑅

(𝑅𝐶 + 𝑅)𝐶
−

1

(𝑅𝐶 + 𝑅)𝐶]
 
 
 
 

[
𝑖𝑙
𝑣𝑐

] + [
1

𝐿
0

] 𝑣𝑖𝑛 (18) 

𝑣𝑜 = [
(1 − 𝑑)𝑅𝑅𝐶

(𝑅 + 𝑅𝐶)
 

1

𝑅 + 𝑅𝐶
] [

𝑖𝑙
𝑣𝑐

]  

Now, applying perturbation, this will result in the small signal model as: 

𝑑

𝑑𝑡
[
𝑖𝑙̃
𝑣𝑐̃

] =

[
 
 
 
 (−

𝑅𝐿

𝐿
) −

(1 − 𝑑)2𝑅𝑅𝐶

𝐿(𝑅 + 𝑅𝐶)
−

(1 − 𝐷)𝑅

𝐿(𝑅 + 𝑅𝐶)
(1 − 𝐷)𝑅

(𝑅𝐶 + 𝑅)𝐶
−

1

(𝑅𝐶 + 𝑅)𝐶]
 
 
 
 

[
𝑖𝑙̃
𝑣𝑐̃

] +

[
 
 
 
1

𝐿

𝑣𝑜

𝐿
+

(1 − 𝐷𝑅𝑅𝐶𝐼𝐿)

𝐿(𝑅 + 𝑅𝐶)

0 −
𝑅𝐼𝐿

𝐶(𝑅 + 𝑅𝐶) ]
 
 
 

[
𝑣𝑖𝑛̃

𝑑̃
] (19) 

𝑣𝑜 = [
(1 − 𝐷)𝑅𝑅𝐶

(𝑅 + 𝑅𝐶)
 

𝐶

𝑅 + 𝑅𝐶
] [

𝑖𝑙̃
𝑣𝑐̃

] + [0 −
𝑅𝑅𝐶𝐼𝐿
𝑅 + 𝑅𝐶

] [
𝑣𝑖𝑛̃

𝑑̃
]   

𝑣𝑜̃(𝑠)

𝑑̃(𝑠)
=

𝑠[(
(1−𝐷)𝑅𝑅𝐶
(𝑅+𝑅𝐶)

)(
𝑣𝑜
𝐿

+
(1−𝐷)𝑅𝑅𝐶𝐼𝐿)

𝐿(𝑅+𝑅𝐶)
)−

𝑅2𝐼𝐿

𝐶(𝑅+𝑅𝐶)
2]+(

𝑣𝑜
𝐿

+
(1−𝐷)𝑅𝑅𝐶𝐼𝐿)

𝐿(𝑅+𝑅𝐶)
)[(

(1−𝐷)𝑅𝑅𝐶

𝐶(𝑅+𝑅𝐶)
2)+(

𝑅2(1−𝐷)

𝐶(𝑅+𝑅𝐶)
2)]−

𝑅2𝐼𝐿

𝐶(𝑅+𝑅𝐶)
2(

𝑅𝐿
𝐿

+(
(1−𝐷)2𝑅𝑅𝐶
𝐿(𝑅+𝑅𝐶)

))+
(1−𝐷)2𝑅3𝑅𝐶𝐼𝐿)

𝐿𝐶(𝑅+𝑅𝐶)
3

𝑠2+𝑠[(
𝑅𝐿
𝐿

)+
(1−𝑑)2𝑅𝑅𝐶
𝐿(𝑅+𝑅𝐶)

+
1

(𝑅𝐶+𝑅)𝐶
]+[

𝑅𝐿
𝐿

+(
(1−𝐷)2𝑅𝑅𝐶
𝐿(𝑅+𝑅𝐶)

)][
1

(𝑅𝐶+𝑅)𝐶
]+

(1−𝐷)2𝑅2

𝐶𝐿(𝑅+𝑅𝐶)
2

  

(20) 



128 
 

+
- SinV

C

L

CR

LR

R

 

Figure 5.2. Boost converter considering parasitic components. 

 

5.3 Controller Design and Simulation  
5.3.1 Super-Fast Sliding Mode Controller 

Many works have been done to apply the SM controller to the DC-DC converters [21-24]. The 

main issue with all mentioned works is having a slow dynamical response. Both the output voltage 

error and the inductor-current error are controlled in the proposed SFSM controller. It is possible 

to accurately regulate the output voltage by adopting the output-voltage error as a state variable, 

and the inductor-current error allows the inductor current to follow the desired reference inductor 

current closely. Like conventional current-mode controllers, RHPZ converters need to monitor and 

track the inductor-current reference in order to maintain dynamic response [25].  

The logic state of power switch can be represented by the switching function u = 1/2(1 + sign(S)), 

where u represents the logic state of the switch.  

A linear combination of three state variables is used as the sliding surface of the proposed 

controller, i.e.,  

1 1 2 2 3 3S x x x=  + +
   (21) 

 

where α1, α2, and α3 represents the sliding coefficients.  
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As a controlled state variable, we are using the current error 𝑥1, the voltage error 𝑥2, and the 

integral of the current and voltage errors 𝑥3, which is expressed as follows: 

1 ref

2 ref

3 ref 1 ref 2[ ]

 = −


= −


= + 

L

o

x i i

x V v

x i x V x dt

   (22) 

Inductor current Li  is the instantaneous current through the inductor. 
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Fig. 5.3. SFSM control system. 

Figure 5.3 depicts the SFSM system’s fundamental block diagram. As indicated in the diagram, 

𝑣𝑟𝑒𝑓 represents the voltage reference, whereas 𝑣𝑜 is the output of the real plant, with 𝑒 denoting 

the difference between them. Also, 𝑖𝑟𝑒𝑓  indicates the inductor current reference model. It is 

possible to have both steady-state voltage errors and inductor current errors, such that 𝑣𝑜 ≠ 𝑣𝑟𝑒𝑓 

and 𝑖𝐿 ≠ 𝑖𝑟𝑒𝑓. For reducing these steady-state errors, an integral term 𝑥3 has been introduced into 

the SFSM current controller as an additional controlled state variable. This is commonly known as 

integral SM control [26], and the application of this material in power converters has attracted 

some recent attention [27]– [29]. Although the integral term reduced the steady-state error, cause 
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longer transient response. The terms 𝑖𝑟𝑒𝑓 and 𝑣𝑟𝑒𝑓 which are presented in term 𝑥3, will compensate 

the mentioned drawback, and make a faster algorithm. 

5.3.2 Stability Analysis 

Lyapunov stability theory was introduced in [30]. Lyapunov proposed two methods of 

demonstrating stability in his original work of 1892. The first method developed the solution into 

a sequence, which then proved to be convergent within parameters. Another approach, known as 

the Lyapunov stability criterion or direct method, uses an analogy of the potential function of 

classical dynamics with the Lyapunov function 𝑉(𝑥). For a system as 𝑥̇ = 𝑓(𝑥), if the Lyapunov 

function has three following conditions: 

𝑉(𝑥) = 0 if and only if 𝑥 = 0 

𝑉(𝑥) > 0 if and only if 𝑥 ≠ 0 

𝑉̇(𝑥) < 0 

The system is stable in the sense of Lyapunov. 

By considering the following function as the Lyapunov function,  

2=V S                                                                                                                                                                        (28) 

the mentioned equation can be rewritten as 

When 0S ,  

1 2 3 ref( 1)( ) 0= − − + + − − oin

o L

vV
S k v v i

L RC
                                                                                                  (29) 

When 0S  , 

1 2 3 ref1 0( ) ( ) ( )( )o Cin

o L

v iV
S k v v i

L L C
=  − + + + − −                                                                                            (30) 

Now, by defining the coefficient 1 , 2 , and 3 such that the equations (29) and (30) are valid, the 

system is stable in the sense of Lyapunov. 
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5.4    Simulation Results  

Simulink is an extension to Matlab that allows you to create dynamic models in Windows. The 

benefit is that models are inserted as block diagrams once the target system’s matching 

mathematical equations are established. To simulate an electrical system, such as a DC-DC 

converter, one must enter equations for various blocks in the system and use icons in Simulink to 

create an analogous block diagram. Individual icon settings can be defined for the process. Finally, 

an equation solver and simulation duration are selected.  

    In this simulation, the inductor is 𝐿 = 0.16 × 10−3 𝐻, the capacitor is 𝐶 = 0.1 × 10−3 𝐹, the 

resistor is 𝑅 = 100 𝛺, and the input voltage source is considered to be 𝑉𝑖𝑛 = 100 𝑉. Therefore, 

the transfer function of the boost converter, which gives the output voltages in terms of duty ratio, 

is: 

𝑣𝑜̃(𝑠)

𝑑̃(𝑠)
=

(1−0.5)100−(0.16×10−3)(10)𝑠

(0.16×10−3)(0.1×10−3)𝑠2+
0.166×10−3

100
𝑠−(0.5)2

                                                              (35)    

Where the reference input is 100V, and the model reference block of the inductor current is a 1st 

order transfer function with a pole far enough from the origin. The mentioned block is shown in 

the following equation: 

𝑖𝑟𝑒𝑓

𝐼𝐿
=

1

0.001𝑠+1
                                                                                                                                                            (36) 

The model is a first-order system with a pole laying on the left-hand side of the complex plane.  

The feedback loop with the sliding mode controller coefficients illustrated in Figure 4.4 below.  
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Fig. 5.4. Feedback loop 

Finally, the whole Simulink diagram of the DC-DC boost converter system and the designed 

controller is shown in Figure 5.5. As shown in Figure 5.5, there is a PWM generator to produce 

pulses which is vital as an input of the switching component.  

 

 

Fig. 5.5. The Simulink Block diagram of the Boost converter and the SFSM controller 

Simulations were carried out to verify the controller's capabilities for dc-dc converters that achieve 

voltage regulation. The switching frequency is considered 2kHz. As load variation is expected in 
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a typical MG, the proposed controller's effectiveness and robustness are validated through load 

variations. The transient response of the step-up converter is illustrated in Figure 5.6a when the 

reference voltage is V = 200V. The output signal reaches the reference value set at ~ 0.02s. The 

overshoot is ~ 60V. In the case of the change in load (from R = 100Ω to R = 150 Ω), the worst-

case settling time shown in Figure 5.6a (in the right figure magnifier) was obtained as ~0.0.3s with 

a maximum overshoot of ~60V.  

The control signal generates the desired value of the duty cycle, which is updated by the introduced 

sliding mode to obtain the desired voltage and connect it to the PWM. This duty cycle change 

changes the output voltage to reduce the error signal to zero. 

 

Fig. 5.6. Simulation results: (a) The DC-DC converter transient output voltage and the responses to the load changes 

from 100Ω to 150Ω (and vice-versa), (b) Control signal waveform for the load changes, and (c) Load resistance 

changes from 100Ω to 150Ω (and vice-versa). 
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In the other case, as the output of the PV system is connected to a DC-DC converter in the 

considered MG is not stable, the input voltage of the DC-DC converter is changed, and the results 

are shown in Figure 5.7. The input voltage is changed by 20 V from 100V to 120V (and vice-

versa), and the worst overshoot response is less than ~8V. It means that the maximum overshoot 

in the effect of input voltage changing is less than ~4%. 

 

Fig. 5.7. Simulation results: (a) The DC-DC converter transient output voltage and the responses to the input voltage 

changes from 100V to 120V (and vice-versa), (b) Control signal waveform for the input voltage changes, and (c) 

Input voltage changes from 100V to 120V (and vice-versa). 

 

5.5  Conclusion 

This work presents a super-fast sliding mode controller to regulate the output voltage of the DC-

DC converters that exist in an isolated MG. The output voltage control can be achieved using 

inductor current control. With this controller, boost converters are capable of providing large-
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signal performance and fast dynamics. A variety of operating conditions can be handled by the 

proposed controller. Regardless of the operating conditions, settling time varies only slightly.  

 

The proposed controller and the model are tested in MATLAB/SIMULINK for load disturbances. 

The load was changed by ~50% of its original value, and the worst-case settling time and maximum 

overshoot were less than 0.01 s and 4%, respectively, as compared to well-tuned PID controllers.  

The control scheme is implemented with a single output voltage feedback sensor, so no additional 

sensing circuitry was required.  

The limitation of the proposed design is that the time delay effect on stability was not studied. 

Additionally, the simulation parameters were ideal. In future research work, the mentioned 

limitations will be addressed. 
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Chapter 6 

Conclusion and Future Work  

 

6.1 Conclusion 

In this study, Matlab/Simulink has been used to examine the tracking efficiency of photovoltaic 

(PV) power production. The plan is to minimize the loss caused by the losing direction while 

minimizing steady-state oscillation. To stop PV power from fluctuating around the peak, a 

redesigned perturb and observe (P&O) algorithm was provided. The efficacy of the algorithm 

depends on its capacity to correctly identify oscillation and add a boundary condition that stops it 

from drifting drastically away from the maximum power point (MPP). Additionally, the algorithm 

can follow the maximum power point tracking (MPPT) with customizable step sizes thanks to the 

optimized duty cycle. Implementing the suggested method results in an average improvement over 

the incremental conductance (InC) algorithm and traditional P&O of roughly 3.1 percent for abrupt 

irradiance fluctuations.  

Additionally, by increasing efficiency by 0.5 percent for both slow and fast irradiance changes, the 

improved P&O algorithm outperforms the traditional P&O method in dynamic irradiance changes. 

Furthermore, under strong partial shading circumstances (PSC) and drift avoidance tests, the new 

technique outperformed the standard algorithms on average by approximately 9% and 8%, 

respectively. By taking into account the findings, it is confirmed that under a variety of 

environmental changes, the improved P&O algorithm may monitor the irradiance profile with a 

slight departure from MPPs. As a result, additional power loss is reduced, and tracking precision 
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is improved. The original algorithm's structure is preserved in the modified version, making the 

former easier to implement. 

In the second phase of the research, we offer an adaptive controller to adjust the output voltage of 

the DC-DC converters of PV systems. It becomes difficult to create a controller that just uses 

output voltage feedback since the converter system is a non-minimum phase. Although inductor 

current control can be used to regulate output voltage, other states, such as output and inductor 

currents in feedback, may also be necessary for these current mode controllers. Two control loops 

in this study steady the output voltage. The output voltage is fixed using a PID controller, and the 

outer loop implements the direct model reference adaptive controller (DMRAC) MIT rule. 

Using only an output voltage feedback sensor, the DMRAC adjusts the PID controller parameters 

in real-time to make sure the current system tracks the desired reference model. 

In MATLAB/SIMULINK, the proposed controller and the model are tested for load disturbances. 

The load was altered by about 50% of its initial amount, and when compared to properly tuned 

PID controllers, the worst-case settling time and maximum overshoot were less than 0.1 s and 0.5 

V, respectively. A hardware validation is also done to demonstrate how well the suggested 

controller performs. Our findings imply that the DMRAC offers reliable regulation against 

parameter changes. It can therefore be used in any isolated micro-grid (MG). 

A single output voltage feedback sensor is used to accomplish the control strategy; therefore, no 

additional sensing circuitry was required.  

Finally, a super-fast sliding mode controller presented for DC-DC output voltage tracking with fast 

dynamical responses.  The proposed controller and the model are tested in MATLAB/SIMULINK 

for load disturbances. The load was changed by ~50% of its original value, and the worst-case 

settling time and maximum overshoot were less than 0.01 s and 4%, respectively. 
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6.2 Research Contribution/Problem Solutions 

The contribution of this research work for the modified P&O MPPT algorithm is summarised 

below. 

1. A novel MPPT algorithm with a set of features such as: improving the efficiency of 

conventional P&O algorithm by 0.5 percent for both slow and fast irradiance changes, and 

improving the efficiency of the traditional methods on average by about 9% and 8% under 

strong partial shading situations (PSC) and drift avoidance tests, respectively. 

2. An adaptive controller is designed to regulate the output voltage of the DC–DC converters 

in a PV system. 

3. This thesis proposes a novel output voltage regulation approach that can adjust the 

parameters of the PID controller in real-time to ensure that the actual system is following 

the desired reference model.  

4. We used Trina Solar TSM-250PA05.08 in 4 parallel strings with 10 modules per series 

strings in the simulations on MATLAB/Simulink, which is prepared to indicate the proposed 

algorithm's performance. 

5. The average for the conventional P&O and the modified P&O in the slow ramp zone (20 

𝑊/𝑚2/𝑠) is 96.19 percent and 96.68 percent, respectively. When the insolation changes 

quickly (50 𝑊/𝑚2/𝑠), the conventional P&O and the modified P&O efficiencies are 96.23 

percent and 96.72 percent, respectively. 

6. The EN 50530 MPPT efficiency test is used to evaluate the proposed algorithm in dynamic 

weather conditions.  
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7. Tests of the proposed MPPT algorithm have been conducted for an insolation level step shift 

from 300 to 700 𝑊/𝑚2 in 0.1 s.  

For the output voltage regulation of the PV systems, the following solutions are considered. 

1. Simulations were carried out to verify the controller’s capabilities for DC–DC converters 

that achieve voltage regulation. The switching frequency is considered 2 kHz. 

2. The input voltage is changed by 2 V from 8 V to 10 V (and vice-versa), and the worst 

overshoot response is less than ~1 V. It means that the maximum overshoot in the effect of 

input voltage changing is less than ~6.6%. 

3. The Arduino Uno is used to interface Simulink’s DMRAC controller and the DC–DC boost 

converter circuit to implement hardware in the loop. 

 

 

6.3 Future Work 

As a part of future work, we aim to improve the introduced MPPT algorithm for fast convergence 

at the operating point. Besides the response time, the efficiency can also be improved. Moreover, 

it is still possible to consider the algorithms in case of cost, hardware implementation, and 

applications. In addition, the computations should not be that complex to lead to large memory 

requirements. Also, the industry still needs a general solution for different cases of environmental 

conditions. So, the future modified algorithms should have high efficiency in different ambient 

factors, such as high temperature. Not just limited to the slow and fast irradiation changes, PSC, 

and drift effects. 
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Moreover, time delay effect can be considered for the proposed DMRAC and super-fast sliding 

mode controller. Additionally, the simulation parameters were ideal. In future research work, the 

mentioned limitations should be addressed. It will be also better to consider more load and input 

voltage variations for these controllers. 
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