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Abstract 

In the Arctic and other cold environments, ice can jeopardize local infrastructure, hinder field 

operations, damage buildings, offshore and ship superstructures and threaten life and property. Ice 

protection techniques are essential for equipment, structures, and personnel in these environments. 

Passive techniques rely on the physical properties of the target surface to dispose of ice or prevent 

ice build-up without any required external energy source. As a passive ice protection technology, 

(super)hydrophobic metallic surfaces can significantly delay the water droplet impact and freezing 

process. However, hydrophobic surfaces are not always icephobic. The droplet impact dynamics 

and freezing process on irregularly roughened (super)hydrophobic metal surfaces have not been 

fully understood. Previous experimental studies have limited the impact and freezing of water 

droplets on cold surfaces at room temperature. Most experimental and modelling investigations 

have also been limited to separately studying droplet impingement and freezing processes. Hence, 

this study aims to investigate dynamic wetting behaviours and freezing processes coupled with the 

impact dynamics of a water droplet on irregularly roughened metal surfaces experimentally and 

analytically. 

To achieve this, irregularly roughened stainless-steel surfaces are fabricated by applying 

sandblasting, Zinc electrodeposition, stearic acid coating, and their combinations to receive 

various water wettability. The combination of electrodeposition and sandblasting can significantly 

increase the static contact angle from 91° ± 6° to 151° ± 2°, and these techniques can be applied 

on an industrial scale. 

Surface dynamic wetting characterization illustrates the challenges of understanding the 

wetting dynamics on irregularly roughened surfaces, including dynamic contact angles and 

pinning that affect the sliding behaviour on inclined surfaces. These effects result in a poor 
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correlation between the measured dynamic contact angles and the observed critical sliding angles. 

Significant variations in the values of these dynamic wetting parameters are inherent to the 

heterogeneity of surface roughness, which limits the utility of standard dynamic wetting criteria. 

These findings have implications for academic and industrial research that focuses on achieving a 

uniform wettability of coating materials throughout their service life. 

This study examines the droplet impact dynamics and freezing process on the above-

fabricated surfaces through experiments and analytical analysis. The freezing delay of water 

droplets on the metal surfaces is measured in a cold room below the freezing point of water. The 

experimental results demonstrate that the superhydrophobic surfaces can significantly delay water 

droplet freezing, with up to a 57.47 ± 5.22 s freezing delay. Also, the freezing delay time increases 

with the static contact angles of water on the sample surfaces. 

Furthermore, droplet impact from a higher distance on the same target surface leads to faster 

freezing. The heat transfer analysis demonstrates that a poor wetting condition (e.g., on the 

superhydrophobic surfaces) contributes to a smaller final contact area of a water droplet on the 

surface. The average freezing rate per unit mass is approximately proportional to the final contact 

area. This indicates the longer freezing delay on the (super)hydrophobic surfaces. 

The analytical framework coupled the droplet impact dynamic and the freezing process. This 

model can estimate the total freezing delay time for a water droplet impact and freezing on a 

surface by evaluating the droplet impact and freezing processes. The experimental results validate 

the analytical predictions, which verify the feasibility of the method and assumptions used in this 

study. The analytical consideration not only provides a straightforward and valid solution but also 

simplifies the rather complicated mechanism of the droplet dynamic and freezing process on metal 

surfaces and provides a directly estimated total freezing delay time under different conditions. This 



 

iii 

 

approach benefits engineers and reduces extensive and sophisticated computations. This fast and 

effective method for predicting the droplet impact and the freezing process has also filled the gap 

in the literature. 

This comprehensive study of wettability, droplet impact dynamics and freezing processes 

connects surface wettability and ice repellency by investigating the wetting behaviour of water 

droplets on irregular rough solid surfaces; at the same time, connecting droplet impact dynamics 

and freezing delay and providing a better theoretical analysis of droplet impact, subcooling, 

nucleation, recondensation and solidification processes will benefit the research field. 
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Chapter 1  Introduction1 

This chapter focuses on the background of the research and the problems to be solved in this 

thesis. Section 1.1 briefly introduces the background of this thesis. Section1.2 presents the ice 

problems on offshore structures. Section 1.3 presents the motivation and objectives of this 

comprehensive study, and section 1.4 presents the thesis structure. 

1.1 Background 

Undesirable ice formation has become a significant challenge for cold regions, where severe 

icing can hinder economic activities and damage engineering structures such as power 

transmission equipment, communication systems, marine vessels, and offshore platforms [1–5]. 

Falling ice and surface freezing can result in the injury or death of personnel. Ice formation and 

accumulation in cold offshore harsh environments may create significant hazards and hinder field 

operations [5–8]. The harsh marine environments can include freezing temperatures, strong waves 

and wind, high humidity and high salinity, all of which can be challenging for crew and offshore 

structures [9,10]. These conditions are typical in the harsh environments of the Arctic and 

Subarctic regions. Increasing offshore resources exploration and transportation development in 

these regions require more effective ice protection techniques. 

 
1 The content in Section 1.1 and Section1.2 includes parts of a previously published paper (K. Shi, X. Duan, A Review 

of Ice Protection Techniques for Structures in the Arctic and Offshore Harsh Environments, J. Offshore Mech. Arct. 

Eng. 143 (2021).) The author of this thesis is the first author of the published paper. The first author conducted a 

comprehensive study on ice protection techniques for structures in the arctic and offshore harsh environments, 

identified the research topic, prepared the manuscripts and the corresponding revisions. Dr. Xili Duan, as the second 

author, provided his professional suggestions on this topic and assisted in preparing the manuscript and the 

corresponding revisions. 
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The ice protection techniques can delay atmospheric and/or sea spray ice and/or keep the ice 

from accumulating on offshore structures in the Arctic or other harsh marine environments. These 

methods can be divided into two categories: de-icing and anti-icing methods. De-icing refers to 

those processes of removing snow, ice, or frost from the surface of structures and equipment [5,11–

14]. On the other hand, anti-icing methods can delay ice nucleation, prevent ice from forming on 

the surfaces, or decrease the ice adhesion so that it can be easily removed afterwards [5,15–17]. 

Some ice protection approaches can not only melt the ice formed and accumulated on the surface 

(for example, electric heating coatings) but also delay the reformation of ice for a certain period 

(for example, superhydrophobic surfaces, slippery liquid infused porous surfaces (SLIPS)) or 

decrease the adhesion of ice and make mechanical removal more manageable (for example, self-

lubricating liquid water layer (SLWL), low-interfacial toughness (LIT) materials/coatings). 

1.2 Ice problems occurred on offshore structures 

When the ambient temperature drops to -1.7 °C, wind speed is above 9 m/s, and the 

temperature of seawater droplets decreases to 7 °C, ice starts to form on offshore structures [18]. 

Many factors affect the icing on offshore structures. These include, for example, the temperature 

of sea surface water, wind speed, ambient temperature, the humidity of the atmosphere, dimension 

of droplets, seasons, ocean currents, state of the ocean, sizes and types of structures, and the 

influence icing on offshore structures [18–20]. 

There are two primary sources of icing, i.e., sea spray and atmospheric icing, for offshore 

structures and marine vessels: sea spray and atmospheric icing, as shown in Figure 1-1. Figure 1-2  

shows a more detailed breakdown of the causes of offshore icing in Arctic sea areas [3]. 
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Figure 1-1 Icing sources for a) offshore structures, b) marine ships. Atmospheric icing is formed 

by supercooled water vapour, forming raindrops, cumulus clouds, clouds, or ice that distribute on 

marine and offshore structures. Sea spray icing occurs when the waves from the ocean hit the bare 

surface of the offshore or marine vessel and then become ice under the frozen state. The figure is 

adapted from a previously published paper by the author [21] with the permission of ASME 

International. 

 

Sea spray icing happens when wave or wind-generated spray from the ocean impacts the 

exposed surface of an offshore structure or a marine vessel and becomes ice during 

freezing[18,22,23]. Sea spray icing accounts for 50% of all causes of marine icing problems, as 

shown in Figure 1-2a. Also, it has been generally considered the most serious menace to the safety 

of marine and offshore structures [18,22,24–29]. However, a few researchers hold different views 

on this point [3,30]. Several parameters affect sea spray icing, for example, the sizes of sea spray 

aerosol [31,32], wind speed [18,33–37], air (ambient) temperature [24,38–40], ocean surface 

temperature [39,41,42]. Figure 1-2b illustrates the percentages of sea spray icing in different areas. 

Atmospheric icing 

Sea spray icing 

a) b) 
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Figure 1-2 a) The Cause of Icing on Offshore Structures, b) Seaspray icing in different ocean areas: 

1 represents North Pacific, 2 represents NE Newfoundland Shelf, 3 represents the Labrador Sea 

and Dabis Strait; asee reference[43], bsee reference[44], csee reference[45]. The figure is adapted 

from a previously published paper by the author [21] with the permission of ASME International. 

 

Seaspray icing can cause severe hazards and safety problems for marine and offshore 

structures. For example, it can diminish the stability of marine structures or devices, and the 

overladed ice will destroy the superstructures or the deck equipment. Also, it covers and blocks 

windows, lifesaving and firefighting equipment and incapacitates cranes, radar, communication 

antennas, and winches on marine structures. Further, it hinders vent system inlets, valves, and 

hatches. Finally, it leads to slipping threats, for example, slippery handrails, decks, and stairs, and 

contributes to the breakdown of infrastructures and operational equipment [15,18,23]. 

Atmospheric icing is due to the water vapour, supercooled fog or cloud droplets freezing on 

marine and offshore structures. Examples include frost, snow, freezing rain and drizzle, and sleet 

[3,15,23]. This type of icing accounts for 41% of the overall causes of icing in the Arctic area [3]. 
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Although atmospheric icing is not as frequent as spray icing, it can still cause hazards and 

harm to life and property safety. For instance, atmospheric icing can develop significantly on the 

mesh, lattice, and filigree structures. Also, it can be found on the railing, antenna cables, winches, 

cranes, hatches, lifesaving and firefighting equipment. Atmospheric icing can lead to, sometimes, 

falling ice from high positions, which can threaten personal life and property safety. The icing on 

communication antennas and radar can induce the malfunction of communication and radar 

detecting systems. Also, it develops a slippery deck and stairs, which contributes to personal 

hazards[1,3,46]. 

Either sea spray icing or atmospheric icing can appear in two forms under different thermal 

conditions: glaze ice or rime ice. Under a wet state, glaze ice is generated when the surface 

temperature is around 0 °C. Rime ice grows in a dry condition when the surface temperature is 

below 0 °C, and the density of rime ice is relatively lower than glaze[1,3]. The glaze is arduous to 

remove due to its high density, high adherence, and firmness. 

1.3 Motivation and objectives 

Ice can cause serious hazards that threaten life and other properties. Many researchers attempt 

to develop techniques to remove or prevent ice accretion. These approaches refer to the methods 

and techniques that can delay or avoid ice formation or reduce the ice adhesion to remove the 

formed ice easily by itself or other means. As explained earlier, ice protection techniques are also 

known as de-icing or anti-icing techniques[1,4,5,15,23,47]. De-icing/anti-icing technology can be 

divided into two categories depending on whether energy is required, which are passive and active 

techniques. Passive techniques use the physical properties of the target surface to dispose of ice or 

stop the aggregation of ice. In contrast, active techniques utilize an external energy supplier to 
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prevent ice formation and accumulation or melt and remove the ice after ice aggregation, such as 

defrosting in refrigerators. 

One promising passive anti-icing technique is designing a surface with low surface energy to 

repel water and prevent icing. However, hydrophobic surfaces are not always icephobic, which 

has been explained by many researchers [48–51]. The relationship between surface wettability and 

icephobicity is still unclear. The freezing process and droplet dynamics of a water droplet impact 

on roughened superhydrophobic surfaces have not been fully understood. Hence, the objectives of 

this thesis are: 

1. to fabricate irregularly roughened stainless steel (super)hydrophobic surfaces via 

sandblasting and electrodeposition techniques since these techniques are widely used in 

industry and can be applied to large-scale applications. 

2. to understand dynamic wetting behaviours of irregularly roughened metal surfaces. 

3. to understand the impact dynamics and freezing process of a water droplet on irregularly 

roughened surfaces. 

4. to develop an analytical model for the impact dynamics and freezing process of a water 

droplet on irregularly roughened surfaces. 

The flow chart shown in Figure 1-3 brief demonstrates the methodology to achieve these 

objectives. 



 

7 

 

 

Figure 1-3 Flow chart outlining the methodologies to achieve the objectives in this thesis 

 

1.4 Thesis structure 

This thesis is presented in seven chapters shown as follows. 

 Chapter 1 presents the background of this study, objectives and a brief introduction to 

the methodologies used in this study. 

4. Analytical Consideration  

  for the Droplet Dynamics  

  and Freezing Process 

3. Droplet Impact Dynamics  

  and Freezing Experiments 

2. Droplet Dynamic Wetting 

  Characterization 

1. Fabrication of Sample 

  Surfaces 

1. Sandblasting technique (S); 

2. Zinc Electrodeposition (ED); 

3. Stearic acid coating (SA). 

Evaluate droplet shape variations on treated 

sandblasted steel, based on varying the incline 

angle of the surface on which the drop sits. 

Evaluate the impact and freezing delay of water 

droplets on cold metallic surfaces at a 

temperature below the freezing point of water. 

Develop an analytical model for droplet impact 

and freezing process on cold surfaces at a cold 

temperature below the freezing point of water. 

Introduction 

Conclusion 

Literature Review 

Future Work 
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 Chapter 2 presents a comprehensive literature review of passive ice protection and 

surface fabrication techniques. 

 Chapter 3 introduces the detailed fabrication and characterization of the metal surfaces. 

 Chapter 4 presents the experiments which report details of droplet shape variations on 

coated sandblasted steel based on varying the incline angle of the surface on which the 

drop sits. 

 Chapter 5 presents the experiments and heat transfer analysis, including dimensional 

analysis, on the droplet impact and freezing delay processes of a water droplet on the 

cold metallic surface at a cold temperature below the freezing point of water. 

 Chapter 6 presents the analytical consideration and validation of a droplet impact and 

freezing delay processes of a water droplet on the cold metallic surface at a cold 

temperature below the freezing point of water. 

 Chapter 7 presents the conclusions and contributions of the study and suggests 

recommendations for future work. 
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Chapter 2  Ice Protection and Surface Fabrication Techniques2 

2.1 Introduction 

This chapter focuses on the two main categories of ice protection and surface fabrication 

techniques in the literature. Section2.2 and Section2.3 present the active and passive ice protection 

techniques, respectively. Section 2.4 presents the fabrication techniques for air film isolating 

surfaces. Section 2.5 presents the summary of this chapter.  

2.2 Active ice protection techniques 

2.2.1 Mechanical de-icing techniques 

Mechanical de-icing methods utilize external forces, for example, aerodynamic force, 

centrifugal force, vibration, or workforce, to break and remove ice from the target surfaces.  

 
2 The main content in this chapter is a part of a previously published paper (K. Shi, X. Duan, A Review of Ice 

Protection Techniques for Structures in the Arctic and Offshore Harsh Environments, J. Offshore Mech. Arct. Eng. 

143 (2021).) The author of this thesis is the first author of the published paper. The first author conducted a 

comprehensive study on ice protection techniques for structures in the arctic and offshore harsh environments, 

identified the research topic, prepared the manuscripts and the corresponding revisions. Dr. Xili Duan, as the second 

author, provided his professional suggestions on this topic and assisted in preparing the manuscript and the 

corresponding revisions 
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Figure 2-1 Manual de-icing on a ship. The figure is adapted from [23] with the permission of 

Elsevier Science and Technology Journals. 

 

As depicted in Figure 2-1, the manual method is a traditional technique used primarily on 

marine vessels and offshore structures, especially during the 1980s [52]. It consumes low energy 

and requires no maintenance for tools, but it is unsafe for individuals operating on high-level 

superstructures. Also, it is only possible for accessible areas and may need to be done multiple 

times during severely cold weather if there is significant ice accretion. The commonly used tools 

are hammers and shovels, which are not initially intended for ice protection purposes [5]. 
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Figure 2-2 a) Schematic of the ultrasonic de-icing device, b) 3-D diagram of the ultrasonic de-

icing device (two clamps). 1-tension spring, 2-hanging ring, 3-insulation sleeve, 4-de-icing plier 

handlebars, 5-rivet, 6-electrode, 7-sandwich piezoelectric transducer, 8-amplitude transformer, 9-

flange, 10-bolt, 11-tool head, 12-transmission line, 13-ice cover, 14-the first bolt, 15-the second 

bolt, 16-ultrasonic generator, 17-de-icing tong jaw. The figure is adapted from [53] with the 

permission of Elsevier Science and Technology Journals. 
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A mechanical vibration system was developed for aircraft de-icing. The system contains a 

motor that drives an eccentric mass in rotational motion. The eccentric weight moves the outer 

surface, which causes the separation of ice from the aircraft surface [12]. 

Ultrasonic de-icing methods are based on cavitation, heating, and predominately mechanical 

effects induced by ultrasonic vibration to remove ice from target surfaces. Such a method takes 

advantage of the fact that the adhesive bond of the ice-substrate interface is relatively weak in 

shear strength. It uses the shear force generated by the ultrasonic wave, which is induced by the 

electrical signal in the thin plate, to overcome the adhesion strength between the ice and the target 

surface. Figure 2-2 illustrates an ultrasonic de-icing device for transmission lines. It is reported 

that this device can avoid not only damaging transmission lines but also improve de-icing 

efficiency and remove ice from the power line [53]. These methods are proven to be energy-saving, 

simple, cheap, applicable on most aircraft, wind turbines, and transmission lines, and can also be 

adapted to most marine and offshore structures [53–57]. 

2.2.2 Thermal techniques 

Thermal ice protection techniques work by applying heat to the target surfaces. These 

methods can be anti-icing techniques when the heat is applied in advance, and the surface 

temperature is maintained slightly higher than the icing point to prevent ice formation on the target 

surfaces. Thermal approaches can also be de-icing techniques to melt ice after it forms on surfaces. 

For example, hot air and steam can be ejected on the targeted surfaces to melt ice. This technique 

is relatively inexpensive and requires minimal instruction, but it often has to be operated by 

workers, and at least three persons are required [5]. Also, the workers are exposed to a harsh 

environment when they operate the de-icing systems. Thermal methods also require additional 
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pipes and rearrangement in different regions. Thus, it is better to use these techniques for short-

term ice prevention [58]. 

High-speed hot water or steam is another option that can provide thermal and mechanical 

abilities to melt and cut large ice accumulated on structures into small blocks. Steam can be 

generated from the boiler or exhaust boiler on ships. The cost mainly depends on the arrangement 

of pipes and the amount of water and steam consumed while de-icing. This technique cannot 

protect the complex superstructures on offshore platforms and vessels [5]. The mechanical and 

thermal shock of high-speed water and steam can break fragile equipment, glass, delicate surfaces, 

and sensitive electronics [5,59]. If not removed in time after de-icing, excess water residuals or 

condensed steam may freeze again, which can lead to slippery conditions on the floors and steps, 

among other hazards. 

 

Table 2-1 The lowest power required for thermal de-icing devices. The table is adapted from a 

previously published paper by the author [21] with the permission of ASME International. 

Power required Areas 

300 W/m2 Open deck, helicopter deck, gangways, stairs, etc. 

200 W/m2 Superstructures 

50 W/m2 Railings with electrical heat tracing pulled inside the tubular steel handrail 

 

Electrothermal techniques can also be good options to address the icing problem for 

offshore structures. It is proposed that these methods be implemented on support structures below 

the main deck, pipe sections, air intakes, bulkheads, hatches (including parts of the lunar basin), 

and the basement deck [23]. One form of electrical heating technique, which is called electrical 

heating tracing (EHT), can be used on offshore platforms. This method is generally easy to design 
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and arrange with high temperatures from 200°C to 593°C. Still, there are limitations with this 

method, including high-runaway temperature and more care required for the circuits due to 

exposure to high temperatures. Table 2-1 presents the lowest energy required in different parts of 

marine vessels and offshore structures [60], and other details are provided in the same reference. 

Other options are electric heating coatings [60–63], pulse interfacial de-icing [5,64,65], and ice 

dielectric heating [66,67], which will be further discussed in the following sections.   

 

Figure 2-3 a) Schematic of the fabrication process and the traditional electrical heating film (HF) 

heating mode. b) The momentary fluorescence images of the ice drop before it was precisely blown 

away on HF. The figure is adapted from [61] with the permission of Elsevier Science and 

Technology Journals. 

 

The traditional heating film (HF) is embedded in the substrate, as shown in Figure 2-3. A 

water film is formed between the ice and the coating surface, as shown in Figure 2-3b, so the 

adhesion of ice is significantly reduced. External forces can easily remove the ice, for example, 

vibration, gravity, wind force, or workforce [61]. The electric heating coating can be applied in 

fibre-reinforced plastic de-/anti-icing systems such as aircraft wings and wind turbines. The 

application on metal surfaces is untested and is quite power-consuming (0.98 W/cm2) when 

Substrate Heating Film Heating Film Pasted 

Substrate Heating Film  a) 

HF 

1 mm 

Wind 

Ice 

Water Film 
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applied to large areas for de-icing [61]. Liu et al. investigated an electric heating coating (EHC) 

[63], as shown in  

Figure 2-4. This coating can significantly reduce the ice adhesion strength, as verified 

experimentally. EHC has a power consumption of 0.89 W/cm2, which is similar to that of HF. 

However, it has the same disadvantages as HF. Its application on ships and offshore structures is 

limited due to the number of metal surfaces on these structures, which can lead to an electric shock 

hazard. 

 

 

Figure 2-4 Schematic of the smooth electrical heating coating (EHC) fabrication. The figure is 

adapted from [63] with the permission of Elsevier Science and Technology Journals. 

 

The infrared anti/de-icing technique can melt and prevent the accumulation of ice and snow 

by heating the ice or target surfaces without direct contact. Figure 2-5 illustrates the infrared de-

icing experiments conducted by Koenig et al. (2011). They found that the melting rate did not 

change significantly over time with regard to ice thickness. Also, the melted water could block 

heat transmission from the infrared heater to the ice-water interface, which can slow down the 

melting rate. Nevertheless, they proposed that ice can absorb the most infrared energy between 0.4 

Electrodes 
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and 20 μm [68]. A small amount of infrared energy with a wavelength greater than 3 μm can be 

transmitted through sub-millimetre-thick ice. 

Consequently, other materials that do not absorb wavelengths longer than about 3 μm must 

be chosen carefully to prevent fire danger [5,68]. However, this is difficult to accomplish. For 

instance, polished aluminium absorbs 10% of incident radiation for a given wavelength, while oils 

absorb 90%. Consequently, greases, oils, and numerous segments in the nacelle can rapidly 

overheat [5]. This situation requires exceptional precautionary safety measures. Emitters can also 

be expensive, and infrared energy may damage surfaces that are intolerant of heat or waves. 

Therefore, locations on offshore structures that can use this technique are limited to walkways, 

stairs, cranes, windlasses, valves, firefighting and rescue equipment, and air intakes. 

 

 

Figure 2-5 Schematic of infrared de-icing experiments by Koenig et al. The figure is adapted from 

[68] with the permission of Elsevier Science and Technology Journals. 
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Pulse electrothermal de-icing methods [5,64,65] warm the interface between the ice and 

the target surface by applying heat as a short pulse rather than continuously (compared to the 

traditional electric thermal techniques). The melted layer of ice acts as a lubricating water film that 

decreases the ice adhesion strength between the substrate and ice. The ice above the thin water 

film can be removed by gravity or other external forces, such as wind, mechanical vibration, or 

workforce. The Pulse Electro-Thermal De-icer (PETD) [64] is shown in Figure 2-6. It melts the 

interface immediately with less heat loss during the short heating (melting) process. This method 

is relatively inexpensive with low power consumption because it requires only a small amount of 

ice to be melted by a short "heat pulse". This de-icing technology can be applied to aeroplanes, 

bridges, car windshields, and refrigerator evaporator coils [5,64,65]. When the PETD is used for 

de-icing, there is a falling ice hazard which requires caution during operation. The potential risk 

of electrical shock should also be considered when this method is applied in offshore environments 

(high humidity) on large-scale surfaces. Also, the application of PETD on metal surfaces has not 

been tested. 

 

 

Figure 2-6 Schematic of a) mechanism of PETD, b) temperature distribution along PETD. The 

figure is adapted from [64] with the permission of Elsevier Science and Technology Journals. 
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Dielectric heating technology is used for food defrosting, and some researchers proposed 

that this can be used for de-icing windows and complex surfaces [66,67]. The application of 

offshore structures is unknown and has not been investigated. Therefore, the dielectric heating 

technique is not recommended for offshore structure de-icing until further research demonstrates 

its feasibility. 

2.2.3 Chemical ice protection techniques 

Chemical anti/de-icing techniques prevent ice accretion using liquid or solid chemical 

compounds that are applied over the surface of a structure to lower the freezing point of the 

subsequent ice/chemical arrangement. This method has been widely used in various fields, for 

example, aircraft, wind turbines, highways, pavement, bridges, and marine and offshore structures. 

Chemical deicers include chlorides, acetates, glycol-based chemicals, and other categories. 
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Table 2-2 Chloride deicers, the table is adapted from a previously published paper by the author 

[21] with the permission of ASME International. 

Name Cost (USD) Working Temp. Pros and Cons 

NaCl $20-40/ton 7 to -10 °C 

Pros: 

Inexpensive, easily applied, and 

active at a warm temperature. 

Cons: 

Operates slowly, corrosive, 

Ineffective. 

CaCl2 $132/metric ton -45 °C 

Pros: 

Hygroscopic, effective in low 

temperatures, operates relatively 

quickly, exothermic. 

Cons: 

Corrosive, slippery residue, 

expensive. 

MgCl2 $0.10/L -15 °C 

Pros: 

Similar to CaCl2 

Cons: 

Corrosive 

 

Chlorides are the most commonly used deicers on highways, pathways, and runways due to 

their low cost and widespread availability [13,14,69–73]. The relatively high corrosivity of 

chlorides has limited their use on marine and offshore structures. Table 2-2 shows the chlorides 

that are available for de-icing [5,23,74], including sodium chloride (NaCl), calcium chloride 

(CaCl2), magnesium chloride (MgCl2) and potassium chloride (KCl). 
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Table 2-3 Acetate deicers, the table is adapted from a previously published paper by the author 

[21] with the permission of ASME International.

Name Cost (USD) Working Temp. Pros and Cons 

(CH3COO)2Mg 
$300-660/metric 

ton 
8 °C 

Pros: 

Low corrosivity 

Cons: 

Expensive, high BOD, 

relatively slow acting at low 

temperature. 

CH3COOK $660/metric ton 26 °C 

Pros: 

Low corrosion rate. 

Cons: 

Damage brakes, damage 

cadmium, high BOD. 

CH3COONa $3.33/L -15 °C 

Pros: 

Effective in deep snow, low 

overall corrosivity. 

Cons: 

Corrosive for aircraft, 

Destructive, 

Expensive. 

 

Due to their lesser corrosivity, acetates have been used on aircraft, highways, and runways 

instead of chlorides. Still, acetates are more expensive than chlorides and have high biochemical 

oxygen demand (BOD), which contributes to water pollution. Three acetates are presented in Table 

2-3 for comparison; magnesium acetate ((CH3COO)2Mg), potassium acetate (CH3COOK), and 

sodium acetate (CH3COOK) [13,14,23,74–78]. Potassium acetate has quite a low corrosive rate 

and can be used on highways and runways, but it is suspected to ruin brakes and cadmium 
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components on aeroplanes. Sodium acetate is also corrosive to aircraft. When sodium acetate 

contacts concrete, it induces alkali-silica reactions and will damage buildings and marine and 

offshore concrete structures [23]. 

 

Table 2-4 Glycol-based deicers, the table is adapted from a previously published paper by the 

author [21] with the permission of ASME International. 

Name Cost (USD) Working Temp. Pros and Cons 

EG $1.30-1.82/L -40 to -46 °C 

Pros: 

Fast effect 

Cons: 

Toxic, slippery, expensive. 

PG Same as EG -40 to -46 °C 

Pros: 

Fast effect, non-toxic. 

Cons: 

High BOD, causes eutrophication in 

water, vapour causes nausea, 

slippery. 

 

Glycol-based deicers are used for aeroplane de-icing and anti-icing prior to taking off. Two 

main glycol-based chemicals are presented in Table 2-4. Ethylene glycol (EG) is rarely used due 

to its toxicity, while propylene glycol (PG) is non-toxic but requires a high BOD value and 

generates eutrophication in water. When PG vapour ventilates into living areas, it can cause nausea 

in individuals. Also, glycol-based liquids can make pathways slippery [13,23,79–82]. 
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Table 2-5 Other deicers, the table is adapted from a previously published paper by the author [21] 

with the permission of ASME International.

Name Cost (USD) Working Temp. Pros and Cons 

HCOONa 
$2000/metric 

ton 
-18 °C 

Pros: 

Low corrosivity and BOD. 

Cons: 

Expensive, damage zinc-coated 

galvanized steel. 

Urea 
$25/25 kg bag 

of pellets 
-4 °C 

Pros: 

Low corrosivity 

Cons: 

Ineffective in low temperatures, high 

BOD, and high aquatic toxicity, 

decomposition releases ammonia gas. 

Sugar-beet-

based 

products 

$0.50/L -32 °C 

Pros: 

Minimal corrosivity, high viscosity. 

Cons: 

Expensive. 

Corn-based 

products 
$1.75/L -40 °C 

Similar to sugar-beet-based products 

Alcohol-

based 

products 

$15.00/ton -18 °C 

Pros: 

Low BOD, residual effect, low 

corrosivity, high viscosity. 

Cons: 

Slippery. 

 

Other deicers used on runways and pavement include sodium formate (HCOONa), urea, and 

sugar-based chemicals. Further details are presented in Table 2-5. Sodium formate requires low 

BOD and has a lower corrosion rate, but this product can damage zinc-coated galvanized steel and 
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is only available in the solid-state [73,83]. Urea has a low corrosion rate but demands high BOD, 

has high aquatic toxicity, and can also release ammonia gas during decomposing[13,84]. Sugar-

based products are produced by agriculture, such as sugar beets, corn, and alcohol. These products 

have minimal corrosivity and perform well at low temperatures [11,13,14,85,86]. Although they 

are expensive, sugar-based products can be used on marine and offshore for de-icing purposes. 

The advantages of these products include their high viscosity, minimal corrosivity, effectiveness 

in low temperatures, and residual effectiveness between storms [23]. 

2.3 Passive ice protection techniques 

Passive techniques rely on the physical properties of the target surface to dispose of ice or 

stop ice aggregation without external energy sources. The idea is to create and maintain the 

icephobicity properties of the target surfaces. These strategies aim to reduce operational costs and 

keep structures free from ice without requiring power or other control systems. There are many 

passive ice protection technologies, for example, the air/oil/water film isolating technique. In this 

section, seven passive techniques have been reviewed. 

2.3.1 The air film isolating technique 

The air film isolating surfaces can cause water droplets to bounce off from the surface before 

freezing, therefore preventing ice formation. When the ice forms on these surfaces, the ice 

adhesion strength could be lowered by the air pockets so that the ice can be removed easily by 

external forces, for example, gravity, vibration, and workforce [87–89]. The air pockets also 

reduce heat conduction between the sub-freezing solid surface and the overlying droplet [7], 

preventing or delaying the icing process. As shown in Figure 2-7, air film isolating surfaces are 

usually designed to have patterned structures inspired by lotus leaves and water striders. These 

structures allow air to become trapped between the surface and the liquid above. 
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Figure 2-7 The Cassie-Baxter model (θs is the apparent static contact angle). The figure is adapted 

from a previously published paper by the author [21] with the permission of ASME International. 

 

Further, when a water droplet impacts a hydrophobic surface, it spreads significantly less than 

on a hydrophilic surface. The reduced contact area between the cold surface and the droplet 

decreases the overall heat transfer rate between the two, leading to an icing delay [90,91]. Some 

scholars verified that air film isolating surfaces could also decrease ice adhesion. Therefore, the 

ice can be manually removed more efficiently or even by gravity [87,89,92–95]. Some other 

researchers argue that these structured surfaces can increase ice adhesion strength significantly 

when the water droplet impacts the surfaces and presses the air out of the microstructures, which 

means a Cassie–Baxter to Wenzel state transition [6]. This transition can occur in humid 

environments, such as offshore ones. When this happens, ice formed on the structured (roughened) 

surface is much more firmly attached to these surfaces than on smooth surfaces because the 

roughness can increase the ice adhesion strength after the droplet freezes on the surfaces [51,96]. 

The relative humidity of the atmosphere can also severely influence surface icephobicity because 

of excessive condensation in humid environments [97]. Condensation can create a thin water film 

over the designed surfaces. Therefore, sea spray or atmospheric icing occurs on the thin condensed 

water film rather than on the designed superhydrophobic surfaces, leading to surface failure for 

θs 
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ice protection. Extreme conditions in harsh environments can also damage the micro and 

nanostructures, for example, volume change while freezing, high pressure, corrosion, and the 

effect of shear stress. Ice adhesion strength increases up to three times [98]. 

2.3.2 The oil film isolating technique 

The oil film isolating technique is also known as the slippery liquid-infused porous surfaces 

(SLIPS) [99,100]. The technique has been proposed to tackle the micro and nanostructures of 

superhydrophobic surfaces damaged by extreme conditions. For example, severe condensation can 

lead to the failure of the anti-icing performance of superhydrophobic surfaces in high-humidity 

environments. SLIPS is smooth, without surface defects, and can be self-repaired by capillary 

forces. It has been reported that the SLIPS present excellent superhydrophobicity, and the contact 

angle hysteresis is lower than 2.5° [100]. Due to the lubricated features, SLIPS can also prevent 

water droplets from pinning on the surfaces [101]. Even in an environment with relative humidity 

higher than 60%, SLIPS-coated substrates remain ice/frost-free by effectively shedding condensed 

water droplets [100]. However, the drain of lubricating liquid will lead to the loss of 

superhydrophobicity and ice prevention ability of the SLIPS when the lubricant in the porous 

structure is depleted [101–103]. Kim et al. presented the aluminium-based SLIPS and evaluated 

their anti-ice and anti-frost properties [99]. The results demonstrated that this aluminium-based 

SLIPS could significantly reduce ice accumulation and ice adhesion strength. However, ice was 

still generated on the surface because several droplets were pinned on the defect points of the 

surface and eventually solidified into large ice beads. Coady et al. found that the UV-cured 

polymer networks infused technique can improve the icephobicity and longevity of the SLIPS [93]; 

however, its abrasive and corrosive characteristics are still unknown. Liu et al. tested the durability 

of their SLIPS (a heptadecafluorodecyl trimethoxysilane-fluorinated hierarchically micro-
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structured silicone rubber surface), and the freezing time of water droplets significantly decreased 

after two freezing and melting cycles due to the gradual depletion of the lubricant [104]. 

SLIPS can be applied for potential marine and offshore applications on superstructures, radar 

systems, handrails, and windows (since SLIPS can be fabricated for optical transparency) [100]. 

SLIPS may not be applied on decks, stairs, work areas, or lower structures because of the unknown 

abrasive, corrosive performance [93,104] and its potential to cause slipping hazards. 

2.3.3 The water film isolating technique 

Some researchers argue that wettability is not a significant factor for ice protection. In contrast, 

the adhesion strength between the ice and the surfaces is the most critical parameter [105,106]. If 

the adhesion strength is very low, ice formed on these surfaces (not always hydrophobic; instead, 

some surfaces are hydrophilic) can be shed off by gravity, wind, or natural/mechanical vibrations. 

Therefore, Chen et al. [106] produced self-lubricating liquid water layer (SLWL) coated surfaces 

inspired by ice skating. When ice forms on these water film isolating surfaces, the ice can be blown 

away by the wind since the ice adhesion strength is reduced to 30.0 kPa. This result occurs because 

the water film has separated the ice and the substrates, which decreases the adhesion strength of 

the ice, similar to what occurs when ice skating [107,108]. 

The fabrication of SLWL coated surfaces is similar to the production of air isolating 

superhydrophobic surfaces or SLIPS. First, a pattern is produced on the top of the surface via 

mechanical or chemical methods. Then, an intermedia chemical (dipping, spraying, or grafted) is 

introduced to the base metal and the SLWL as a connection. For example, Chen et al. [106] used 

hygroscopic polymer; and Dou et al. Dou et al. (2014) coated polyurethane as the anti-icing layer, 

which is a hydrophobic core-hydrophilic corona coating. The hydrophobic core-hydrophilic 
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corona coating can absorb the water from the moisture or melted ice overlaying it, forming the 

SLWL. 

The anti-icing coating with water film isolation can be applied to substrates of different 

materials, for example, metals, metal alloys, ceramics, and polymers. It is also more competitive 

with other methods due to its excellent self-healing features in high humidity [106,108]. The 

SLWL can decrease ice adhesion strength by one order of magnitude compared with 

superhydrophobic surfaces. SLWL can also work well, even when the ambient temperature 

reaches -53 °C [108].  

SLWL may be applied to offshore oil transmission pipelines, marine vessel superstructures, 

and vessel shells and structures close to water. This technique is unsuitable for stairs, work areas, 

and handrails due to potential slipping hazards. Areas on board with electrical and power 

transmission equipment must be avoided due to wet conditions, creating electric shock hazards. 

2.3.4 The phase change material technique 

A phase change material (PCM) absorbs heat and stores it in the form of latent heat. At a 

specific temperature range, the phase change occurs. The material can later release the stored heat 

to maintain the surface layer within a particular temperature range [109,110].  

The applications of PCMs include thermal energy storage [110–112], waste heat recovery, 

thermal protection of electronic devices, batteries [90], and undersea pipelines [113]. It can 

potentially be applied for ice protection in cold regions [114–117]. For example, Duan and Naterer 

showed that a PCM layer could protect the ground layer in a power transmission line foundation 

in permafrost regions [118]. Cocu et al. found that n-tetradecane-type paraffin waxes with a 

solidification temperature of 2ºC or 5ºC can delay water freezing on tested pavement materials; 

however, the thermal effect is limited [114]. 
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Phase-switching liquids (PSL) are PCMs in the liquid phase at room temperature with 

solidification points just above 0 °C (the icing point). The PSL stays in the solid phase away from 

the condensed droplets on supercooled surfaces but switches into the liquid phase in their 

immediate vicinity by absorbing the latent heat from condensation. Therefore, the icing nucleation 

process of the condensed water droplets can be delayed when they are in contact with the PSL on 

a supercooled substrate [117]. 

 

Table 2-6 The properties of PSLs [117], the table is adapted from a previously published paper 

by the author [21] with the permission of ASME International.

Materials Abbreviation 
Molecular 

Formula 

Melting 

point (ºC) 
Safety 

Cyclohexane SCh C6H12 6.52 
Flammable/ irritant/ health 

hazard/ environmental hazard 

Cyclooctane SCt C8H16 14 Flammable/ health hazard 

Anhydrous benzene SB C6H6 5.53 
Flammable/ irritant/ health 

hazard 

Tetradecane ST C14H30 5.86 Health hazard 

Pentadecane SP C15H32 9.96 Health hazard 

Hexadecane SH C16H34 18.19 Health hazard 

Dimethyl sulfoxide SD (CH3)2SO 18.52 Explosion hazard/ irritant 
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Figure 2-8 The key findings of Chatterjee et al. 2019: a) optical transparency of PSLs on aluminium surfaces (scale bar: 1 cm); b) SEM 

images at 45º (scale bar: 25 μm); c) optical microscopy images of typical condensation behaviour on corresponding bulk S-PSL 

(solidified PSL) surfaces at Tpel = −15 °C, RH = 80% (scale bars: 200 µm); d) S-PSL surface roughness (left, "Average roughness" is 

the arithmetic mean of absolute height shifts about the mean reference plane while "Z-roughness" denotes the distance between the 

highest peak and lowest valley on the surface) and condensation–frosting performance of various bulk S-PSLs (right) cooled to T = 

−15 °C in 80% RH environment. The figure is adapted from [117] with the permission of John Wiley and Sons – Books. 
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The first step in fabricating the PSL surface is to have a substrate roughened via mechanical 

or chemical methods to achieve a patterned structure and increase the adhesion strength between 

the PSL and the base materials. Second, the superfluous PSL spreads out to cover the textured 

surfaces completely. Then, the coated substrate is spun to remove excess liquid and achieve 

uniform impregnation, followed by a gravity-shed method to further remove excess liquid. [117]. 

Seven different PSLs have been listed in Table 2-6. These tests confirmed that the PSLs could 

significantly delay frost and ice formation on the target surface, as shown in Figure 2-8. Also, the 

PSLs are resilient to mechanical damage and can self-heal in nature [117]. Despite the excellent 

icing delay performance, some of the listed PSLs are unsafe to use. Most PSLs are flammable and 

will lead to environmental and health hazards. Also, durability is a problem under some 

circumstances; for example, the PSLs can be evaporated in warmer weather conditions. Further 

investigation is required to develop PSLs optimized for offshore and marine harsh environment 

applications. 

2.3.5The photothermal techniques 

The photothermal technique is a de-icing method that uses solar radiation or auxiliary 

illumination sources (LEDs or infrared lamps). As illustrated in Figure 2-9, a top absorber layer 

on the surface traps incoming sunlight and converts it to heat. A thin water film is then created 

from the melted ice at the interface. This water film is slippery; thus, the overlying ice can slide 

off from the substrate. The absorber can continue to trap light to maintain or increase the surface 

temperature, which can prevent ice accretion and improve anti-icing performance [119–122]. Solar 

energy is renewable and is usually considered a passive ice protection technique. Dash et al. (2018) 

investigated the "photothermal trap" by leveraging solar illumination to achieve icephobicity on a 

base substrate. Three layers are attached to the substrate, as shown in Figure 2-9. These three layers 
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are the absorber (radiation absorption layer), the thermal spreader (heat dissipation layer), and the 

insulator (heat insulation layer). The absorber can trap the incident energy from artificial light or 

the sun, and then the local heat can transfer laterally through the spreader with a short response 

time. The insulator also helps minimize the heat dissipating to the corresponding substrate. 

In some situations, these layers can either be bonded together and then attached to the targeted 

substrate surfaces or sprayed onto the target surfaces. Therefore, the photothermal technology can 

be integrated with existing offshore structures and allow remote de-icing and large-scale protection 

[120,121]. 

The photothermal materials absorb light irradiation to warm the surface above the freezing 

point. The melting of a thin layer of ice can significantly decrease the adhesion strength between 

the ice and substrate, and the rest of the ice cap can be removed by gravity or moderate wind power 

[108,121]. The techniques can be applied on antennas and radar, walkways, stairs, cranes, 

windlasses, valves, firefighting and rescue equipment, and air intakes. This technology can only 

be applied in areas exposed to direct sunlight or with additional illumination (LEDs or infrared 

lamps) [121]. The additional illumination can be more expensive than other active ice protection 

methods, such as direct heating. Ice can also form during the night or day with poor weather 

conditions. Further investigation is required to apply this method to offshore structures and marine 

vessels. 
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Figure 2-9 Schematic of the "photothermal trap" designed by Dash et al. 2018 and the heat transfer 

within incident light, overlaying ice cap, and the "photothermal trap." The figure is adapted from 

[121] with the permission of the American Association for the Advancement of Science. 

 

2.3.6The low-interfacial toughness (LIT) material 

The low-interfacial toughness (LIT) materials/coatings can eliminate the adhered ice on 

surfaces [123]. The testing results demonstrate that this technique is suitable for large area ice 

protection applications. An increase in surface area for the previously discussed surfaces with low 

ice adhesion strength will increase the external force required for de-icing. Therefore, the low 
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adhesion strength surfaces may not suit de-icing applications for a large area. The external force 

required to remove ice on surfaces with low-interfacial toughness is minimal and independent of 

the surface area. LIT materials have been developed (LIT PS, LIT PVC, and LIT PDMS) with 

interfacial toughness of 5.9 ± 1.0 × 10-4 J/m2, 1.2 ± 0.04 × 10-1 J/m2, and 1.2 ± 0.14 × 10-4 J/m2, 

respectively [123]. They found that there is a critical bonded length, Lc. When the accretion ice is 

longer than this critical bonded length, the force required for de-icing is constant and independent 

of the area of the interface. The bounded lengths for LIT materials (LIT PS, LIT PVC, and LIT 

PDMS) are 4.5 ± 2.8 cm, 4.3± 0.9 cm, and 6.7 ± 3.2 cm, respectively. Also, the lower thickness of 

the LIT coating leads to lower interfacial toughness between the ice and the coating [123]. These 

materials/coatings can be promising for offshore structure ice protection in large surface areas. 

They could be applied to superstructures, decks, ship hulls, walkways, stairs, cranes, windlasses, 

firefighting and rescue equipment, and air intakes. However, more efforts are required to evaluate 

the durability of these materials.  

2.4  Approaches to fabricating air film isolating surfaces on different base 

materials 
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Table 2-7 Fabrication of surfaces by the top-down technique.

Method Reference Icephobic property 
Droplet 

volume 
θs (°) θsl (°) Substrate material 

Wet 

chemical 

etching 

[124] Ice nucleation delay 5 μl 160 1 1045 steel 

[125] - 4 μl 159.9/ 146.6 - 304/ 316 stainless steel 

[126] - - 158 - Aluminium 

[127] Ice nucleation delay - 161.9 6.8 1060 Aluminum 

[128] - - 168 2 304 stainless steel 

[129] - - 167 3 2024 aluminium 

[130] - - 167.9 6.3 Aluminium 

[131] - - 170.5 ~5 Aluminium 

Dry 

etching 

[132] - - 156.3 - Glass 

[133] 
Ice nucleation delay/ 

ice adhesion reduction 
5 μl 169 - Quartz 

[134] - - 165.7 - Silicon 

 Laser 

irradiation 

[135] - - 165 - Titanium 

[136] - - 158 4 Platinum 

[137] - - 170 - Polycarbonate based compounds 

[138] - - 155.8 - 1060 aluminium 

[139] - - 153 - Ti-6Al-4 V titanium alloy 

[140] - - 152 - 14-4 PH stainless steel 
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Table 2-8 Fabrication of surfaces by the bottom-up technique. (IND: ice nucleation delay, IAR: ice adhesion reduction.) 

Method Reference Icephobic property Droplet volume θs (°) θsl (°) Substrate material 

Spray coating 

[141] - - 155.5 1.5 Glass 

[142] - 10 μl 171.4 5 Glass 

[143] - 5 μl 155 - Cotton fabric 

[144] IND 5 μl 158 2 1045 steel 

[145] IND/ IAR/ Anti-frosting 4 μl 155.3 - Aluminium 

Electro-spinning 
[146] Anti-forsting - 148 - (Membrane) 

[147] - 10 μl 163 3 (Membrane) 

Spin-coating 

[148] - 5 μl 158 2 Aluminium 

[149] IND 4 μl 167 5 Glass 

[95] IND / IAR 5/ 10 μl 153 14.3 Fe foil 

[150] - 10 μl ~174 - Glass 

Dip-coating 

[151] - 1 μl 150 - Glass 

[152] IND 4 μl 153.3 6.5 Glass 

[153] - 4~7 µl 174 4 Glass 

Electro-depositing 

[154] - 5 μl 140 - 17-4 PH stainless steel 

[155] - 8 μl 170 ~0 Zinc 

[156] - 6 μl 155.4 6.5 Graphite 

[157] - 4 μl 158.4 2 AZ31 magnesium alloy 
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There are many approaches to fabricating air film isolating surfaces on different base 

materials. These base materials can be silicon [134], aluminum [126–131,138,145,148], steel 

[124,125,128,140,154], glass[132,133,141,142,149–153], titanium [135,158] and other materials 

[95,134,136,137,143,156,157,159]. Overall, there are three strategies for fabrication: top-down, 

i.e., top-down, bottom-up, and hybrid methods. Some of the most common top-down methods are 

listed in Table 2-7. These methods fabricate micro, nano, or micro-nano hierarchical structures by 

removing materials from the substrate through chemical etching, laser irradiation, and sandblasting. 

The bottom-up techniques are listed in Table 2-8. These techniques add a coating or generate micro, 

nano, or micro-nano hierarchical structures on the base materials through spray-coating, dip-

coating, electrodeposition, electrospinning, and spin-coating electrodepositing. The hybrid 

approach combines the top-down and bottom-up methods in various ways. 

2.5 Summary 

More effective ice protection techniques are required for structures operating in harsh or 

Arctic marine environments. We evaluated most of the ice protection techniques that can be 

applied to offshore structures and vessels. These techniques have been divided into three categories: 

active techniques, passive techniques, and hybrid techniques. Active ice protection methods 

require extra energy supply, which demands extra space to install energy suppliers and is more 

expensive than passive methods in the long term.  

At the same time, the passive ice protection techniques require no extra energy supply. Instead, 

they prevent or delay icing or reduce ice adhesion through surface icephobic properties. These 

technologies can significantly reduce operational costs. However, most passive techniques have 

limitations; for example, air isolating film surfaces are intolerant of high-humidity environments. 

Also, lubricants of oil isolating film surfaces, such as SLIPS, can be depleted after multiple 
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freezing and melting cycles. The water film lubricating layer can be slippery and potentially create 

slipping hazards for individuals working on the surfaces. The application of phase change 

materials (PCMs) for offshore structures depends on the properties of the materials being used. 

PSLs can not be applied to marine facilities due to safety considerations. The newly proposed LIT 

materials/coatings are promising passive ice protection technologies; however, the durability of 

LIT materials requires further investigation. Regardless of these limitations, the low operational 

costs are more important from an engineering perspective. In this research, air isolating film 

surfaces will be used to analyze the water droplet impact and freezing process. A hybrid approach 

that combines the top-down and bottom-up techniques will be applied to fabricate the stainless 

steel samples and use them to analyze the droplet wetting behaviours, impact dynamics and 

freezing delay on these manufactured surfaces. 
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Chapter 3 Surface Fabrication and Characterization3 

3.1 Introduction 

In this study, two primary fabrication processes, which are mechanical machining and 

electrochemical coatings, will be applied since these techniques are commonly used in the industry 

for surface treatment. Section 0 demonstrates the sample preparation for this study. Section 3.2 

shows the approaches for the characterization of the fabricated sample surfaces. Section 3.3 

presents the summary of this chapter. Stainless steel sample preparation 

3.1.1 Mechanical machining 

Most studies have been conducted to develop regularly patterned superhydrophobic surfaces 

[90,140,160,161]. Although patterned surfaces with air gaps can effectively reduce direct contact 

with water [140,160–162], they are not easily produced on an industrial scale [163]. However, the 

sandblasting technique has been applied on large metal surfaces to increase the surface roughness, 

allowing air pockets between water droplets and surfaces. This technique is widely used in the 

industry for preparing metal surfaces before painting and is readily applied on a large scale 

 
3 The main content in this chapter is a part of a previously published paper (K. Shi, X. Duan, Freezing delay of water 

droplets on metallic hydrophobic surfaces in a cold environment, Appl. Therm. Eng. 216 (2022) 119131.) The author 

of this thesis is the first author of the published paper. The first author conducted an experimental study on the freezing 

delay of water droplets on metallic hydrophobic surfaces in a cold environment, identified the research topic, analyzed 

data, prepared the manuscripts and the corresponding revisions. Dr. Xili Duan, as the second author, provided his 

professional suggestions on this topic and assisted in preparing the manuscript and the corresponding revisions. 
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Figure 3-1 The image for a 30 × 30 × 0.8 mm stainless-steel tile. 

 

The testing substrates are 30 × 30 × 0.8 mm stainless-steel tiles (SAE 630/17-4, McMaster- 

Carr), as shown in Figure 3-1. A micro-abrasive sandblaster (Problast-8008, Vaniman 

Manufacturing) is used for sandblasting treatment of the stainless-steel tiles, as shown in Figure 

3-2. The sandblasting media is Al2O3 (White Fused Alumina, Vaniman Manufacturing) in two 

sizes, i.e., 100 μm and 250 μm. 

 

Figure 3-2 Vaniman Problast-80008 micro-abrasive sandblaster 
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Figure 3-3 Representative the schematic of the sandblasting procedures. 

 

Before sandblasting, all samples are cleaned by sonication in ethanol (95%, Commercial 

Alcohols, Inc.) and then placed into an ultrasonic cleaner with ultrapure water (Barnstead, 18.2 

MΩ·cm) for 10 minutes independently. Ultrapure water is water that has been purified to 

uncommonly stringent specifications. Ultrapure water is a term commonly used in manufacturing 

to emphasize the fact that the water is treated to the highest levels of purity for all contaminant 

types, including organic and inorganic compounds; dissolved and particulate matter; volatile and 

non-volatile; reactive and inert; hydrophilic and hydrophobic; and dissolved gases. The ultrapure 

water used eliminates other factors or contaminants in the tape water that may influence the surface 

fabrication and experimental results. 18.2 MΩ̇·cm is the resistivity of the ultrapure water. In other 

words, the tendency of water without ions to resist conducting electricity. The unit of measure is 

the megohm⋅centimetre (MΩ⋅cm). It is generally used for high-purity water. The theoretical 

maximum is 18.2 MΩ⋅cm at 25°C. The higher the ionic content - the lower the resistivity, and the 

lower the ionic content - the higher the resistivity. 

After the sonication, the samples are dried in the air at room temperature. During sandblasting, 

the blast pressure remained constant at 100 psi. At the same time, the nozzle tip was held 

approximately 1 cm from the target surfaces. Each sample was sandblasted, following the steps 

Vertical Horizontal Diagonal Completed 
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shown in Figure 3-3, to receive an optical uniform surface finish. After the sandblasting, all the 

samples were cleaned by sonication with the procedure described earlier and dried in air at room 

temperature. Figure 3-4 illustrates the optical images of the surfaces after sandblasting. 

 

Figure 3-4 The optical images of sample surfaces after a) sandblasting with the 100 μm Al2O3 

blasting media and b) sandblasting with the 250 μm Al2O3 blasting media. 

 

3.1.2 Chemical coatings 

In this stage, Zinc electrodeposited layer followed by stearic acid coating is used to decrease 

the surface energy and fabricate (super)hydrophobic surfaces. Figure 3-5 illustrates the 

experimental setup for the electrodeposition and the procedure to add the stearic acid coating. 

 

a) b) 



 

42 

 

 

Figure 3-5 The experimental setup of electrodeposition. 

 

Before the electrodeposition, two primary solutions are required. One is a 50 ml electrolyte 

solution of 1.56 g zinc chloride (ZnCl2) (ACS grade, 97.0%, Caledon) and 9.27 g Ammonium 

Chloride (NH4Cl) (ACS grade, 99.5%, ACP) in ultrapure water (Barnstead, 18.2 MΩ cm), and the 

other is a 45 ml ethanol-based solution (95%, Commercial Alcohols, Inc.) of 0.11 g stearic acid 

(95.0%, Sigma-Aldrich). The electrolyte pH is adjusted to 8.5 by adding NaOH (ACS grade, 

97.0%, ACP) to the solution. After reaching the desired pH, 0.01 g polyethyleneimine (PEI, a 

variable mass polymer with a repeat unit mass of 42.03 amu) is added as a surfactant. The 3 cm × 

3 cm working electrodes are cleaned by sonication in ethanol (15 min, 95%, Commercial Alcohols, 

Inc.), then in ultrapure water (15 min, 18.2 MΩ̇ cm, Barnstead), dried in air at ambient temperature. 

The counter electrode is carbon felt (99.0%, Alfa Aesar). The deposition potential is reported 

relative to a saturated calomel (SCE) reference. Electrodeposition is carried out at constant 

potential (-1.50 V for non-sandblasted samples or −1.55 V for sandblasted samples vs. SCE) for 

10 min at room temperature while stirring at 200 rpm. 
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Figure 3-6 The optical images of sample surfaces after a) the original surface electrodeposited with 

zinc layer and coated with stearic acid, b) the surface with 100 μm Al2O3 sandblasting then 

electrodeposited with zinc and coated with stearic acid, c) the surface with 250 μm Al2O3 

sandblasting then electrodeposited with zinc and coated with stearic acid. 

 

After the deposition, the sample is rinsed with ethanol and immediately immersed in the 

ethanol-based solution of 0.11 g stearic acid (95.0%, Sigma-Aldrich) for 10 min, as shown in 

Figure 3-5. After that, the sample is finally rinsed with ethanol and air-dried before testing. Figure 

3-6 illustrates the optical images for electrodeposited samples. As shown in Figure 3-6a, Figure 

3-6b and Figure 3-6c, approximately 1/3 of each sample (on the upper side) is not electrodeposited 

since this part of the sample is used to connect the working electrode. 

3.1.3 Summary 

In summary, six samples (including the original, untreated sample) are fabricated by several 

fabrication methods, including sandblasting (S), Zinc electrodeposition (ED), stearic acid coating 

(SA), and their combinations are used to achieve different water wettability on the stainless-steel 

surfaces. Table 3-1 shows the samples and the corresponding surface preparation methods. 

 

a) b) c) 
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Table 3-1 Testing samples and fabrication methods

Sample Name Preparation 

ON The original non-treated stainless-steel tile as the controlled sample 

100S Sandblasted with the 100 μm Al2O3 blasting media. 

250S Sandblasted with the 250 μm Al2O3 blasting media. 

ED-SA 
The non-treated stainless-steel tile with Zinc electrodeposition, followed by 

stearic acids coating and other steps described below.  

100S-ED-SA 

Sandblasting pre-treatment with the 100 μm Al2O3 blasting media, then 

electrodeposition with Zinc, followed by stearic acids coating and other 

steps described below. 

250S-ED-SA 

Sandblasting pre-treatment with the 250 μm Al2O3 blasting media, then 

electrodeposition with Zinc, followed by stearic acids coating and other 

steps described below. 

 

3.2 Surface characterization 

3.2.1 Scanning electron micrograph 

The scanning electron microscope (SEM, model FEI MLA 650F, using secondary electron 

imaging (SEI)) is used to examine the surface topology of all sample surfaces. The scanning 

electron micrographs are illustrated in Figure 3-7. Features on all sandblasted surfaces are irregular, 

as expected due to the sandblasting pre-treatment. A comparison of Figure 3-7a and Figure 3-7b 

indicates that some needle-like zinc is attached to the coated surface, which may increase the 

surface roughness. The coated surfaces (Figure 3-7c and Figure 3-7d) have more round surface 

features than surfaces with no coating but have undergone the same blasting process (Figure 3-7e 

and Figure 3-7f). It is not possible to assess the height of surface features based on greyscale 

differences in these SEM images since the contrast is not based on height but rather on the number 

of secondary electrons collected at the detector. 
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Figure 3-7 Scanning electron micrographs of the stainless steel sample surfaces: a) ON, b) ED-SA, 

c) 100S-ED-SA, d) 250S-ED-SA, e) 100S, f) s250S. (The scale bar is only applicable to the SEM 

images). The inserted images on the top left corner are optical images of the surfaces. The locations 

for SEM images are randomly selected in the red box (area of study) from the sample surfaces. 

 

Other instruments well-suited to assessing surface roughness (such as a profilometer or 

atomic force microscope) are inappropriate for these samples because their mechanical probes 

cannot track intricate surface topography, such as undercuts and steep features. The lateral scale 

a) ON b) ED-SA 

c) 100S-ED-SA d) 250S-ED-SA 

e) 100S f) 250S 
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of the surface features shown in Figure 3-7 (~10–100 μm) is significantly smaller than a typical 

drop diameter in the experiments (Di = 3.26 ± 0.41 mm), which presents in Chapter 5. 

3.2.2 Surface wettability 

A contact angle measuring system (OCA 15EC, DataPhysics), as shown in Figure 3-8, is used 

to characterize the static and dynamic contact angles for droplets of ultrapure water (Barnstead, 

18.2 MΩ̇ cm). The measurement system consists of a backlit, an adjustable staging area, a 

software-controlled liquid dosing system, and a camera (USB-Wide-VGA camera, maximum 

resolution 752 × 480 pixels, 6× optical magnification, distortion is smaller than 0.05%, maximum 

sampling rate 15 fps). The syringe-based dosing system used a BD PrecisionGlide 26 G × 1/2 

hypodermic needle (diameter = 0.45 cm).  

 

Table 3-2 Measured water wettability on the testing samples

Name θs (°) θa (°) θr (°) CAH (°) 

ON 91 ± 6 100 ± 5 61 ± 5 39.35 

100S 108 ± 15 102 ± 5 58 ± 5 44.20 

250S 106 ± 6 106 ± 6 68 ± 5 37.98 

ED-SA 147 ± 2 157 ± 2 118 ± 5 38.99 

100S-ED-SA 151 ± 2 156 ± 4 125 ± 3 31.17 

250S-ED-SA 149 ± 4 157 ± 6 120 ± 9 36.96 

 

Each measurement placed a water droplet with the same volume (20 μl) at a random location 

in the red box on the target sample surfaces, as shown in Figure 3-9. The “plynom fitting” method 
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was used in the static contact angle measurement because this method is proven effective for the 

asymmetrical water droplet on irregularly roughened stainless-steel surfaces. 

 

 

Figure 3-8 Dataphysics OCA 15EC contact angle measurement system, including a backlit, an 

adjustable staging area, a software-controlled liquid dosing system, and a camera. 

 

The dynamic contact angle is required to determine the contact angle hysteresis (CAH). The 

advancing contact angle (θa) and receding contact angle (θr) are measured using the volume change 

method, which means adding and removing liquid to and from a sessile droplet on a horizontal 

surface. The SCA 20 software is configured to add liquid to and then remove liquid from the droplet 

within a specified time interval. Throughout the process, the software automatically tracks and 

records the changes in contact angles as the droplet volume increases and decreases. The syringe 

is moved downwards until the needle tip is approximately 1 to 2 mm from the sample surface, and 

a 10 µl droplet is dispensed over the surface to measure θa and θr. While the needle was still in the 

Camera system 

Droplet dosing 

Adjustable 

sample stage 

Stand 
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water droplet, adjusting the needle to the middle of the droplet, then 10 μl of water is added at a 

rate of 2 μl/s to obtain θa. After several seconds, the 10 μl of water is removed at a rate of 2 μl/s to 

obtain θr. CAH is calculated as the difference between θa and θr. Static and dynamic contact angles 

are measured at five positions on each sample. The results are averaged to account for any surface 

structure or composition irregularities and are represented in Table 3-2. 

 

 

Figure 3-9 The contact angle measurements of a 20 μl sessile water droplet (on the top right corner) 

placed at a random location in the red box on a) ON, b) ED-SA, c) 100S-ED-SA, d) 250S-ED-SA, 

e) 100S, f) 250S. (The scale bar only applies to sample surface images, not the droplets). The static 

contact angle (average values with uncertainty) for each sample is provided at the bottom left 

corner of each picture. 

a) θ
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 = 91 ± 6° 
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d) θ
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 = 149 ± 4° 

 

e) θ
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 = 108 ± 15° f) θ

s
 = 106 ± 6° 
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3.3 Summary 

The material and size of the samples used for experiments are 30 × 30 × 0.8 mm stainless-

steel tiles. The fabrication process includes sandblasting, Zinc electrodeposition, stearic acid 

coating, and their combinations, which are used to achieve different water wettability on the 

stainless-steel surfaces. The static and dynamic contact angles of water droplets in contact with all 

samples are characterized using the contact angle measuring system (OCA 15EC, DataPhysics). 

The scanning electron microscope (SEM, model FEI MLA 650F, using secondary electron 

imaging (SEI)) is used to examine the surface topology of all sample surfaces. However, the other 

instruments suitable for evaluating surface roughness (for example, profilometers or AFM) are not 

suitable for these samples as their mechanical probes cannot track complex surface topography 

features such as grooves and steepness. 

The combination of electrodeposition and sandblasting significantly increases the static 

contact angle, from 91 ± 6° (ON) to 151 ± 2 (100S-ED-SA), and both techniques can be used on 

an industrial scale. Before investigating the droplet impact dynamics and freezing delay, the 

dynamic wetting behaviours on the irregularly roughened metal surface should first be investigated. 

The methodology and outcomes can be found in the following Chapter 4. 
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Chapter 4 Dynamic Wetting of Irregularly Roughened Surfaces4 

4.1 Introduction 

Unlike intentionally patterned surfaces, sandblasting produces surfaces with irregular 

roughness, which has not been studied as intensively in the literature [164]. However, 

investigations of the static contact angles on irregularly roughed silicon surfaces show that the 

Wenzel (fully wetting) and Cassie-Baxter (partial wetting) models do not explain static contact 

angles on irregularly roughened surfaces [165,166]. In this chapter, the experimental study 

identified difficulties in quantifying dynamic wetting behaviour, demonstrating that static contact 

angles alone are insufficient to characterize randomly roughened surfaces and that sliding angles 

and contact angle hysteresis data are needed [167]. 

The experiments emphasize that standard metrics for dynamic wetting behaviour are 

insufficient to study water on surfaces with irregular roughness. To do this, the experiments report 

details of droplet shape variations on coated sandblasted steel, based on varying the incline angle 

of the surface on which the drop sits. In doing so, the results identify droplet pinning and depinning 

events. The following analysis explains why this leads to significant inherent complications in the 

 
4 The main content of this chapter is a part of a previously published paper (K. Shi, J. Elms, X. Duan, K.M. Poduska, 

Droplet asymmetry and wetting dynamics on irregularly roughened surfaces, J. Coatings Technol. Res. 18 (2021) 

911–919.) The author of this thesis is the first author of the published paper. The first author measured the dynamic 

wetting behaviour of water droplets on the target surfaces using the sliding droplet method, identified the research 

topic, analyzed the corresponding data,prepared the manuscripts and the corresponding revisions. As the second author, 

Justin Elms measured the dynamic wetting behaviour of water droplets on the target surfaces by volume change 

method, identifying the research topic and analyzing the corresponding data. However, the part of research conducted 

by the second author is not included in this thesis. Dr. Xili Duan and Dr. Kristin M. Poduska, the third and fourth 

author, provided their professional suggestions on this topic and assisted in preparing the manuscript and the 

corresponding revisions. 
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measure of dynamic wetting behaviour on irregularly roughened surfaces. Section 4.2 presents the 

methodology of this experimental study. Section 4.3 shows the characterization of the fabricated 

sample surfaces. Section 4.4 demonstrates the results and discussion of this droplet dynamic 

wetting experiment. Section 4.5 presents the main conclusion from this chapter. 

4.2 Dynamic contact angle measurements 

A contact angle measuring system (OCA 15EC, DataPhysics) in Figure 4-1 was used to 

characterize dynamic contact angles for droplets of ultrapure water (Barnstead, 18.2 MΩ cm). The 

measurement system consisted of a backlit staging area, a syringe liquid dosing system, and a 

camera with 6× optical magnification. The camera is a USB-Wide-VGA camera integrated with 

Dataphysiscs OCA 15EC. The maximum resolution is 752×480 pixels. The image distortion is 

smaller than 0.05%. The sample rate is 15 fps. 

 

 

Figure 4-1 Schematic diagram of the dynamic contact angle measurement setup. 
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This study measures dynamic contact angles using the sliding method, as shown in Figure 

4-2. The surface was tilted until the droplet began to slide (θt), at which point the advancing (θa) 

and receding (θr) contact angles were measured.  

The substrates were cleaned with deionized water for 10 minutes and dried prior to affixing 

them to the tilted base. A certain volume of water (typically 20 μL) was placed on the substrate. 

The camera tracked the shape and position change of the droplet (20 μL) as the substrate incline 

angle was gradually increased from 0 degrees (level) to the sliding point (θt, c, critical tilt angle). 

 

 

Figure 4-2 Schematic diagrams of the sliding method to measure dynamic contact angles 

 

4.3 Surface characterization 

Figure 3-7c, Figure 3-7d, Figure 3-7e, and Figure 3-7f show the representative SEM images 

of the sample surfaces used for dynamic contact angle measurements. These images are for 

substrates used for sliding experiments (100S-ED-SA, 250S-ED-SA, 100S, 250S). Features on all 

surfaces are very irregular, as expected, due to the sandblasting pre-treatment. The coated surfaces 

(Figure 3-7c and Figure 3-7d) appear to have more rounded surface features than the as-blasted 

substrates (Figure 3-7e and Figure 3-7f). It is impossible to assess the height of surface features 

based on grayscale differences in these SEM images since the contrast is not based on height but 

rather on the number of secondary electrons collected at the detector. The other instruments well-
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suited to assessing surface roughness (such as a profilometer or atomic force microscope) are 

inappropriate for these samples because their mechanical probes cannot track intricate surface 

topography, such as undercuts and steep features. The lateral scale of the surface features shown 

in Figure 3-7 (~10–100 μm) is significantly smaller than a typical drop diameter in the experiments 

(~2 mm). 

Furthermore, our droplet diameters are less than the maximum capillary length for water 

under our experimental conditions. To calculate this, we used gravitational acceleration (9.8 m/s2) 

and a temperature of 20 °C to give a water density ρ = 998 kg/m3. Taking the surface tension of 

water to be 72.8 × 10-3 N/m, we find a maximum capillary length λc = √γ/(ρg) = 2.7 mm. 

4.4 Results and discussion 

By comparing our sliding data to a commonly used (Furmidge) model [168], this simple 

model is insufficient to explain the data. 

First, Figure 4-3 shows how gravitational effects influence a tilted droplet. As the substrate 

tilt angle increases, the component of gravity along the surface direction (gsin(θt)) increases. 

However, the component of gravity normal to the surface (gcos(θt)) decreases. When the droplet 

pins, the decreasing normal gravity component (gcos(θt)) causes a contact angle decrease on both 

the leading and trailing parts of the droplet (from θ1 to θ0) in Figure 4-3), while the along-surface 

component (gsin(θt)) causes a contact angle to increase along the leading edge (θled increasing) 

and decrease along the trailing edge (θtra decreasing). 
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Figure 4-3 Schematic of the effect of gravity on water droplet shape while on an inclined surface. 

a) illustrates the actual, anisotropic droplet shape. b) shows the impact of the component of gravity 

normal to the surface, where θ0 is the original contact angle of the drop and θ1 is the contact angle 

after drop deformation due to the component of gravity gcos(θt) increasing. c) represents the effect 

of the component of gravity along with the surface direction gsin(θt), where and θled,0 and θtra,0 are 

the original contact angles, while θled,1 and θtra,1 are the contact angles at the leading and trailing 

edges after drop deformation. 

 

This gravity-induced effect of pinning is visible in our data. Figure 4-4 shows how droplet 

contact angles change as the surface tilt angle increases. For example, the contact angle at the 

leading edge (θled) stays nearly constant as the substrate tilt angle (θt) is increased from 0 to 15°. 

However, the contact angle at the trailing edge (θtra) changes significantly. These trends are 

qualitatively explained in Figure 4-3, and they agree well with the findings of others [169]. 

There is another striking distinction between the trends we see in the advancing and receding 

contact angle data. The statistical uncertainties of the contact angles, as represented by the error 

bars on data points in Figure 4-4, are different: those for advancing contact angles are significantly 

larger (± 2.4°) than those for the receding contact angles (± 0.1°). These fluctuation differences 
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are not an artefact of poor droplet image fitting parameters. Instead, they appear to result from 

inherent asymmetries in droplet pinning on these irregularly roughened surfaces. 

 

 

Figure 4-4 Representative contact angles at the leading edge (θled, red circles) and at the trailing 

edge (θtra, blue triangles) as a function of increasing substrate tilt angle (θt), shown here for (a) 

250S-ED-SA and (b) 100S-ED-SA. Discontinuities in the contact angle trend are labelled as 

jumping points. 

Going beyond the magnitude of contact angle fluctuations, several substrate tilt angles at 

which θtra changed rapidly between successive frames. These points are labelled “jumping points" 

and are circled in Figure 4-4. An image of the droplet at the first jumping point (Figure 4-4a) shows 

that part of the droplet depins but does not yet roll. To accommodate this depinning, the length of 

the base of the droplet decreases slightly (ΔD = 0.03 mm). We note that this distance ΔD is 

substantially more significant than the surface roughness scale (Figure 3-7c and Figure 3-7d) and 

that the uncertainty in all ΔD values is approximately 5%. An image of the droplet at the second 
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jumping point (Figure 4-4b) corresponds to the incline angle at which the droplet begins to slide. 

In this case, the contact points between the surface and the droplet move on both ends of the droplet 

with similar magnitudes: the leading edge advances by ΔDa = 0.05 mm, while the receding edge 

advances by ΔDr = 0.06 mm. 

 

 

Figure 4-5 Representative examples of a droplet on an inclined surface with (a) partial depinning 

and (b) sliding that correspond to the discontinuities circled on the plot in Figure 4-4b. 

For this experiment, a simple (Furmidge) model is applied [168] to demonstrate that the 

droplet pinning that occurs on the irregularly roughened surfaces introduces an additional 

asymmetry to droplets on inclined surfaces. Numerous studies have shown that droplet size, the 

degree of substrate wettability, adhesion between droplet and substrate, and surface roughness can 

affect the sliding behaviour of a water droplet [170–174]. In ideal cases, the sliding angle is 

proportional to the difference between the cosines of the dynamic advancing and receding contact 

angles, based on a simple relation introduced by Furmidge [168]. 

a) b) 
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Figure 4-6 Critical tilt angles from experiments were plotted as a function of the predicted values 

from the Furmidge model, Eq. (4-1), for these two samples. 

 

Here, θt, c is the critical tilt angle at which the droplet slides, m is the drop mass, g is the 

acceleration due to gravity, w is the drop width, γLV is the liquid-vapour surface tension, and θr and 

θa are the receding and advancing contact angles, respectively. The combined mg⋅sin(θt, c) term is 

the gravitational force component that causes the drop to move. 

Figure 4-6 shows poor agreement between the experimental data and the model. All 

experimental data shows a higher critical tilt angle than Eq. 5 would predict. There is no significant 

difference in the results between the two samples, even though they were roughened with different 

sizes of sandblasting media. Also, the experimental data are approximately parallel to the model. 
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Furmidge’s model is based on the force balance. The along-surface gravity component contributes 

to the droplet moving, and the surface tension component prevents the droplet from moving. This 

model did not consider the drag induced by the roughened surface. The differences between the 

experimental data and the model indicate the other resistance components that prevent the droplet 

from moving, for example, the friction between the droplet and the roughened surface. 

The Furmidge model is straightforward and does not account for any effects due to surface 

roughness. It is widely known that surface roughness can introduce air pockets in features that are 

too small for water to wet completely. More nuanced models for the dynamic wettability of a water 

droplet on the roughened surface do exist. One combines the concept of partial surface wetting 

due to air pockets (Cassie-Baxter wetting) with the Furmidge model [175]. Other models have 

been developed to explain the dynamic behaviour of droplets, including sliding/sliding angles and 

maximum droplet radius while sliding on either rough or smooth surfaces [17,176]. These studies 

show that surface roughness significantly affects the sliding angles on superhydrophobic surfaces. 

Even so, none of these models are appropriate if droplets are asymmetric. 

Besides, many models correlate wettability with surface roughness [164]. However, surfaces 

vary depending on the length scale of the measurement area. Quantification of multi-scale 

roughness is described in the literature. It does not mesh well with wetting models, especially when 

pinning is the dominant effect (as it is in the case of our samples). This is because it is not clear in 

the field exactly what features and which length scales ultimately control pinning behaviour. It is 

particularly challenging on surfaces with irregular roughening where there can be features with 

high asperities that would not be apparent by using standard spatially averaged surface roughness 

values. 
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4.5 Summary 

The dynamic contact angle data illustrate common problems inherent to the study of wetting 

dynamics on randomly roughened surfaces, which is a topic relevant for large-scale industrial 

applications of wetting that are important over the life cycle of a material. 

For droplets on inclined versions of the same irregularly roughened surfaces, nearly all 

droplets adhered to these surfaces, even though contact angles were in the superhydrophobic 

regime (~150°). This result could not have been explained by the simple Furmidge model that 

relates sliding angles to volume-modified contact angles. These difficulties were not limited to the 

sandblasted and coated steel: the wetting behaviour of other roughened metals and plastics showed 

similar problems with pinning. 

This dynamic wetting study does not propose a more complicated empirical model to fit the 

experimental data. Instead, the empirical models are not expected to be generalizable or to hold 

for surfaces with irregular rough features. Moving forward, this is suggested that future studies 

that involve contact angle assessments on surfaces adopt the following best practices: 

(1) Report dynamic advancing and receding contact angles since apparent static contact 

angles alone are insufficient. 

(2) Include images of the droplets and their fits to show how droplet asymmetry was 

addressed. 

As in the present study shown in Section 3.2.2, future researchers can compare wettability 

studies in a more informed way by reporting these kinds of data together. These findings are 

relevant not only for metals but also could be applied to studies of other coated solid surfaces. 

However, the irregularly roughened substrate has not been investigated sufficiently, and the 

droplet impact dynamics and freezing process in subfreezing environments are not fully 
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understood. Therefore, in the next Chapter, the droplet impact and freezing process on the 

irregularly roughened metal surface will be examined experimentally. 
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Chapter 5  Water Droplet Impact and Freezing Delay5 

5.1 Introduction 

Ice can form on a cold surface through two nucleation mechanisms: homogeneous or 

heterogeneous nucleation [177]. If the ice nucleation is triggered by foreign particles or an ice 

nucleus generated on an interface, it is named heterogeneous nucleation; otherwise, the ice nucleus 

is initiated by water molecules clustering, leading to homogeneous nucleation. The formation rate 

of an ice nucleus on a cold surface can be expressed as [178]: 
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where Kc is the kinetic constant, ΔG* is the critical Gibbs energy for nucleation, Tw is the surface 

temperature, and kB is the Boltzmann constant. The rate is determined mainly by ΔG*. 

The energy barrier for homogeneous and heterogeneous nucleation can be expressed as Eq. 

(5-2) and (5-3), respectively. 
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5 The main content in this chapter is a part of a previously published paper (K. Shi, X. Duan, Freezing delay of water 

droplets on metallic hydrophobic surfaces in a cold environment, Appl. Therm. Eng. 216 (2022) 119131.) The author 

of this thesis is the first author of the published paper. The first author conducted an experimental study on the freezing 

delay of water droplets on metallic hydrophobic surfaces in a cold environment, identified the research topic, analyzed 

data, prepared the manuscripts and the corresponding revisions. Dr. Xili Duan, as the second author, provided his 

professional suggestions on this topic and assisted in preparing the manuscript and the corresponding revisions. 
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where σ is the liquid /or ice-vapour surface energy, and ΔGV is the Gibbs energy change per volume 

transformed between ice and water (J/m3), θ is the contact angle of ice embryo in contact with the 

solid, f is the geometrical factor related to the contact angle and the contact surface roughness (R). 

The energy barrier for homogeneous nucleation is much higher than the heterogeneous one. The 

energy barrier of heterogeneous nucleation relates to the surface wettability and surface roughness 

of a solid phase (e.g., substrates and dust). The nucleation rate should be decreased to delay or 

prevent ice growth. The energy barrier of nucleation largely determines the rate. A better strategy 

is to increase the energy barrier by changing the surface wettability or surface roughness to 

decrease the heterogeneous nucleation, which can significantly delay ice nucleation. 

A promising approach is developing superhydrophobic surfaces, which refer to surfaces with 

extremely low water wettability with a water static contact angle (CA) above 150° 

[6,7,49,51,179,180]. Besides, the dynamic (advancing and receding) contact angles and contact 

angle hysteresis (the difference between the advancing angle and the receding angle) are also 

important to establish the surface wettability, which involves liquid drops on a tilted surface or an 

increasing/decreasing droplet volume [181–183]. When a water droplet impacts a supercooled 

solid surface, its dynamics, heat transfer, and freezing process are all affected by the surface 

wettability and other factors such as the droplet impact velocity and the surface temperature. 

Worthington [184] first investigated the dynamic spreading and splashing of a liquid droplet 

impact on a horizontal plate. The droplet impact process typically includes four stages: the 

kinematic phase, the spreading phase, the relaxation phase, and the equilibrium phase. Bahadur et 

al. [7] developed a predictive model of ice formation on superhydrophobic surfaces. They 

connected the droplet impact dynamics and heat transfer of ice formation in this model by applying 

Newton's second law of motion. However, this model did not consider other resistance forces 
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during the dynamic process, such as the viscosity of the liquid, the friction of the impact surfaces, 

and air drag, which can affect the spreading motion [185]. 

Although there are some studies regarding the heat transfer between the water droplet and the 

target surface [186], the heat transfer between the water droplet and the (super)hydrophobic 

surface during the droplet impact and icing process has not been sufficiently investigated. The 

effects of contact area (between the liquid droplet and the surface) and surface wettability on the 

freezing delay on (super)hydrophobic surfaces are still unknown. Some previous studies were 

conducted at room or higher temperatures [187–189]. In this experiment, the freezing delay of 

water droplets on cold metallic surfaces was studied at a cold temperature below the freezing point 

of water. This experimental investigation fills an important gap in the existing literature. It aims to 

understand the effects of contact area and surface wettability on the freezing delay of water 

droplets on cold metallic surfaces. Six (super)hydrophobic stainless-steel surfaces are fabricated 

and examined for passive anti-icing, and the detailed sample preparation and characterization are 

presented in Chapter 3. Section 5.2 demonstrates the experimental setup for this experiment. 

Section 5.3 presents the uncertainty analysis. Section 5.4 shows the experimental results. Section 

5.5 and section 5.6 presents the heat transfer analysis and dimensional analysis, respectively. 

Section 5.7 shows the durability of the fabricated sample surfaces. Section 5.8 presents the main 

conclusions from this experimental study. 

5.2 Experimental setup 

The setup for single water droplet freezing delay experiments is illustrated in Figure 5-1. A 

syringe pump with a needle (BD PrecisionGlide™ 26 G × 1/2 in Hypodermic Needles - 305111) 

generates water droplets of approximately 18.07 ± 0.51 µl. A thermocouple (Type K, Omega 

Engineering, Inc.) and a thermometer (FLUKE 52 II Thermometer) are used to monitor the initial 
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temperature of the water droplets. A cold plate connected with a thermal bath is used to control 

the surface temperature of the samples. A high-speed camera (Phantom V611, Vision Research) 

records the dynamic and freezing process of the water droplet. A PC is connected to a high-speed 

camera for imaging capture and analysis. A LED light and a diffuser are used to provide light for 

imaging. The whole setup is placed in a cold room with an ambient temperature of -14.2 ± 2.4 °C 

to simulate a cold environment. The relative humidity in the cold room is between 80% and 86%, 

which is monitored by a hand-hold hygrometer (Velocicalc Plus, TSI). 

The testing samples were placed in the cold room to decrease the surface temperature before 

an experiment. The syringe pump generates a water droplet of 18.07 ± 0.51 µl, and the distance 

between the needle of the syringe pump and a sample surface is 0 ± 0.05 cm (Sessile droplet, h = 

0 cm), 4.88 ± 0.15 cm (h = 5 cm) and 9.90 ± 0.07 cm (h = 10 cm). The thermocouple is placed at 

the connection section between the needle and the syringe pump to monitor the initial temperature 

of a water droplet before it is released towards the testing surface. The thermal bath and cold plate 

control the testing surface temperature at -15.0 ± 0.1 °C. The high-speed camera records the whole 

dynamic and freezing process of the water droplet. 
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Figure 5-1 Schematic of the experimental setup. 

5.3 Uncertainty analysis 

The measured parameters include static contact angles θs, dynamic contact angles, i.e., 

advancing angle θa and receding angle θr, initial droplet diameter Di, droplet final contact diameter 

on the surface Dc, icing delay time t, droplet falling distance h, the initial temperature of droplet 

Ti, the temperature of testing surface Tsub, the temperature in the cold room T∞. The uncertainties 

of these measured parameters are listed in Table 5-1. 

The method of Kline and McClintock [190] is used to determine the uncertainties of the 

calculated parameters in the heat transfer analysis in the following section. For any calculated 

parameter, the uncertainty, Uf, can be expressed as Eq. (5-4): 
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Table 5-1 Uncertainties of measured parameters (± value)

Samples Uθs (°) Uθa (°) Uθr (°) 

Sessile drop (h = 0 cm) 

UDc 

(mm) 
Ut (s) 

UTi 

(°C) 

UTsub 

(°C) 

UT∞ 

(°C) 

ON 6 5 5 0.05 4.92 0.30 2.01 0.29 

ED-SA 2 2 5 0.14 2.82 0.15 2.02 0.28 

100S-ED-SA 2 4 3 0.25 5.22 0.10 2.06 0.56 

250S-ED-SA 4 6 9 0.08 2.89 0.13 2.07 0.52 

100S 9 5 5 0.18 4.86 0.11 2.01 0.53 

250S 6 6 5 0.05 3.30 0.17 2.01 0.76 

Samples 

h = 5 cm   

UAi 

(mm2) 

UDc 

(mm) 
Ut (s) 

UTi 

(°C) 

UTsub 

(°C) 

UT∞ 

(°C) 
  

ON 0.64 0.45 1.81 0.12 2.05 0.43   

ED-SA 1.23 1.21 2.22 0.14 2.02 1.39   

100S-ED-SA 1.13 0.74 1.18 0.17 2.02 1.51   

250S-ED-SA 0.72 0.64 5.30 0.11 2.05 1.36   

100S 0.70 0.25 1.31 0.11 2.02 1.07   

250S 0.71 0.26 0.70 0.12 2.01 0.70   

Samples 

h = 10 cm   

UAi 

(mm2) 

UDc 

(mm) 
Ut (s) 

UTi 

(°C) 

UTsub 

(°C) 

UT∞ 

(°C) 
  

ON 0.28 0.17 1.07 0.08 2.00 0.37   

ED-SA 0.80 0.44 2.01 0.13 2.04 0.23   

100S-ED-SA 0.46 0.25 6.64 0.04 2.05 0.38   

250S-ED-SA 0.27 0.15 2.80 0.08 2.02 0.56   

100S 0.16 0.10 1.45 0.11 2.04 0.08   

250S 0.45 0.12 2.26 0.18 2.02 0.34   
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Table 5-2 Uncertainties of calculated parameters (± value)

Samples 

Sessile drop (h = 0 cm)     

Uqm × 10-4 

(W/kg) 

UAc, m 

(m2/kg) 

Ut freezing, m × 10-6 

(s/kg) 
    

ON 0.11 0.03 0.29     

ED-SA 0.12 0.05 0.20     

100S-ED-SA 0.19 0.10 1.00     

250S-ED-SA 0.07 0.03 0.18     

100S 0.17 0.09 0.40     

250S 0.09 0.03 0.24     

Samples 

h = 5 cm 

Uqm × 10-4 

(W/kg) 

UAc, m 

(m2/kg) 

Ut freezing, m × 10-6 

(s/kg) 
Ut* UAc* UWe UWei 

ON 0.30 0.27 0.10 17.96 0.31 1.53 2.61 

ED-SA 0.32 0.39 0.25 22.49 0.38 2.80 2.92 

100S-ED-SA 0.20 0.10 0.35 12.17 0.12 2.60 2.72 

250S-ED-SA 0.19 0.15 0.33 53.71 0.11 1.71 1.79 

100S 0.23 0.20 0.12 13.03 0.30 1.68 2.79 

250S 0.20 0.22 0.11 7.02 0.31 1.68 2.61 

Samples 

h = 10 cm 

Uqm × 10-4 

(W/kg) 

UAc, m 

(m2/kg) 

Ut freezing, m × 10-6 

(s/kg) 
Ut* UAc* UWe UWei 

ON 0.49 0.21 0.08 7.48 0.34 1.58 2.61 

ED-SA 0.67 0.38 0.23 14.16 0.66 4.39 2.92 

100S-ED-SA 0.19 0.10 0.55 46.87 0.19 2.53 2.72 

250S-ED-SA 0.29 0.05 0.45 19.76 0.10 1.56 1.79 

100S 0.50 0.13 0.11 10.17 0.21 0.95 2.79 

250S 0.77 0.29 0.18 15.83 0.42 2.52 2.61 
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where f is the calculated parameter as a function of the measured parameters x1, x2, x3. Table 5-2 

lists the uncertainties of the calculated parameters in the heat transfer analysis. Please see the more 

detailed uncertainty analysis in Appendix C, and all the uncertainties are illustrated with error bars 

in the figures. 

5.4 Droplet impact dynamics and icing delay 

 

 

Figure 5-2 a) Representative total freezing delay time tfreezing and droplet dynamic time tdynamic for 

a droplet impact on different surfaces, b) the relations between the static contact angle θs of water 

droplets on target surfaces and the total freezing time per unit mass tfreezing, m. (h is the droplet 

impact height, and h = 0 cm means sessile drops). 

 

The total freezing delay time (tfreezing) is the time duration from the water droplet impacting 

the target surface to its complete freezing. It includes the droplet dynamic time (tdynamic), from its 
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initial contact with the surface to the final static state after the impact dynamics. In the experiments, 

these time instants are determined from the images recorded by the high-speed camera at a capture 

rate of 500 fps (frame per second). A reliable indicator of the complete freezing of the water droplet 

is the formation of a sharp tip [90,191,192] on the top, as shown in the last image of Figure 5-3. 

In this research, the freezing time ends when the high-speed camera captures the formation of this 

tip. 

Figure 5-2a shows the total freezing delay and impact dynamic time of a water droplet on the 

six sample surfaces when the impact height is 4.88 ± 0.15 cm. The upper axis is for the dynamic 

time (in the blue, unit: s), while the bottom one is for the total freezing delay time (in the red, unit: 

s). The measured data indicates that the droplet dynamic time accounts for only approximately 

1.15% to 1.56% of the total freezing delay time for all samples. Most of the time (>98% of the 

total freezing delay time), the droplets are stationary on the surfaces with a fixed contact area 

between the droplet and the surface. The same observation was reported in earlier studies[91]. 

Therefore, heat transfer during the droplet dynamic period is neglected in the heat transfer analysis 

of the freezing process in section 5.5. 

In real applications and engineering problems, the droplet sizes would not be identical (for 

example, raindrops and sea spray droplets). The total freezing time per unit mass can be defined 

(Eq.(5-5)), with the total freezing time divided by the mass of each water droplet. The results can 

then be applied to more general scenarios. 

, 

freezing freezing

freezing m

D D

t t
t

m V
= =  (5-5) 

Figure 5-2b shows the relationship between the static contact angle θs of water droplets on 

the surfaces and the total freezing time per unit mass tfreezing, m. Overall, a higher static contact angle 
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θs contributes to a longer total freezing time per unit mass (with the same impact height). The 

100S-ED-SA surface shows the longest freezing delay time among all the samples. When the 

impact height is 0 cm, 4.88 ± 0.15 cm and 9.90 ± 0.07 cm, the water droplet will completely freeze 

on sample 100S-ED-SA after (4.64 ± 1.00) × 106 s/kg, (2.02 ± 0.35) × 106 s/kg and (2.92 ± 0.56) 

× 106 s/kg, respectively. The freezing delay times of droplets on sample 250S-ED-SA are slightly 

shorter. However, the result indicates that the tfreezing, m at h = 10 cm is larger than at h =5 cm under 

superhydrophobic conditions. The reason is that when the impact height is 10 cm, the droplet will 

partially bounce off the superhydrophobic surface, and that part does not fall back into the original 

droplet. As a comparison, the droplet will not bounce off the surface at the impact height of 5 cm. 

As a result, the final contact area (Ac) of the droplet at h = 10 cm is smaller than the contact area 

at h = 5 cm (this will be shown in Figure 5-5a). Hence, the total freezing delay time per unit mass 

is greater at h = 10 cm than at h = 5 cm due to the reduced final contact area. Overall, the data 

suggest the best anti-freezing (longest freezing delay time) properties of surfaces with the lowest 

wettability (highest contact angles). Higher impact also leads to shorter freezing delay time. The 

shorter freezing time indicates higher freezing (heat transfer) rate, which can be explained by the 

increased contact area between the droplet and the surface, as will be further analyzed in the next 

section. 
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Figure 5-3 Representative process of a water droplet (Di = 3.55 ± 0.07 mm, Td = 5.04 ± 0.17 °C) 

impact on the 100S-ED-SA surface (Tsub = -14.86 ± 2.02 °C) in the cold environment (T∞ = -12.55 

± 1.49 °C). (The scale bar is only applicable to Figure 5-3.) 

 

Figure 5-3 illustrates a water droplet (Di = 3.55 ± 0.07 mm, Td = 5.04 ± 0.17 °C) impact on 

the 100S-ED-SA surface (Tsub = -14.86 ± 2.02 °C) in the cold room (T∞ = -12.55 ± 1.49 °C). Upon 
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impact on the surface, the droplet starts to expand and quickly reaches the maximum spreading 

diameter. The droplet does not bounce off from the surface in the retracting phase, while it can 

bounce off the surface at room temperature at the same impact velocity. This phenomenon suggests 

a competition between the droplet dynamics and heat transfer to the cold surface. Due to the lower 

temperature, the contact line may be partially frozen in the droplet dynamic process, and the 

droplet would not rebound but stay on the cold surface. This confirms that temperature can 

significantly affect the water droplet dynamics on superhydrophobic surfaces, which has been 

reported in the literature [179,193,194]. In about 0.78 s, the oscillation of the water droplet stops 

while it is still in the liquid phase. This observation confirms the existence of a fixed “contact area” 

for heat transfer analysis in the freezing process. After several seconds, a solid-liquid interface 

plane AB can be observed, which moves upwards from the droplet-surface contact plane to the top 

of the droplet. In the end, a tip is formed on the top of the cap-shaped water drop upon complete 

freezing, which agrees with findings from other studies [192]. 

5.5 Heat transfer analysis of the icing process 

The target surface temperature was measured by an infrared thermometer (Rosewill, RTMT-

11001) with an accuracy of ± 2°C. The initial droplet diameter Di is 3.26 ± 0.41 mm, and and the 

impact speed is 0 m/s, 0.98 ± 0.01 m/s, and 1.39 ± 0.01 m/s. The initial temperatures of the water 

droplet and temperatures in the cold room are listed in Table 5-3. 

The temperature difference between the cold room environment and the initial temperature 

of the droplet is significant. Therefore, convective heat transfer is considered for the droplet falling 

process. Figure 5-4a illustrates the heat transfer from a water droplet to the surrounding cold air. 

This analysis assumes spherical droplets, and the Nusselt number in Eq. (5-6) [195] is applied to 

the falling droplet. 
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11

322 0.6D i
D D

h D
Nu Re Pr

k
= = +   (5-6) 

where ReD is the Reynolds number, Pr is the Prandtl number, Dh  is the average convective heat 

transfer coefficient, Di is the initial diameter of the water droplet, and k is the thermal conductivity 

of air. 

The Reynolds number for the droplet can be expressed as follow: 

i
D

uD
Re


=   (5-7) 

where u is the air velocity, Di is the initial diameter of the drop, and υ is the kinematic viscosity of 

air. 

The average convective heat transfer coefficienthD can be obtained from Eq. (5-8), and is 

calculated to be 12.6 ± 0.55 W/m2̇·K, which is approximately the same for all the droplets. 

1/2 1/3(2 0.6 )D D
D

i i

Nu k k Re Pr
h

D D

+
= =   (5-8) 

 

 

Figure 5-4 Schematic of heat transfer of the water droplet on the target surface 

a) b) 
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Table 5-3 The initial temperature Ti of the droplets and the temperature T∞ of the cold room

Samples 

Sessile drop (h = 0 cm) h = 5 cm h = 10 cm 

Ti (°C) T∞ (°C) Ti (°C) T∞ (°C) Ti (°C) T∞ (°C) 

ON 4.75 ± 0.30 -16.42 ± 0.29 5.12 ± 0.06 -11.26 ± 0.37 4.98 ± 0.08 -16.20 ± 0.37 

ED-SA 4.94 ± 0.15 -16.40 ± 0.28 5.04 ± 0.14 -12.00 ± 1.37 4.98 ± 0.13 -16.26 ± 0.23 

100S-ED-SA 5.00 ± 0.10 -16.46 ± 0.56 5.04 ± 0.14 -12.55 ± 1.49 4.99 ± 0.04 -16.21 ± 0.38 

250S-ED-SA 4.98 ± 0.13 -16.22 ± 0.52 5.08 ± 0.04 -12.02 ± 1.33 4.98 ± 0.08 -16.10 ± 0.56 

100S 5.03 ± 0.11 -16.51 ± 0.53 5.08 ± 0.04 -11.32 ± 1.05 5.00 ± 0.11 -16.27 ± 0.08 

250S 5.06 ± 0.17 -15.84 ± 0.76 5.14 ± 0.05 -11.21 ± 0.66 4.94 ± 0.34 -16.12 ± 0.34 
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The Biot number, D

water

h
Bi

k
=  , can also be calculated to be 0.08, where kwater is the thermal 

conductivity of water. The amount of heat transfer,QD, during the droplet falling process can be 

calculated with Eq. (5-9) by applying the lumped capacitance method (considering Bi < 0.1). The 

amount of heat transfer,QD, during the droplet falling process can be calculated with Eq. (5-9) by 

applying the lumped capacitance method. 

( )D D D i D p

dT
Q h A T T V c

dt
= − =   (5-9) 

where AD is the surface area of the water droplet, Ti is the initial temperature of the water droplet, 

T∞ is the temperature of the air, T is the temperature of the drop during the falling process. 

Integration of Eq. (5-9) and solving for the falling time leads to 

ln
D p i

D D

V c T T
t

T Th A






  −
=  

− 
 (5-10) 

where t is the droplet falling time. T is the droplet temperature during the falling at time t. Also, ρ 

is the density of water, VD is the volume of the water droplet, and cp is the specific heat capacity 

of water.  

Assuming free-fall, the total falling time before the drop impact can be expressed as: 

2
ln

D p i
falling

impactD D

V c T Th
t

g T Th A






  −
= =   − 

 (5-11) 

where tfalling is the total falling time of the droplet falling from a distance h, and Timpact is the droplet 

temperature at the time just before its impact on the target surface. Solving Eq. (5-11), Timpact can 

be expressed as 

( )
2

exp D D
impact i

D p

h A h
T T T T

V c g
 

  
= −  −  +   

   

 (5-12) 
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Table 5-4 shows the droplet impact temperatures, Timpact, before touching the target surfaces. 

 

Table 5-4 Droplet impact temperatures. 

Samples 

Sessile drop h = 5 cm h = 10 cm 

Timpact (°C) Timpact (°C) Timpact (°C) 

ON 4.75 ± 0.30 5.11 ± 0.07 4.98 ± 0.08 

ED-SA 4.94 ± 0.15 5.02 ± 0.10 4.98 ± 0.13 

100S-ED-SA 5.00 ± 0.10 5.03 ± 0.14 4.98 ± 0.04 

250S-ED-SA 4.98 ± 0.13 5.07 ± 0.05 4.96 ± 0.09 

100S 5.03 ± 0.11 5.07 ± 0.05 4.98 ± 0.11 

250S 5.06 ± 0.17 5.13 ± 0.05 4.88 ± 0.18 

 

As mentioned in 3.1, the total icing delay time can be analyzed from the images recorded by 

the high-speed camera. The freezing (heat transfer) rate of the water droplet on the target surfaces 

is expressed as follows: 

dQ
q

dt
=  (5-13) 

where q is the freezing heat transfer rate. 

The total heat transfer in the whole freezing process can be calculated by: 

mpact( )v D D p f i D lsQ Q V V c T T V H =  = − − +  (5-14) 

where Q is the amount of heat transferred during the icing process, QV is the heat transferred per 

unit of volume, Hls is the latent heat of freezing, and Tf is the final temperature of the droplet. 

Therefore, the average freezing rateq can be calculated by: 
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mpact( )D p f i D lsv D

freezing freezing freezing

V c T T V HQ VQ
q

t t t

 − − +
= = =  (5-15) 

where tfreezing is the total freezing delay time of the water droplet on the target surface. 

Also, referring to section 5.3.1, the average freezing rateq will be divided by the mass of 

each water droplet. 

m

D D

q q
q

m V
= =  (5-16) 

As shown in Figure 5-5a, surface wettability affects the final contact area between the water 

droplet and the target surface. The experimental results show that poorer surface wettability (more 

hydrophobic) leads to a smaller final contact area per unit mass Ac, m between the water droplet 

and the target surface. The impact height also affects the final contact areas. Higher impact distance 

leads to a larger final contact area on the same target sample surface. In addition, the final contact 

area differences due to impact heights are smaller for a more hydrophobic surface. These results 

are important for engineering applications - the droplet impact height (kinetic energy) has less 

effect on the final contact area of a droplet on a more superhydrophobic surface. The mechanism 

behind these results might be that the more hydrophobic surfaces induce less drag force for the 

lateral motion of the droplet during its dynamic process. This makes the impact speed (kinetic 

energy) less important than heat transfer (thermal energy) in determining the expansion and 

retraction of the droplets. 
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Figure 5-5 Representative relationship between the static contact angle θs of water droplets on the 

surfaces and a) the final contact area per unit mass Ac, m, and b) the average freezing rate per unit 

massqm. (h is the droplet impact height.) 

 

Figure 5-5b illustrates the relationship between the average freezing rate per unit massqm, 

and the surface wettability (static contact angles). It is clear that the average freezing rate per unit 

massqm decreases when the static contact angle θs increases (more hydrophobic surfaces). Also, 

if the impact distance increases, the average freezing rate per unit massqm increases, which means 

that a water droplet will freeze faster when the impact distance increases on the same target surface. 

In addition, when the static contact angle is higher, the differences in the average freezing rate per 

unit massqm due to differences in impact heights are smaller – a similar trend as in the final contact 

area results. 
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Figure 5-6 Representative relationship between the final contact area per unit mass Ac, m of the 

water droplet and a) the total freezing time per unit mass tfreezing, m, b) the average freezing rate per 

unit massqm. (h is the droplet impact height.) 

 

As shown in Eq. (5-13), The contact area between the droplet and the surface is important for 

controlling heat transfer between the liquid and the surface, i.e., the freezing rate. Data in Figure 

5-6 confirm the relationship between the freezing delay time per unit mass tfreezing, m, the average 

freezing rate per unit massqm and the final contact area per unit mass of the water droplet on the 

tested surfaces. The freezing delay time per unit mass tfreezing, m decreases when the final contact 

area per unit mass Ac,m increases, while the average freezing rate per unit mass qm increases when 

the final contact area Ac, m increases. Also, Figure 5-6a illustrates that the freezing delay time per 

unit mass tfreezing, m is approximately inversely proportional to the final contact area per unit mass 

Ac,m. Similarly, Figure 5-6b shows that the average freezing rate per unit massqm is approximately 

proportional to the final contact area per unit mass (Ac,m) as in Eq. (5-13). Overall, the experimental 
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results agree with Newton’s law of cooling. This analysis demonstrates that poor surface 

wettability contributes to the lower final contact area of the water droplet on the sample surface, 

leading to a lower freezing rate and longer freezing delay time. Higher impact distance also leads 

to a larger final contact area of the water droplet on the sample surface, contributing to a higher 

freezing rate and shorter freezing delay time. 

5.6 Dimensional analysis of the icing process 

The Weber number (We) has been used to indicate whether the kinetic energy or the surface 

tension is dominant in the droplet impact process. It is expressed as follows: 

2

We i

LV

u D


=  (5-17) 

where ρ is the density of water (kg/m3), u is the impact velocity (m/s) of a water droplet, related to 

the impact distance h. Also, Di is the initial droplet diameter (m), and σ is the surface tension of 

water in the air (N/m). If the surface wettability is considered, the impact Weber number (Wei) is 

introduced [90] as 

22We
We

0.5(1 cos ) (1 cos )

i
i

a LV a

u D

  
= =

− −
 (5-18) 

where θa is the advancing contact angle of the water droplet on a surface. 

The dimensionless final contact diameter Dc
*, final contact area Ac

* and the dimensionless 

freezing delay time are introduced as follows. 

* c
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D
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D
=  (5-19) 
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A
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2freezing

i

t gh
t

D


=  (5-21) 

where Dc, Ac and tfreezing are the final contact diameter, final contact area, and total freezing delay 

time, respectively. Also, Di, Ai and tfalling are the initial diameter, cross-sectional area of the water 

droplet and the falling time before it impacts the surface, respectively. The experiments of sessile 

droplets will not be included in the dimensional analysis from the above definition.  

Figure 5-7 and Figure 5-8 show the dimensional analysis results of water droplet freezing 

delay on the three zinc electrodeposited stainless steel surfaces. Also, the values of contact angles 

are transferred from degrees to radians. 

 

 

Figure 5-7 Representative relationship between the dimensionless final contact areas Ac
* and a) 

the static contact angle θs of water on the surfaces; b) the impact Weber number Wei. (h is the 

droplet impact height.) 
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Figure 5-7 shows that the dimensionless final contact areas Ac
* decreases when the static 

contact angle θs (Rad) increases (Figure 5-7a) or the impact Weber number Wei decreases (Figure 

5-7b). These results further indicate that Ac
* is affected by surface wettability. Poor wettability 

(higher contact angle) leads to lower Ac
*, which means a smaller final contact area. Also, a higher 

impact height also leads to a higher dimensionless final contact area Ac
*. As discussed earlier, the 

final contact area is a critical factor in the freezing delay of the water droplet. 

 

 

Figure 5-8 Representative relationship between the dimensionless freezing delay time t* and a) the 

static contact angle θs of water on the surfaces; b) the dimensionless final contact areas Ac
*; c) the 

impact Weber number Wei. (h is the droplet impact height.) 

 

Figure 5-8a shows that the dimensionless freezing delay time t* increases when the static 

contact angle θs (Rad) increases. However, t* decreases when the dimensionless final contact areas 

Ac
* increase (Figure 5-8b) or when the impact Weber number Wei increases (Figure 5-8c). Poor 

wetting leads to a higher static contact angle, contributing to a small final contact area. This final 

contact area determines the heat transfer between the water droplet and the targeted surface. 

Therefore, a more hydrophobic surface can further delay the freezing of water droplets due to the 

0

5

10

15

20

25

30

1.0 1.5 2.0 2.5 3.0

t*
×

1
0

-3
 

θs (Rad)

ℎ = 5 cm

ℎ = 10 cm

a)

0

5

10

15

20

25

30

30 60 90 120 150

t*
×

1
0

-3
 

Wei

ℎ = 5 cm
ℎ = 10 cm

b)

0

5

10

15

20

25

30

0 1 2 3 4 5 6 7

t*
×

1
0

-3
 

Ac
*

ℎ = 5 cm
ℎ = 10 cm

c)



 

83 

 

smaller final contact area. Also, the impact distance can affect the dimensionless freezing delay 

time. For the same static contact angle in Figure 5-8a or the same dimensionless final contact area, 

Ac
* in Figure 5-8c, the dimensionless time t* is smaller when the impact distance increases. Figure 

5-8b illustrates that the dimensionless freezing time t* is approximately inversely proportional to 

the impact Weber number Wei. 

 

 

Figure 5-9 Representative relationship between the average freezing rate per unit massqm and a) 

the impact Weber number Wei, b) the dimensionless freezing delay time t*. (h is the droplet impact 

height.) 
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Due to higher impact velocity or a better wetting surface, the higher impact Weber number will 

contribute to a higher average freezing rate per unit mass; thus, the water droplet will be freezing 

faster. This trend is further demonstrated by Figure 5-9b, in which the average freezing rate per 

unit massqm is approximately inversely proportional to the dimensionless freezing delay time t*. 

To summarize, a more hydrophobic surface will have a smaller final contact area for droplets 

with the same impact velocity, contributing to a longer freezing delay and a lower average freezing 

rate per unit mass. At the same time, the impact height can also affect the dimensionless final 

contact area Ac
* and the dimensionless freezing delay time t*. The higher impact distance can 

contribute to a larger dimensionless final contact area Ac
* and a higher average freezing rate per 

unit mass, leading to worse anti-freezing (smaller t*) properties. 

5.7 The durability of the irregularly roughened stainless-steel tiles 

 

 

Figure 5-10 The static contact angles θs of six samples before and after multiple freezing and 

melting cycles. 
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In addition to the icing test, the durability of the samples was also examined. The results seem 

pretty reasonable. After 10 and 20 freezing and melting cycles, the static contact angles θs of the 

six tested samples were measured using the Dataphysics Contact Angle Instrument OCA 15 EC. 

Each measurement placed a water droplet with the same volume (20 μl) on the target sample 

surface. The “plynom fitting” method was used in the contact angle measurement because this 

method is proven effective for the asymmetrical water droplet on irregularly roughened stainless-

steel surfaces. The measurement uncertainties are shown in Figure 5-10. The results show that the 

static contact angles θs of the samples only decrease slightly (by ~10%) after 10 cycles and 

decrease approximately by 15% after 20 cycles. Considering the measurement uncertainty, the 

untreated surface showed no significant change in wettability. 

5.8 Summary 

In previous studies [90], this has been tested that stainless steel surfaces with regular textures 

and different wettability at room temperature. However, none of those surfaces were 

superhydrophobic. Also, the earlier experiments were carried out at room temperature, which led 

to significant condensation on the target surfaces. In this study, (super)hydrophobic stainless-steel 

surfaces with zinc electrodeposition and stearic acid coating are developed and examined for their 

freezing delay properties. Experiments in the cold room (-14.2 ± 2.4 °C) help reduce condensation 

by maintaining a minimum temperature difference between the sample surface and the 

environment. The results of water droplet freezing on the target surfaces indicate that a further 

reduced wettability leads to a longer freezing delay. The sample 100S-ED-SA (sandblasting pre-

treatment by 100 μm Al2O3 blasting media and zinc-electrodeposited, was finalized with the stearic 

acids coating, following the steps described in section 2.1) performed the best among all six 

samplers in terms of freezing delay with all impact heights. Also, the freezing delay performance 
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of sandblasted samples is better than the one without sandblasting pre-treatment. The experimental 

investigation and heat transfer analysis lead to the following conclusions: 

1. For most of the time (>98% of the total freezing delay time), the droplets are stationary 

on the surfaces with a fixed contact area between the droplet and the surface. This result 

leads to a crucial assumption that a fixed final contact area can be used in the heat transfer 

analysis. 

2. The heat transfer analysis demonstrates that poor surface wettability contributes to the 

lower final contact area of the water droplet on the sample surface, leading to a lower 

freezing rate and longer freezing delay time. The higher impact distance will also lead to 

a larger final contact area of the water droplet on the sample surface, contributing to a 

higher freezing rate and shorter freezing delay time.  

3. The dimensional analysis shows that a lower Wei (due to lower impact velocity or a 

poorer wetting surface) results in smaller Ac
* of water droplets (smaller final contact area 

Ac) and a lower average freezing rate per unit mass. Thus, a more hydrophobic surface 

will have a smaller final contact area for droplets with the same impact velocity, 

contributing to a longer freezing delay and a lower average freezing rate per unit mass. 

At the same time, the higher impact distance can contribute to a larger dimensionless 

final contact area Ac
* and a higher average freezing rate per unit mass, leading to faster 

freezing (smaller t*).  

4. The droplet impact height has less effects on the final contact area per unit mass Ac, m and 

the average heat transfer rate per unit massqm of a droplet on a more hydrophobic surface. 

In other words, the superhydrophobic surfaces have better icephobic performance, even 
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for a droplet falling from a higher distance. This finding is significant in addressing 

engineering icing problems. 

Although there are some limitations to the experiments, for example, the impact heights are 

relatively small (low Weber number), the same sample materials, and fixed room and cold plate 

temperatures. The droplet freezing delay experiment connects the droplet impact dynamics and 

freezing delay process, which fills the gap in the literature for experiments conducted on metal 

surfaces in subfreezing environments. Also, other researchers or engineers in the applications can 

use the critical effects of the final contact area and the assumption of a fixed droplet-substrate 

contact area. Due to the limitations of this study, more investigation is required for future studies. 

The water droplet impact and freezing process on the irregularly roughened metal surface 

have been fully investigated experimentally. A more profound theoretical analysis is needed to 

understand the above experimental observation and conclusions. An analytical model will be 

developed in detail in Chapter 6. 
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Chapter 6 A Semi-analytical Framework for Single Water Droplet 

Impact and Freezing on Hydrophobic Surfaces 

6.1 Introduction 

The effects of icing problems on engineering structures are discussed in detail in Chapter 1. 

The ability of superhydrophobic surfaces to retard surface icing has been confirmed by many 

investigations [90,91,94,107,133,196–200], and the process has been analyzed theoretically and 

numerically by many researchers [185,191,201–215]. However, hydrophobic surfaces are not 

always icephobic [48,50]. The droplet impact dynamics and freezing process on irregularly 

roughened metal surfaces have not been fully understood. Previous modelling investigations are 

limited to separately studying droplet impingement and freezing processes. Therefore, it is 

essential to understand the mechanism of water droplet impact and freezing on these surfaces and 

explore the relationship between surface wettability and icing delay that occurred on 

(super)hydrophobic surfaces. 

While a water drop impacts a surface in a cold environment, this droplet will experience six 

stages: dynamic stage, supercooling stage, nucleation stage, recalescence/dendritic stage, 

equilibrium solidification stage and solid subcooling stage [7,185,192,203,211,216–219]. The 

droplet dynamic stage can be further divided into four sub-stages: before impact, maximum spread, 

maximum recoil/rebound, and equilibrium [7,184,185,199,215,220–226]. On the one hand, many 

theoretical approaches assume known velocity profiles in a droplet upon impact and apply mass 

and energy conservation between the point of impact and the maximum spread to solve for the 

maximum spread diameter [7,185,215,226]. Mao et al. investigated the spread and rebound of 

liquid droplets impacting flat surfaces by applying energy conservation [185]. They developed a 
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semi-empirical model to predict the maximum spread as a function of the Reynolds number (Re), 

the Weber number (We), and the static contact angle. In contrast, Bahadur et al. carried out a force 

balance analysis of the droplet to predict the maximum spreading radius of the droplet. However, 

they did not include in their analysis the resistance to the droplet other than surface tension [7]. Du 

et al. proposed an analytical model for the maximum spreading factor. This model extends the 

previous models to the viscous regime and presents a more precise model to predict the maximum 

spreading of the liquid drop [215]. Also, some research investigates the droplet dynamics in 

various temperatures [159,193,227,228]. Alizadeh et al. find that viscous dissipation and friction 

are significant at subzero temperatures, especially for droplet impact on hydrophilic surfaces. 

However, the temperature has less influence on the impact dynamics of droplets on 

(super)hydrophobic surfaces [159]. 

Numerical approaches are also used to simulate the transient flow field during the droplet 

dynamic stage using computational fluid dynamics [228–233]. Shin et al. simulate the three-

dimensional impact of a droplet onto a solid surface using the level contour reconstruction method 

[234] Sidik et al. applied the lattice Boltzmann method (LBM) to investigate the spreading 

dynamics of drops on solid surfaces [225]. Guo et al. used the volume of fluid (VOF) approach to 

investigate the impact of droplet dynamics on the heated flat solid surface [228]. Wu et al. present 

an atomistic–continuum hybrid method to investigate the spreading dynamics of drops on solid 

surfaces [233]. From analytical or numerical considerations, the spreading of an impacting droplet 

on the maximum spreading radius or factor has been investigated comprehensively. In Chapter 5, 

the freezing delay experiments prove that the droplet dynamic stage is relatively short compared 

to the whole freezing delay process (including the dynamic stage), as illustrated in Figure 5-2a. 

Also, this has been proved by other researchers in earlier studies [91]. In other words, the final 
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contact radius (area) will be a crucial point for the heat transfer analysis in the water droplet 

freezing process. Therefore, determining the droplet final contact conditions (final contact 

diameters Dc or areas Ac) is the main objective during the droplet dynamic stage. 

The droplet will continue to be cooled to a specific temperature, i.e., the nucleation 

temperature, Tn, after the relatively short dynamic stage. This period is defined as the droplet 

supercooling stage. Ice nucleation is a process starting with forming a critical size nucleus, which 

has to overcome a specific energy barrier. If the ice nucleus is initiated by water molecules 

clustering, this is defined as homogeneous nucleation. In contrast, if the ice nucleation is triggered 

by foreign particles or an ice nucleus generated on an interface, it is named heterogeneous 

nucleation [235]. Homogeneous nucleation has the highest energy barrier, leading to a lower 

nucleation temperature. For example, the nucleation of a droplet of purified water with no 

contaminants happens at approximately -35 °C [236–241]. 

In contrast, the energy barrier for heterogeneous nucleation is smaller than that of the 

homogeneous one. The nucleation time (tn) is determined by the nucleation rate, J, which is 

determined by the energy barrier that needs to be overcome. The nucleation rate can be estimated 

using the Monte Carlo method, molecular dynamics simulation, Lattice Boltzmann Method (LBM) 

and the classical nucleation theory [235,242–248]. The classical nucleation theory is a simplified 

but reliable theory that has been proven effective for providing excellent quantitative nucleation 

rate predictions without extensive computational cost [235,246]. However, the accuracy of the 

classical theory depends on identifying the precise values of the chemical potential during the 

phase transition, the interfacial surface tension [246,249], the attachment rate of the critical nuclei 

[208,243] and the Zeldovich factor [208,250]. 
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In addition, the formation of critical ice nuclei indicates the start of the droplet’s freezing 

process. Before the equilibrium solidification, the water droplet goes through another stage called 

the recalescence/dendritic stage, and the nucleation is also the start point of this period. At this 

stage, the nuclei continue to grow and release heat from the phase change process. The mixture of 

water and ice embryos is maintained at the freezing/melting point, Tm = 0 °C, after this specific 

time. This rapid increase in temperature, due to the release of latent heat of water, occurs 

instantaneously (in less than 0.1 s) [121,191–193,208,218,247]. Most analytical and numerical 

models did consider the effect of the recalescence stage and proposed an effective latent heat of 

fusion Heff, but did not consider the time consumed during this stage [191–193,208,246,251]. The 

experimental research from Meng et al. also indicates that the time for the recalescence stage of a 

droplet with 1.4 mm and 2.0 mm diameters are 0.017 s and 0.023 s, respectively, which is less than 

0.1 s [208]. Chaudhary et al. found that the temperature increased dramatically to the melting point 

in less than 60 milliseconds during the recalescence stage [247]. Kim et al. proved that 

recalescence takes only 0.1 s, and the temperature of the freezing droplet jumps to 0 °C [252]. In 

this study, to simplify the analysis of the freezing process, the time for the recalescence stage is 

assumed to be zero, tr ≈ 0 s. 

The Stefan problem has been widely applied to analyze the equilibrium solidification stage 

[191–193,205,246,251,253–255]. Many analytical methods address the freezing problem by 

assuming the solid phase initially at the melting/freezing point, also known as the one-region 

Stefan problem. Similarity solutions often exist by solving the Stefan problem in semi-infinite 

domains[204,256]. The following assumptions are required before addressing the problem 

analytically: (1) the temperature distribution and heat transfer are described by the heat conduction 

equation (neglect natural convection in the liquid phase); (2) an explicit interface (or phase change 
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boundary) between the two phases can be considered; (3) the temperature of the interface is prior 

known; (4) the liquid water domain in the droplet is considered as semi-infinite; (5) any volume 

change due to the phase change is negligible; (6) the densities of both phases are the same and kept 

at constant [257]. J. Madejski used the Stefan problem to compute the thickness of the solidified 

layer in the droplet [211]. Other researchers also solved the one-phase Stefan problem analytically 

or numerically to track the interface movement [191,192], compute the temperature distribution 

[216,247], and estimate the solidification time [246,257] for a spherical droplet [205,246], or a 

sessile droplet lying on a supercooled solid surface (either hydrophilic or (super)hydrophobic) 

[216,247]. However, none of these analytical approaches considered the droplet impact and 

dynamic process. In the presented analytical framework, the droplet impact will be considered as 

a result of the final contact diameter, which is a critical factor for heat transfer during the impact 

and freezing processes. Hence, the previous modelling work can be extended to a falling droplet. 

Some models combine the dynamic process with the freezing period. For example, Bahadur et al. 

proposed a model for ice formation on superhydrophobic surfaces that predicted the retraction 

position of the droplet as a function of time [7]. However, this model is relatively simple and does 

not consider the drags during the droplet dynamic process and has limited the analysis within the 

dynamic process. Also, the model cannot provide a detailed analysis of the freezing process, and 

as mentioned previously, the dynamic process is relatively shorter than the whole freezing period. 

Hence, the outcome has limited benefits for engineering applications. In addition, Zhang et al. 

developed a numerical model for the dynamics of a supercooled water droplet to understand the 

relationship between droplet rebound, adhesion and wettability under supercooled conditions. 

However, only the droplet dynamic period is considered without further analysis of the freezing 

process [193].  
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In this chapter, an analytical model for droplet dynamics and freezing on solid substrate 

surfaces is developed to fill the gaps discussed above. Section 6.2 presents the objectives and 

methodology for this analytical framework, and the following section 6.3 and section 6.4 present 

a detailed analysis of this model. The results and discussion are represented in section 6.5.  

6.2 Objectives and methodology 

The objective of the analytical framework is to find the total freezing delay time per unit of 

mass, tfreezing, m, for a water droplet impacting and freezing on irregularly roughened stainless-steel 

surfaces with various wettability. The starting time (t = 0) is set when the droplet impacts the 

substrate surface. The nucleation time, solidification time and total freezing delay time are based 

on this starting time. Results in Figure 5-2a show that the time required to freeze a droplet entirely 

is longer than the dynamic period. The time difference between these two processes is almost two 

orders of magnitude. Also, this finding agrees well with other research in the literature [91,257]. 

Hence, this chapter will investigate these two processes separately, i.e., the droplet dynamic and 

freezing processes. In addition, the heat transfer during the dynamic process is negligible since the 

droplet dynamic period is relatively short compared to the whole freezing process, as discussed 

previously. 

According to the different stages of the droplet impact and freezing on surfaces, the 

methodology to develop the analytical framework in this chapter is illustrated in Figure 6-1 and 

follows the steps below:  

1. calculate the final contact diameter Dc of the droplet impact on the target surface as a 

function of contact angle (θ), Weber number (We), Reynolds number (Re) and initial 

droplet diameter (Di) by applying energy conservation; 



 

94 

 

2. calculate the droplet-substrate interface temperature profile for the supercooled water 

drop by solving the 1-D transient heat conduction; 

3. compute the nucleation rate as a function of the droplet-substrate interface temperature, 

J (Tint), by applying the classic nucleation theory; 

4. calculate the number of critical nuclei, N, and mark the time and temperature when N ≈ 

1 as nucleation time tn and temperature Tn; 

5. using the nucleation temperature as the initial temperature of the droplet, find an 

approximate analytical solution to a one-phase Stephen problem at the equilibrium 

solidification stage; 

6. estimate the equilibrium freezing time t
s
; 

7. calculate the total freezing delay time per unit of mass tfreezing, m = (tn + ts) / m. 

The following sections present a detailed analysis of each droplet impact and freezing stage. 
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Figure 6-1 Flow chart outlining the analytical framework 
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6.3 Analysis based on energy conservation during the droplet dynamic stage 

From the energy conservation perspective, the energy before impact equals the final state 

surface energy and energy dissipation during the impact and oscillation period of droplet impact 

on the cold metallic surface. The energy analysis neglects the heat transfer during the droplet 

oscillation since this period is relatively short compared to the freezing time interval [198,214]. 

Mao et al. divided the impact stage into four different stages and other researchers: before impact, 

maximum spread, maximum recoil/rebound, and equilibrium [185,222,258,259]. The maximum 

spread and maximum recoil/rebound are related to the dynamic behaviour of the droplet while 

impacting surfaces. However, the maximum spread and recoil/rebound is not required to analyze 

the mechanism of droplet icing on cold metallic surfaces. The dynamic period can be neglected 

compared to the whole freezing process [198,214]. Therefore, the critical element for this analysis 

is to find the final contact diameter Dc (area Ac). The stages before impact and equilibrium are 

considered and analyzed for preparing the future heat transfer model. 

For the first stage, assuming the potential energy reference is set at the metallic surface, when 

the droplet falls from the syringe pump needle and just upon impacting the cold metallic surface 

(t = 0), it contains initial kinetic energy, Eki and the initial surface energy, ESi. Therefore, the total 

energy, Ei, of the droplet before impact can be expressed as: 

i ii k sE E E= +  (6-1) 

where the kinetic energy, Eki and the surface energy, ESi can be expressed as: 

( )2 21 1

2 2ikE mu V u= =  (6-2) 

( )2

is i LV i LVE A D  = =  (6-3) 



 

97 

 

For the (final) equilibrium stage, after the oscillations during the dynamic period, the energy 

has been dissipated, Ediss, by the viscosity of the droplet and friction between the droplet and the 

surface. Therefore, the only energy component for droplets is the surface energy, Esf and can be 

expressed as:  

, , ,f f LV f SL f SVs s s sE E E E= + −  (6-4) 

where the surface energy components between liquid, substrate and air can be expressed as: 

,f LVs LV LVE A =  (6-5) 

,

2

4f SLs SL SL c SLE A D


 = =  (6-6) 

,

2

4f SVs SV SV c SVE A D


 = =  (6-7) 

According to Eq. (6-8)Young's equation, the (Esf, SL - Esf, SV) can be simplified as: 

cosSL SV LV   − =  (6-8) 

( )
, ,

2 2 cos
4 4f SL f SVs s c SL SV c LVE E D D
 

   − = − =  (6-9) 

The droplet on the substrate surface is assumed to be a spherical cap with a surface area in 

the air ALV. When the contact angle θ is smaller than 90°, the surface area of the spherical cap can 

be expressed as: 

( )2

2, 90

2 1 cos

4sin

c

LV

D
A



 



−
=  (6-10) 

If the contact angle θ is more significant than 90°, the area of the spherical cap is as follow: 

( )2

2, 90

2 1 cos

4sin

c

LV

D
A



 



+
=  (6-11) 

Hence, the surface energy at the equilibrium stage, Esf and can be rearranged as follows: 
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( )
( )

( )
( )

2 2

2 2

cos cos 2
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4 cos 1

cos cos 2
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4 cos 1

f

c LV

s

c LV

D

E
D

   




   




  + +
 

 +
= 

 − −


 −

 (6-12) 

The energy conservation can be established between the before impact stage and equilibrium 

stage as: 

i f dissE E E= +  (6-13) 

or, 

i i fk s s dissE E E E+ = +  (6-14) 

where Ediss is the energy dissipated due to liquid viscosity and the friction between the droplet and 

the roughened metallic surface. To find the Ediss, Eq. (6-14) is divided by Esi, and the original 

equation can be non-dimensionalized as: 

* * *1
i fk s dissE E E+ = +  (6-15) 

where E*
ki, E

*
sf, and E*

diss are showing as follows: 

( )2 3
2

*

2

1 1
We2 6

12 12

i
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ik i
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s i LV LV

u DE u D
E

E D

  
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
= = = =  (6-16) 
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 (6-17) 

*

2

diss
diss

i LV

E
E

D 
=  (6-18) 

Many studies demonstrated that this dimensionless energy dissipation, Ediss
*, could not be 

solved analytically during the droplet oscillation period [185,259]. However, the Ediss
* is a function 
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of Reynolds number (Re), Weber number (We) or impact Weber number (Wei), and dimensionless 

contact diameter (Dc
*), which is defined in this thesis as: 

* c
c

i

D
D

D
=  (6-19) 

With experimental results of the droplet freezing on a metallic surface presented in chapter 5, 

a correlation for Ediss
* is developed using the least square data regression (R2 = 0.96) as shown in 

Eq. 6-20: 

( )
25.26 2.80

* * * 0.50

4.53

We
Re, We, D

Re
diss c c

e
E f D −= =  (6-20) 

By substituting Eq. (6-16), (6-17), (6-18), (6-19), and (6-20) into Eq. (6-15), the original 

equation can be simplified and rearranged as: 

( ) ( )
2 0.50

* *

3 2 1+Cc cC C D D
−

=    (6-21) 

where C1, C2, and C3 can be expressed as: 

25.26 2.80

1 4.53

We

Re

e
C =  (6-22) 

( )
( )

( )
( )

2

2 2

cos cos 2
, when 90 ;

4 cos 1

cos cos 2
, when 90 .

4 cos 1

C

 




 




 + +
 

+
= 

− −


−

 (6-23) 

3

We
1

12
C = +  (6-24) 

Therefore, the Dc
* can be calculated from Eq. (6-21). Figure 6-2 represents predictions of the 

dimensionless final contact diameter of the water droplet with the experimental measurements. A 

good agreement within 0.1% is observed. As mentioned previously, the final contact diameter is a 

critical factor which can connect the droplet impact and freezing process. By solving Eq. (6-21) 
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and substituting the dimensionless final contact diameter in Eq. (6-19), the droplet final contact 

diameter can be predicted, which can also be used to address the solidification time in section 6.4.3. 

 

 

Figure 6-2 The comparison of calculated dimensionless droplet contact diameters from Eq. (6-21) 

with the experimental data 

6.4 Analytical consideration of the droplet freezing on substrate surfaces 

The droplet dynamic process has been analyzed in section 6.3. This section will focus on the 

freezing process of the droplet. The freezing process can also be divided into the supercooling 

stage, recalescence/dendritic stage, equilibrium solidification stage and solid subcooling stage. 

The objective of this step is to compute the total freezing delay time per unit of mass, tfreezing, m: 

, 

freezing n r s
freezing m

t t t t
t

m m

+ +
= =  (6-25) 

where m is the mass of the droplet, tn is the nucleation time, tr is the recalescence time, and ts is 

the time of equilibrium solidification. 
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6.4.1  Liquid supercooling stage 

As previously mentioned, the dynamic period is two orders of magnitude shorter than the 

total freezing delay time. Hence, the heat transfer during the dynamic process is negligible. After 

the water droplet impact and dynamic process (i.e., once the droplet becomes stationary on the 

surface), it starts to be cooled in contact with the subfreezing substrate and the cold environment. 

The initial temperature of the droplet is assumed to be the impact temperature, Timpact, which is 

higher than the melting/freezing point of water Tm = 0 °C, while the temperature of the subfreezing 

substrate, contacted with the cold plate, is fixed at Tcp, which is lower than Tm. The water drop will 

stay in the liquid phase even at a temperature below the melting/freezing point, and this 

phenomenon is defined as supercooling. Heat transfer in the liquid and solid phases is governed 

by the 1-D transient heat conduction equation. In this stage, a simplified 1-D transient model tracks 

the interface temperature at the time, t. The model neglects fluid convection effects due to the 

small size of the droplet. The interface temperature profile Tint (t) can be estimated by solving the 

heat conduction equations in the substrate and droplet domain, respectively, as shown in Figure 

6-3. 

 

 

Figure 6-3 Schematic of the 1-D transient model in the liquid supercooling stage 
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The 1-D transient conduction equations for the droplet and substrate heat transfer domain are 

as follows: 

2

2

1sub sub

sub

T T

x t

 
= 

 
 in the substate domain 0 < x ≤ δ(6-26) 

2

2

1w w

w

T T

x t

 
= 

 
 in the substate domain x ≥ δ (6-27) 

where Tsub is the temperature of the substrate, Tw is the droplet temperature, δ is the thickness of 

the substrate, αsub and αw are the thermal diffusivities of substrate and water, respectively. These 

heat conduction equations are subject to the following initial and boundary conditions. 

( )

( ) ( )

( )

( ) ( )

0,

, ,

,

,0 ,0  at 

sub cp

w sub

w impcat

sub w impact

T t T

T t T t

T t T

T T x T x

 

 

=


=


 =


= = 

 (6-28) 

The droplet falls from a certain height, h, and impacts the target surface. As discussed in 

section 6.1, the dynamic process and time are neglected when analyzing the freezing process. 

Hence, the initial temperature of the droplet can be assumed as Tw (x,0) = Timpact. The first boundary 

condition assumes that the temperature of the cold plate is constant and independent of time. This 

is because the cold plate is connected to a thermal bath in the experiment, and the thermal mass of 

the cold plate is much larger than the droplet. The droplet in contact with the substrate will not 

significantly change the temperature of the cold plate. 

Additionally, the two heat conduction equations share the same interface, where the 

temperature is assumed to be the same at Tint (t) at x = δ. Also, before the equilibrium solidification 

stage, the interface location is fixed at the substrate and droplet contact line (x = δ). The third 

boundary condition is that the temperature of the droplet at the position far away from the substrate 
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equals the temperature when it impacts the surface, Timpact. The governing equations can be solved 

by applying the similarity method. The analytical solutions can show the temperature profile in 

the substrate and water liquid domains, which are always valid during the droplet supercooling 

stage in this model. The detailed solutions are presented in Appendix D, and the solutions of these 

equations are shown as follows: 

( ) ( ) ( ), = +  0
2

sub d cp d

sub

x
T x t T T T erfc x

t




 
−   

 
 

 (6-29) 

( ) ( ) ( )
2

, = +  
2

2

sub

w d cp d

w

w

erfc
t x

T x t T T T erfc x
tx

erfc
t










 
 
    −  

    
 
 
 

 (6-30) 

where erfc(x) is the complementary error function and erfc(x) = 1- erf(x), and erf(x) is the error 

function. 

In this stage, the main objective is to find the interface temperature at time t, Tint (δ, t) as an 

input for the nucleation stage. By substituting x = δ into any one of the Eq. (6-29) or Eq. (6-30), 

the interface temperature of the droplet in contact with the solid substrate can be estimated as: 

( ) ( )int = +
2

d cp d

sub

T t T T T erfc
t





 
−  

 
 

 (6-31) 

6.4.2 Nucleation and recalescence stages 

Ice nucleation is the formation of critical nuclei. An energy barrier, ΔGv, must be overcome 

to start this process. Many approaches are used to analyze this process, as discussed in section 6.1, 

for example, Monte Carlo, molecular dynamics, Lattice Boltzmann Method (LBM) and the 

classical nucleation theory [235,242–248]. In this study, the classical nucleation theory is used to 

analyze and compute the nucleation rate of the formation of the nuclei in the droplet on various 
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surfaces with different wettability since this technique is straightforward, implemented easily, 

requires less computing power, explicates the fundamental physics of the nucleation, and is well 

established by P. V. Hobbs [235]. Homogeneous nucleation requires completely pure material and 

no interference from external particles, which is generally not possible in the scope of engineering 

applications. Therefore, heterogeneous nucleation will be the primary nucleation mechanism in 

this study. Also, most research assumes that heterogenous nucleation occurs on the contact surface 

between the droplet and the solid substrate [7,208–210,214,246,247,257,260]. Hence, this 

assumption is also adopted in the cases in this study. 

According to the macroscopic theory of heterogeneous nucleation, the nucleation rate can be 

expressed as follows [178,235,246,250,261]. 

*

exp hete
L hete D

B int

G
J n Z F

k T

 
= − 

 
 (6-32) 

where nL is the number density of molecules in the liquid, Zhete is the heterogeneous Zeldovich 

factor [250], FD is the net rate of attachment to the critical nuclei, while the factors in the 

exponential function are the energy barrier for the nucleation (ΔGhete
*) that controls the rate of 

heterogeneous nucleation rate, the Boltzmann constant kB = 1.38064 × 10-23 J/K [262], and the 

interface temperature Tint in Kelvin (K). The interface temperature can be calculated in the liquid 

supercooling stage and coupled with Eq. (6-32). Hence, the other factors are required to be 

addressed in the following parts. 

In the classic heterogeneous nucleation theory, ice embryo formation contributes to the 

change in Gibbs energy, ΔG. The ice nuclei are generated on the substrate surface (interface) 

[208,209,246,257]. This consideration is based on thermodynamic energy balance; that is, the 

nucleus will continue to grow when the sum of the bulk free energy of the nucleating phase and 

the surface free energy between the nucleus and the liquid phase decreases as the size of the 
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nucleus increases. Consequently, depending on the size of the nucleus, the sum of the free energies 

may increase as its radius increases. When the size reaches a threshold value, nucleation occurs. 

Assuming the nucleus is a sphere, the threshold size is defined as the critical nucleation radius, r*. 

* 2 SL

V

r
G

−
=


 (6-33) 

where γSL is the interfacial tension between the solid (ice) and liquid (water) phase. ΔGV is the 

volumetric Gibbs energy change between the bulk ice nucleus and the bulk liquid water phase, 

which can be estimated as follows [245]. 

int m
V SL

m

T T
G H

T

−
 =   (6-34) 

where Tm is the melting/freezing temperature of water at 1 atm in Kelvin, i.e., 273.15 K. Tint is the 

interface temperature between the subcooled droplet and the substrate surface, ΔHSL is the 

volumetric enthalpy of fusion of water, which is 3.34 × 10-8 J/m3 [262]. The free energy barrier 

(ΔGhete
*) for heterogeneous nucleation be estimated as [178,235]: 

( )
( )( )*

2

8
cos ,

3

SL
hete

V

G f X
G


 =


 (6-35) 

where f (cos(θ), X) is the geometrical factor as a function of X for different contact angles [178], 

which is expressed as: 

( ) ( ) ( )3 3 2

2

cos( ), 1 2 3 3 cos( ) 1

1 cos( )

cos( )

1 2 cos( )

IW IW

IW

IW

IW

f X m X n n X n

X
m

g

X
n

g

g X X

 







= + + − + + −

−
=

−
=

= − +

(6-36) 
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where θIW is the contact angle of the ice nucleus in the supercooled liquid water on the substrate 

surface in contact with a nucleating particle with radius Rp, and the X is the ratio between the radius 

of the nucleating particle Rp and the critical nucleation radius r*. The ice nucleating particle is a 

particle which acts as the nucleus for the formation of an ice embryo. It can be dust or surface 

defects in contact with the droplet. 

*

pR
X

r
=  (6-37) 

The cos(θIW) can be estimated by applying Young’s equation of the droplet on the substrate 

surface in the air and the ice on the substrate surface in the subcooled liquid water droplet. 

cos

cos

cos

SA SW WA

SA SI IA I

SW SI IW IW

   

   

   

− =

− =

− =

 (6-38) 

where S, A, W, and I denote substrate surface, air, liquid water and ice. Eq. (6-38) can be solved 

and lead to the following. 

cos cos cosIW IW IA I WA     = −  (6-39) 

Also, the contact angles of θI and θ for a sessile droplet [209] showed no apparent difference, 

as proved by Yamada et al. Therefore, the cos(θIW) can be estimated as: 

cos cosIA WA
IW

IW

 
 



−
=  (6-40) 

where γIA and γWA are assumed to be 0.106 and 0.077 N/m [255,263]. 

In summary, the factors in the exponential function can be estimated by Eqs. (6-35), (6-36), 

and (6-37). nL is the number density of molecules in the liquid and can be expressed as: 

A L
L

L

N
n

M


=  (6-41) 
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where NA is the Avogadro’s constant, which equals 6.022 × 1023 mol-1, ML is the molar mass of 

water and equals 1.805 × 10-2 kg/mol, ρL is the density of water, and equals 999.8 kg/m3 at 273 K 

[262]. 

The heterogeneous Zeldovich factor, Zhete, is derived by Vehkamäki et al. [250] and can be 

estimated as follows. 

( )
2

*3

4

2
3

IW B int

hete

A k T
Z

i

 


= 

+
 (6-42) 

where i* is the critical embryo size, A is the surface area of a water molecule, and ζ is defined as: 

( ) ( )

( )

2 2

3
2 2

1 cos 2 4 cos cos 3

1 2 cos

X X X

X X

  




 − − − −
 =

− +
 (6-43) 

The critical embryo size i* can be estimated as: 

3
*

*

3

Sr n
i A

 
=  
 

 (6-44) 

where nS is the number density of molecules in the solid and can be expressed as: 

A S
S

L

N
n

M


=  (6-45) 

where ρS is the density of ice and equals 916.2 kg/m3 at 273 K [262]. The surface area of a water 

molecule, Am, can be estimated by assuming the water molecule is spherical. 

24m meanA r=  (6-46) 

where rmean is the mean particle separation distance, which is related to nS, and can be expressed 

as: 

1

33

4
mean

S

r
n

 
=  
 

 (6-47) 



 

108 

 

Then the other factor in computing the nucleation rate J is FD, which is the net rate of 

attachment to the critical nucleus. This rate can be estimated as [246]: 

2 2 2

*3 3 3
D L LF A i n D n

   
=       
   

 (6-48) 

where the term in the bracket is the number of surface molecules of the critical nuclei, and the 

other term in the second bracket is the impact rate of liquid molecules per surface molecule of the 

embryo. In the second term, D is the self-diffusion coefficient of water and can be estimated as 

[264]: 

( )
0

0

1
exp

B int

D D
T T T

 −
=  

− 
 (6-49) 

where D0 = 4 m2/s, TB = 2.07 × 10-3 K, T0 = 169.7 K. 

By substituting Eqs. (6-35), (6-42), and (6-48) in Eq. (6-32), the nucleation rate J can be 

rewritten as: 

( ) ( )
( )( )27

3

8
cos ,

34
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3 2

SL

IW B int V

L

B int

f X
A k T G

J n A D
k T




 



 
 


 =      −
 +
 
 

(6-50) 

Hence, the nucleation starts when the number of critical nuclei N reaches 1 in the subcooled 

droplet, and for a low cooling rate, N can be estimated as [235,251]: 

( )
0

nt

D cN V V Jdt= −   (6-51) 

where VD is the initial droplet volume, J is the nucleation rate, Vc is the size of the critical nucleus. 

If it assumes that the nucleus is spherical, it can be estimated as follows: 

*34

3
cV r=  (6-52) 
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In summary, both J and Vc are related to the interface temperature Tint (t) calculated in the 

liquid supercooling stage and a function of t. The time from droplet impact on the substrate surface 

to the time when N approximately reaches 1, is defined as nucleation tn, which means that the 

liquid droplet takes time tn to start freezing, and Tn is defined as Tint (tn) at time tn. In this study, 

the droplet size is about 18.07 ± 0.51 µl. The assumption of a single critical nucleus formed as the 

sign of the beginning of nucleation is reasonable and is also approved by others [208,260]. 

After the critical nucleus is formed, the ice embryo starts to crystalline growth at a very short 

time scale (less than 0.1 s) [121,191–193,208,218,247], which is also known as the recalescence 

stage. As discussed in section 6.1, to simplify the analysis of the freezing process, the time for the 

recalescence stage is assumed to be zero, tr ≈ 0 s. During this process, the temperature of the droplet 

increases dramatically to the equilibrium freezing temperature Tm. The equilibrium solidification 

stage begins after the temperature jumps back from the nucleation temperature to the 

melting/freezing temperature, which is discussed in section 6.4.3. 

6.4.3 Equilibrium solidification stage 

The droplet will become opaque at some point, indicating the beginning of the equilibrium 

solidification stage [90]. This phenomenon was also observed in previous experiments in this study. 

Other researchers in the literature have also reported the same phenomenon and marked this as the 

end of the nucleation and recalescence stage [208,265,266]. The classical freezing and melting 

problems are discussed by applying the Stefan problem [256]. In this analysis, the droplet impact 

temperature is higher than the melting/freezing temperature. The 1-D Stefan problem is used to 

address the solidification time ts during the equilibrium solidification stage, which can also 

simplify the analysis process and decrease the computing power consumed. The following 

assumptions are adopted to tackle the problem: 
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1. The densities of both phases are the same and keep at constant, which also means that the 

volume change due to the solidification is neglected. 

2. The heat conduction equation governs the temperature distribution and heat transfer. 

3. The temperature of the interface is known, which is the nucleation temperature Tn 

calculated in section 6.4.2. 

4. A clear interface between the two phases can be considered, which can also be observed 

in the previous experimental study in Figure 5-3. 

After the recalescence stage, the initial temperature of the droplet is assumed to be the same 

as the melting/freezing temperature Tm. Hence, the Stefan problem is a one-region problem that 

focuses on solving the temperature distribution in the solid phase, and this treatment can also be 

found in the literature [246]. 

 

 

Figure 6-4 Schematic of the 1-D one-region Stefan problem in the equilibrium solidification stage 

 

In this one-region Stefan problem, the temperature distribution in the solid phase is controlled 

by heat conduction, as shown in Figure 6-4. The interface moved upwards, the location of which 
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2

2

1

s

T T

x t

 
= 

 
 (6-53) 

where αs is the thermal diffusivity of the solid phase. The interface locates initially at the interface 

between the substrate surface and the droplet, where it is set as the position x = 0. Therefore, the 

initial conditions are as follows. 

( )

( )

,0

0 0

mT x T

s

=

=
 (6-54) 

The corresponding boundary conditions are: 

( )

( )

0,

,  , at ( ), 0
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T t T

T x t T x s t t
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
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= = 


= = 



 (6-55) 

where HSL is the latent heat of fusion, ρ is the density of water, kS is the thermal conductivity of 

the solid phase (ice). An exact solution can be derived by introducing a similarity variable x/√t 

into the governing equation. The movement of the solid-liquid phase change interface can be 

estimated as follows: 

( ) 2 ss t t =  (6-56) 

where λ is a constant determined by the temperature difference between Tint and Tm, and can be 

obtained by solving the following equation iteratively. 

( ) ( )2expSSte
erf  


=    (6-57) 

where SteS is the Stefan number for the solid phase and is expressed as: 

( ), intp s m

S

SL

c T T
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H

−
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where cp, s is the specific heat capacity of the solid phase (ice). After solving the interface 

movement, the temperature profile in the solid phase is expressed as: 

( )
( )int

2
,

x
erf

t
T x t T

erf 

 
 
 = +

 (6-59) 

The interface location function s(t) describes the movement of the interface. In order to find 

the solidification time at the equilibrium solidification stage, the freezing depth, s, is introduced, 

which is defined as when the interface moved to the location of the freezing depth, the liquid 

droplet is completely solidified. The freezing depth is not the height of the droplet on a substrate 

surface but the projected area (Ap) of the droplet on the plane, which is normal to the substrate 

surface, divided by the final contact diameter (Dc) of the droplet. The freezing depth can be 

expressed as follows. 

p

c

A
s

D
=  (6-60) 

Hence, the solidification time ts can be estimated as: 

( )
2

2p c

s

s

A D
t




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=  (6-61) 

where the final contact diameter (Dc) can be estimated in section 6.3. 

In summary, the solidification time (ts) is given by Eq. (6-56). The total freezing delay time 

per unit of mass can be estimated by adding the time during each stage discussed above and then 

dividing it by the mass of the droplet. 

,

freezing n r s n s
freezing m

t t t t t t
t

m m m

+ + +
= = =  (6-62) 

6.4.4 Solid subcooling stage 
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Suppose the ice droplet is still attached to the substrate surface after the whole droplet is 

completely solidified. In that case, the droplet will continue to be cooled to a state until it reaches 

equilibrium with the substrate surface temperature. The heat conduction equation controls this 

stage, and 

2

2

1sub sub

sub

T T

x t

 
= 

 
 in the substate domain 0 < x ≤ δ(6-63) 

2

2

1I I

I

T T

x t

 
= 

 
 in the substate domain x ≥ δ (6-64) 

subject to the boundary conditions as follows. 
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 (6-65) 

By solving the governing equation, the temperature profile in the substrate and ice droplet 

can be expressed as: 

( ) ( ) ( ), = +  0
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x
T x t T T T erfc x

t
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 
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 (6-66) 
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 (6-67) 

6.5 Results and discussion 

When the analytical results are compared with the experimental results, the critical energy 

barrier required for nucleation on hydrophobic surfaces is overestimated. The shape factor f in Eq. 

(6-35) is insufficient to predict the critical Gibbs free energy change for heterogeneous ice 
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nucleation. Other factors may influence the critical energy barrier, such as contact angle, surface 

material and roughness, and environmental conditions (e.g., dust size and humidity). Due to the 

overestimated critical free energy change, the nucleation rate is reduced, resulting in a relatively 

longer nucleation time than the experimental results from Chapter 5. In order to correct the critical 

Gibbs free energy change, a coefficient is introduced to modify the critical energy barrier. It is a 

function of the apparent static contact angles of the water droplets on a solid surface by fitting the 

experimental results with the analytical model. This coefficient is defined as CA and expressed as 

follows. 

( )3.8 cos
0.32 0.2AC e


= +   (6-68) 

Therefore, the nucleation rate J can be rewritten by substituting Eq. (6-68) into Eq. (6-32) as 

follows. 

*

exp A hete
L hete D

B int

C G
J n Z F

k T

 
= − 

 
 (6-69) 

 

Table 6-1 The physical, molecular and thermal properties of water and ice at 273 K [262,264]. 

Property Unit Water Ice 

Density ρ [kg/m3] 999.8 916.2 

Thermal conductivity k [W/(m⋅K)] 0.555 2.22 

Specific heat cp [J/(kg⋅K)] 4200 2100 

Interfacial surface tension γSL [J/m2] 0.028 + 0.00025 × (T – 273.15) 

Latent heat of fusion HSL [J/kg] 3.34 × 105 

 

This coefficient depends on the applications and may vary due to environmental and 

experimental conditions. Also, this coefficient is not only related to the contact angle, but may also 
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be related to different circumstances, such as surface material and roughness and environmental 

conditions (e.g., dust, humidity). 

Since the surface defects can be used as the nucleating particles, the sizes of the nucleating 

particles used in this model are adopted for the surface roughness and listed in Table 6-2. By 

substituting the properties in Table 6-1, Table 6-2 and the experimental conditions in Table 5-3, 

and Table 5-4, the total freezing delay time per unit mass can be obtained and illustrated with 

experimental results in Figure 6-5. It shows that the analytical prediction has good agreement with 

the experimental results, which verifies the feasibility of the methods and assumptions used in this 

study. The analytical consideration not only provides a straightforward and effective solution but 

also simplifies the rather complicated mechanism of the phase change heat transfer process for 

droplet impact and freezing on metal surfaces and provides a direct estimate of the freezing delay 

time for the corresponding conditions (impact conditions, temperature, wettability, surface 

roughness), which is beneficial for engineering applications. This model reduces the requirement 

for extensive and complex computations, resulting in a fast and effective method for understanding 

and estimating the droplet impact and freezing process. 

 

Table 6-2 The sizes of nucleating particles adopted for the surface roughness [267]. 

Sample Rp [m] 

ON 4.62 × 10-6 

100S 8.27 × 10-6 

250S 11.93 × 10-6 

ED-SA 19.89 × 10-6 

100S-ED-SA 21.64 × 10-6 

250S-ED-SA 23.38 × 10-6 
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Figure 6-5 The comparison of calculated total freezing delay time per unit mass with the 

experimental results. 

 

The droplet impact temperature is set at 5 °C, and the cooling plate is connected to a thermal 

bath, the circulating temperature of which is set at -15 °C. The droplet sizes are adopted from the 

experiments. The droplet experiences five freezing stages: the liquid supercooling stage, the 

nucleation stage, the recalescence stage and the solid subcooling stage. The time from the end of 

the recalescence stage to the droplet frozen completely is defined as the solidification time, ts. The 

freezing delay time is the sum of the nucleation and solidification time. Figure 6-6 illustrates the 

temperature profiles of the ice-water interface of a sessile droplet on the six samples tested in 

Chapter 5. 
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Figure 6-6 The temperature profile of the ice-water interface (when the impact height h = 0 cm, 

the Timpact = 5 °C, Tcp = -15 °C): a) ON, b) 100S, c) 250S, d) ED-SA, e) 100S-ED-SA, f) 250S-ED-

SA, where tn is the nucleation time, ts is the solidification time, and LSS, ESS, SSS stands for 

liquid supercooling stage, equilibrium solidification stage and solid subcooling stage, respectively. 

The red dashed boxes indicate the equilibrium solidification stage, and the left boundary represents 

the nucleation and the recalescence stage. 
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Besides the sessile droplet freezing process, Figure 6-7 illustrates the temperature profiles of 

the ice-water interface at different impact heights. The nucleation time is affected by the impact 

height, and a higher impact height contributes to faster ice nucleation in the droplet. In comparison, 

it has less influence on the solidification time. However, the droplet size still is the most significant 

factor in the solidification time since the droplet size for h = 10 cm is the largest among the other 

two cases. 

 

 

Figure 6-7 The temperature profile of the ice-water interface of a water droplet on the 100S-ED-

SA surface with different impact heights, when the Timpact = 5 °C, Tcp = -15 °C, Rp = 21.64 × 10-6 

m, Dc, h = 0 cm = 2.38 × 10-3 m, VD, h = 0 cm = 1.29 × 10-8 m3, Dc, h = 5 cm = 3.79 × 10-3 m, VD, h = 5 cm = 

2.22 × 10-8 m3, Dc, h = 10 cm = 3.24 × 10-3 m, VD, h = 10 cm = 1.39 × 10-8 m3. 

 

Also, as mentioned in 5.4, when the impact height is 10 cm, the droplet will partially bounce 
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contributes to an even smaller droplet size when it freezes on the surface. Therefore, the analytical 

results show that the solidification time ts, h = 10 cm < ts, h = 0 cm < ts, h = 5 cm for sample 100S-ED-SA. 

 

 

Figure 6-8 The effects on the nucleation time per unit of mass of a 20 μl water droplet impact on 

a substrate surface: a) the contact angle θs, when the Timpact = 5 °C, Tcp = -15 °C, Rp = 14.96 × 10-

6 m, b) the size of nucleating particles, when the Timpact = 5 °C, Tcp = -15 °C. 

 

In summary, surface wettability affects the nucleation time. A hydrophobic surface 

contributes to a much longer freezing delay, and the results are represented in Figure 6-8a. For 

hydrophobic surfaces (θs > 90°), the nucleation time per unit mass increases significantly when the 

contact angle increases. In contrast, for hydrophilic surfaces (θs < 90°), the nucleation time per 

unit mass slightly increases when the contact angle increases. While in the analytical model, the 

size of the nucleating particle is another factor that can influence the nucleation rate. However, 

this effect is negligible for nucleation time per unit mass, as shown in Figure 6-8b. The nucleation 
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time per unit of mass does not change in the condition of three different droplet-substrate contact 

angle surfaces (70°, 110°, 140°). 

 

 

Figure 6-9 The effects on the nucleation time per unit of mass of a 20 μL water droplet impact on 

a substrate surface: a) the temperature of the cold plate, when the Timpact = 5 °C, Rp = 14.96 × 10-6 

m; b) the droplet impact temperature, when Tcp = -15 °C, Rp = 14.96 × 10-6 m. 

 

Other factors that influence the droplet nucleation time per unit mass are also investigated, 

such as the temperature of the droplet when it impacts the surface and the temperature of the 

substrate (or ambient temperature). The variation of nucleation time per unit mass, along with the 

droplet impact temperature and the cold plate temperature, is shown in Figure 6-9. On the one 
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the temperature decreases. In addition, the nucleation time per unit mass is higher when the 

droplet-substrate contact angle is larger. On the other hand, the droplet impact temperature 

decreases, leading to quicker nucleation of the droplet, and this effect is also more significant for 

surfaces with higher contact angles. 

 

 

Figure 6-10 The effect of the volume of the droplet VD on the nucleation time per unit mass of a 

droplet impact on a substrate surface when the Timpact = 5 °C, Tsub = -15 °C, Rp = 14.96 × 10-6 m. 

 

In addition, the nucleation time per unit mass is also influenced by droplet volume (VD), as 

shown in Figure 6-10. When the water-solid surface contact angle is 140°, tn, m decreases 

dramatically as VD increases in the region where droplet volume is less than 3.0 × 10-8 m3. However, 

as droplet volume continues to increase, the change in tn, m tends to level off, and the effect strength 

of the droplet volume becomes weaker as the contact angle decreases. 
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Figure 6-11 a) The effect of the droplet volume VD on the nucleation temperature when the droplet 

impacts a substrate surface, when the Timpact = 5 °C, Tcp = -15 °C, Rp = 14.96 × 10-6 m. The effects 

on the nucleation temperature of a 20 μl water droplet impact on a substrate: b) the cold plate 

temperature (Timpact = 5 °C, Rp = 14.96 × 10-6 m); c) the droplet impact temperature (Tcp = -15 °C, 

Rp = 14.96 × 10-6 m), and d) the contact angle θs (Timpact = 5 °C, Tcp = -15 °C, Rp = 14.96 × 10-6 m.) 
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Furthermore, the nucleation temperature is defined as the droplet-substrate interface 

temperature at the time of nucleation, which can be estimated by substituting the nucleation time, 

tn, into Eq. (6-31). In comparison, the nucleation temperature is affected by the contact angle, the 

cold plate temperature, the droplet impact temperature, and the droplet volume. The relationship 

between these factors and the nucleation temperature is illustrated in Figure 6-11. The factors of 

droplet impact temperature, cold plate temperature and droplet volume have relatively 

insignificant effects on the nucleation temperature. Except for very small droplets (~10-8 m3), 

changes in droplet volume will slightly affect the nucleation temperature of the droplet. However, 

this effect is only in the range of approximately 0.10 °C to 0.20 °C, which is negligible. The 

nucleation temperatures for different droplet volumes in the range between 2.00 × 10-8 m3 to 1.00 

× 10-5 m3 are approximate at -12.36 °C ± 0.09 °C, -13.64 ± 0.09 °C and -14.19 ± 0.08 °C for the 

contact angle at 70°, 110° and 140°, respectively as shown in Figure 6-11a. Also, for a 20 μl water 

droplet impact on a substrate surface, the nucleation temperature for different impact temperatures 

in the range between 5 °C to 0 °C are approximate -12.61 °C ± 0.01 °C, -13.89 ± 0.01 °C and -

14.41 ± 0.01 °C for the contact angle at 70°, 110° and 140°, respectively as shown in Figure 6-11b. 

At the same time, the nucleation temperatures for a 20 μl water droplet impact on substrates having 

different temperatures in the range between -15 °C to -20 °C are approximate -12.65 °C ± 0.05 °C, 

-14.04 ± 0.10 °C and -14.62 ± 0.12 °C for the contact angle at 70°, 110° and 140°, respectively as 

represented in Figure 6-11c. In summary, these three factors have insignificant effects on the 

nucleation temperature, while the contact angle is the main factor that governs the nucleation 

temperature, which is illustrated in Figure 6-11d. The nucleation temperature gradually decreases 

as the contact angle increases. 
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6.6 Summary 

In this study, the droplet impact and freezing process have been investigated analytically. 

When a water drop impacts a surface in a cold environment, this droplet will experience six stages: 

dynamic stage, supercooling stage, nucleation stage, recalescence/dendritic stage, equilibrium 

solidification stage and solid subcooling stage. The dissipation in the droplet dynamic stage was 

analyzed based on the energy conservation, which results in a solution for droplet final contact 

diameter (Dc) as a function of initial droplet diameter (Di), the Weber number We, the Reynolds 

number Re, and contact angle θ. The final contact diameter (Dc) is critical for heat transfer and 

droplet solidification time. 

The droplet freezing process has been divided into the liquid supercooling stage, the 

nucleation and recalescence stage, the equilibrium solidification stage and the solid subcooling 

stage. The liquid supercooling and solid subcooling stages are based on the 1-D transient heat 

conduction theory to obtain the interface temperature as a function of time. When the number of 

ice nuclei reaches one, nucleation occurs, and the recalescence stage begins by coupling the liquid 

supercooling 1-D transient heat conduction with the classical nucleation theory. The time 

consumed is recorded as the nucleation time, and the corresponding temperature is the nucleation 

temperature. After the recalescence stage, the droplet temperature increases to the melting/freezing 

temperature due to the latent heat release. 

By coupling the droplet dynamic results, Dc, with the one-region Stefan problem, the model 

estimates the solidification time for the equilibrium solidification stage. Then the solid subcooling 

stage begins. 

The experimental results validate the analytical predictions, which verify the feasibility of the 

methods and assumptions used in this study. The analytical consideration not only provides a 
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straightforward and valid solution but also simplifies the rather complicated mechanism of the 

droplet dynamic and freezing process on metal surfaces and provides a directly estimated total 

freezing delay time under the different conditions (impact conditions, temperature, wettability, 

surface roughness), which is beneficial for engineers and reduces the requirement for extensive 

and sophisticated computations, resulting in a fast and effective method for understanding and 

estimating the droplet impact and freezing process, which has also filled the gap in this research. 

From this analytical consideration, the following conclusion can be obtained: 

1. The final contact diameter (Dc) in the droplet dynamic stage is related to the initial droplet 

diameter (Di), the Weber number We, the Reynolds number Re, and the contact angle θ. 

2. The solidification time (ts) in the equilibrium solidification stage depends on the final 

contact diameters (Dc), the droplet sizes (Vd) and the nucleation temperature (Tn). 

3. The effect on nucleation time (tn) of the size of nucleating particles is negligible. 

4. The impact height affects nucleation time (tn). In other words, a higher impact height 

contributes to slower ice nucleation in the droplet. 

5. The nucleation time (tn) increases significantly for hydrophobic surfaces, while it slightly 

increases for hydrophilic surfaces when the contact angle increases. 

6. The lower cold plate temperature leads to a shorter nucleation time (tn) for both 

hydrophilic and hydrophobic surfaces. However, the effect becomes weaker as the 

temperature decreases. Also, the nucleation time (tn) is higher when the droplet-substrate 

contact angle is more significant at the same cold plate temperature 

7. The lower droplet impact temperature contributes to quicker nucleation of the droplet, 

which is more significant for surfaces with higher contact angles. 
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8. The contact angle is the main factor that governs the nucleation temperature compared 

with the effects of droplet impact temperature, cold plate temperature and droplet volume. 
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Chapter 7 Conclusion and Recommendations for Future Work 

7.1 Conclusions 

A surface with low surface energy to repel water and prevent icing is a passive ice protection 

technique. This study comprehensively investigates the droplet wetting behaviour, impact 

dynamics and freezing process on irregularly roughened stainless steel surfaces with various 

wettability. The combination of electrodeposition and sandblasting significantly increases the 

static contact angle, from 91 ± 6° (ON) to 151 ± 2 (100S-ED-SA), and both techniques can be used 

on an industrial scale. This comprehensive investigation contributes to the following critical 

conclusions: 

1. The droplet dynamic experimental results illustrate the common problems involved in 

studying wetting dynamics on random rough surfaces, a topic of great relevance to large-

scale industrial wetting applications and great importance in the life cycle of materials. 

For droplets on inclined experiments of the same irregular rough surface, almost all 

droplets adhered to these surfaces even though the contact angle was in a 

superhydrophobic state (~150°). This result could not have been explained by the simple 

Furmidge model that relates sliding angles to volume-modified contact angles. These 

difficulties were not limited to the sandblasted and coated steel: the wetting behaviour of 

other roughened metals and plastics showed similar problems with pinning. 

2. The results of water droplet freezing on the target surfaces indicate that a further reduced 

wettability leads to a longer freezing delay. The freezing delay performance of 

sandblasted samples is better than the one without sandblasting pre-treatment. Also, the 
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surface treated by the hybrid technique (sandblasting and electrodeposition) presents a 

longer freezing delay than those treated with only one technique. 

3. Most of the time (>98% of the total freezing delay time) in the freezing delay experiments, 

the droplet is stationary on the surface, and there is a fixed droplet-substrate contact area, 

which results in a fundamental assumption that a fixed final contact area can be assumed 

for the freezing process. 

4. The heat transfer analysis for the freezing delay experiments demonstrates that a higher 

water contact angle contributes to a lower droplet-substrate final contact area resulting in 

a lower freezing rate and longer freezing delay time. The higher impact distance will also 

lead to a larger final contact area of the water droplet on the sample surface, contributing 

to a higher freezing rate and shorter freezing delay time. 

5. The dimensional analysis indicates that lower Wei (due to lower impact velocity or a 

poorer wetting surface) leads to smaller Ac
* (smaller final contact area Ac) and a lower 

average freezing rate per unit mass. In other words, for droplets with the same impact 

velocity, a more hydrophobic surface will have a smaller final contact area, contributing 

to a longer freezing delay and a lower average freezing rate per unit mass. At the same 

time, the higher impact distance will result in a larger dimensionless final contact area Ac
* 

and a higher average freezing rate per unit mass, which leads to faster freezing (smaller 

t*).  

6. The droplet impact height has less influence on the final contact area per unit mass Ac, m 

and the average heat transfer rate per unit massqm of a droplet on a more hydrophobic 

surface. In other words, the superhydrophobic surfaces have better icephobic performance, 
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even for a droplet falling from a higher distance. This finding is significant in addressing 

engineering icing problems. 

7. From this analytical consideration, the following conclusion can be obtained: (1) the final 

contact diameter (Dc) in the droplet dynamic stage is related to the initial droplet diameter 

(Di), the Weber number We, the Reynolds number Re, and contact angle θ and the 

solidification time (ts) in the equilibrium solidification stage depend on the final contact 

diameters (Dc), the droplet sizes (VD) and the nucleation temperature (Tn); (2) the 

nucleation time (tn) depends on droplet-substrate contact angles (θs), impact heights, cold 

plate temperature (Tcp), droplet impact temperature (Timpact), and droplet volume (VD), 

while the effect of the nucleating particle sizes (Rp) is negligible; (3) the droplet-substrate 

contact angle (θs) is the main factor that governs the nucleation temperature (Tn) compared 

with the effects of droplet impact temperature (Timpact), cold plate temperature (Tcp) and 

droplet volume (VD). 

7.2 Contributions 

This comprehensive study on wettability, droplet impact dynamics and the freezing processes 

have built the relationship between surface wettability and icephobicity. The droplet impact and 

freezing process have been investigated, which benefit the research in this field: 

1. The hybrid fabrication method (sandblasting and electrodeposition) can be applied to a 

large-scale industrial surface treatment. The treated surface presents superhydrophobicity 

and good wetting durability after multiple icing and melting cycles. 

2. The droplet wetting behaviour on random rough surfaces proposes the problems involved 

in studying wetting dynamics on large-scale industrial irregularly roughened surfaces. 

Some recommendations for future study have been listed in section 7.3. 
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3. The droplet freezing delay experiment connects droplet impact dynamics and the freezing 

delay process, which fills the gap in the literature for experiments conducted on metal 

surfaces in subfreezing environments. Also, the critical effects of the final contact area 

and the assumption of a fixed droplet-substrate contact area can be used by other 

researchers or engineering in the applications. 

4. The analytical framework not only provides a straightforward and effective solution but 

also simplifies the rather complicated mechanism of the phase-change heat transfer 

process for droplet impact and freezing on metal surfaces and provides a direct estimate 

of the freezing delay time for the corresponding conditions (impact conditions, 

temperature, wettability, surface roughness), which is beneficial for engineering 

applications. 

7.3 Recommendations for future work 

This study is a fundamental investigation of surface wettability, droplet impact dynamics and 

the freezing process on randomly roughened metal surfaces, which can improve understanding of 

the relationship between surface wettability and retarded icing. However, there are some 

inadequacies and limitations, so the following recommendations are proposed to guide future work. 

1. The following best practices are recommended for future studies involving the assessment 

of surface contact angles: (1) report dynamic advancing and receding contact angles since 

apparent static contact angles are insufficient; (2) include images of the droplets and their 

fits to show how droplet asymmetry was addressed. By reporting the data mentioned 

above, future researchers can compare wettability studies in a more informed way. These 

conclusions are relevant not only for metals but also could be applied to studies of other 

coated solid surfaces. 
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2. This research has not investigated the surface roughness for surface wettability since the 

target surface was roughened irregularly. Therefore, more investigation can be done to 

evaluate the effects of surface roughness on surface wettability. 

3. Ice adhesion has not been considered and investigated in this research, which can be 

investigated in future studies. 

4. Similar droplet impact and freezing delay experiments have been conducted at room 

temperature, presented in Appendix A. Both investigations lead to similar conclusions. 

The ambient temperature can be controlled in this study. However, the effects of other 

environmental conditions on the droplet impact dynamics and freezing process require 

future investigation, for example, the ambient air velocity and humidity. 

5. Another comprehensive investigation related to ice protection techniques has been 

presented in Appendix B. It is difficult to achieve adequate ice protection in harsh 

environments with a single active or passive technique based on extensive studies. The 

cost of implementation and maintenance for active anti/de-icing approaches is too high 

for long-term use. Some passive ice protection techniques can delay icing, but they cannot 

prevent long-term ice formation completely, which leads to the eventual rapid 

accumulation of ice. The hybrid techniques combine multiple active and passive methods 

to take advantage of both techniques; for example, the electrothermal air film isolating 

surfaces and electrothermal SLIPS. Still, the application of these techniques is limited due 

to the potential of electrical shock hazards in offshore environments. There are more 

options for combining active and passive techniques or passive and passive techniques; 

for example, PCMs/PSLs integrated with SLIPS, where the combination of two passive 

anti/de-icing approaches presents excellent anti-icing performance. The photothermal 
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technique integrated with air/ oil film isolating surfaces is promising but with limitations 

for different applications. Further investigation is required for the development and 

application of hybrid techniques. 

6. The analytical model not only provides a straightforward and valid solution but also 

simplifies the rather complicated mechanism of the droplet dynamic and freezing process 

on metal surfaces and provides a directly estimated total freezing delay time under the 

different conditions (impact conditions, temperature, wettability, surface roughness), 

which is beneficial for engineers and reduces the requirement for extensive and 

sophisticated computations, resulting in a fast and effective method for understanding and 

estimating the droplet impact and freezing process, which has also filled the gap in this 

research. However, the framework still has some limitations for contact angles higher 

than 150 ° or below 40°, and the estimated coefficient CA requires more investigation to 

obtain a more precise prediction. In the future, a more comprehensive model framework 

can be developed to address the abovementioned limitations. 
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Appendix A Droplet Freezing Delay on Regularly Roughened 

Stainless Steel Surfaces6 

A.1 Introduction 

Appendix A presents the droplet freezing delay on regularly roughened stainless-steel 

surfaces at room temperature. Section A.2 shows the experimental setups, and section A.3 

presents the characterization of the sample surface. An uncertainty analysis is demonstrated 

in section 0. A detailed heat transfer analysis is presented in section A.5. Section A.6 shows 

the major conclusions from this study. 

A.2 Experimental apparatus and procedure 

Figure A-1 shows the apparatus for the water droplet impact and freezing experiments 

on regularly roughened stainless-steel surfaces. It consists of a heavy-duty stand (Fisher 

Scientific) with a tilting base (World Precision Instruments, Stand Tilting, M-3) of 

adjustable inclination angles, a cold plate (AAVID Thermally) that is mounted on the tilting 

base to control the temperature of the sample surface, and a thermoelectric cooler (TE 

Technology) where a copper tubing of 1/16 inch diameter (Sigma-Aldrich) is used for 

 
6 The main content in this chapter is a part of a previously published paper (K. Shi, X. Duan, Heat Transfer 

Analysis of Icing Process on Metallic Surfaces of Different Wettabilities, in: H. Okada, S.N. Atluri (Eds.), 

Comput. Exp. Simulations Eng., Springer, Cham, 2020: pp. 201–206.) The author of this thesis is the first 

author of the published paper. The first author conducted droplet freezing delay experiments on regularly 

roughened stainless-steel surfaces at room temperature, identified the research topic, analyzed data, prepared 

the manuscripts and the corresponding revisions. Dr. Xili Duan, as the second author, provided his 

professional suggestions on this topic and assisted in preparing the manuscript and the corresponding 

revisions. 



 

172 

 

generating water droplets with controllable temperatures. Water comes from a syringe 

pump (Harvard, Syringe pump, MMP 3.3, not shown in this diagram). The cold plate is 

connected to a thermal bath (Fisher Scientific, ISO TEMP 6200), which provides control 

of the surface temperature of the testing samples. 

 

 

Figure A-1 Schematic of the experimental system, and the figure is adapted from [90] 

with the permission of Elsevier Science and Technology Journals. 

 

High speed imaging was used to record the droplet dynamics and freezing process 

with a high-speed camera (Vision Research, Phantom V611). The camera is connected to 

a laptop for video and picture capturing. An LED light and a light diffuser (Edmund Optics, 

OPAL 50 mm) were used to provide proper light for the imaging process. The temperatures 

of the sample surfaces and droplets are measured by an infrared camera (FLIR). The droplet 

dynamics and freezing parameters (detailed in the next section) can be determined by 

analyzing the images taken by the high-speed camera. 
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This study investigates the effects of surface temperature, droplet impact velocity, 

surface inclined angle, droplet diameter, and surface wettability (static and dynamic contact 

angles) on droplet impact dynamics. The total icing time is defined as the time measured 

from when the droplet first impacts a sample surface until it is fully frozen. Five runs are 

conducted at each condition to minimize random experimental uncertainty. After each run, 

the sample surface was washed with deionized water and completely dried before the next 

run. 

A.3 Sample surfaces 

Table A-1 Sample surfaces with different wettability 

Sample name θs (°) θa (°) CAH (°) 

ON 77 ± 3 88 ± 3 36 ± 3 

Channel 1 112 ± 5 132 ± 5 27 ± 5 

Channel 2 124 ± 5 123 ± 5 38 ± 5 

Coated channel 1 128 ± 5 135 ± 5 31 ± 5 

Varied channel 130 ± 5 149 ± 5 20± 5 

Coated channel 2 139 ± 5 149 ± 5 20 ± 5 

Coated varied channel 145 ± 4 150 ± 4 21 ± 4 
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Figure A-2 Design drawings (a, b) and SEM images (c, d) of Channel 2 and Varied channel 

surfaces. The figure is adapted from [90] with the permission of Elsevier Science and 

Technology Journals. 

 

A total of seven engineered surfaces with various wettability are used in the 

experiments and listed in Table A-1. The material is stainless steel (17-4 PH) for all 

samples. The ON had no mechanical machining or coating. Channel 1 is a 20×20 mm 

surface machined by wire electrical discharge machining (WEDM) [268]. Channel 2 and 

a) 

c) 

b) 

d) 
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the Varied channel are 30×20 mm surfaces with micro/nano texturing fabricated with a 

nanosecond laser [140]. Figure A-2 shows detailed designs of the two micro-scale channels 

and scanning electron microscope (SEM) images showing the actual surface morphology 

after laser machining. Samples of these 3 designs were also coated with a low surface 

energy material, i.e., Aculon [140] to further increase their hydrophobicity. The more 

detailed sample preparation procedures have been presented in [90,140]. The static and 

dynamic contact angles of each sample surface, listed in Table A-1, was measured by a 

contact angle instrument (Dataphysics, OCA 15EC). Five measurements were taken for 

each sample, and the average values were used. 

A.4 Uncertainties analysis 

The uncertainties include precision errors obtained from equipment manuals and 

random errors within multiple measurements. The method of Kline and McClintock [190] 

has been used to determine the uncertainties of average heat transfer rate, heat transfer 

coefficient and other dimensionless parameters. Table A-2 represents the uncertainties in 

these experiments and heat transfer analysis. 

 

Table A-2 Uncertainties

Parameters Uncertainties 

Ti and Tw ± 0.1°C and ± 1 °C 

Di and tfreezing ± 10 µm and ± 0.5 ms 

We and Wei ± 0.5%.and ± 4% 

QV and Q ± 0.9% and ± 1.9% 
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q  and Dc
* ± 1.9% and ± 0.3% 

A.5 Heat transfer analysis of the icing process 

Icing experiments on horizontal surfaces were conducted under different conditions. 

The temperatures of the sample surfaces were controlled at Tw = -10 °C. The initial droplet 

diameters Di were 1.80 mm. The droplet impact speeds varied from 0.77 m/s, 0.99 m/s, to 

1.17 m/s. The initial droplet temperature was kept at Ti = 5 ºC. All experiments were 

conducted under approximately the same room air temperature (~ 15 °C) and relative 

humidity (~ 30%). 

The heat transfer analysis is the same as in section 5.5. 

 

Figure A-3 The average cooling rates of droplets icing changed with final contact areas 

 

Figure A-3 shows the average cooling ratesq varied with the final contact areas Ac of 

droplets on different target surfaces. q tends to increase while the contact areas Ac is rising. 

This indicates that a higher contact area leads to a higher cooling rate, which is also 
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indicated in Eq. 1. This contact area is the key to the cooling process of droplets icing on 

cold surfaces. It relates to the surface wettability and impact velocities of droplets.  

Figure A-4 shows the variations of Ac
* with (a) the θs (static contact angle of water 

droplets on target surfaces) and (b) the Wei number. Ac
* decreases when the θs increases, 

i.e., a better wetting condition will lead to a larger final contact area. In other words, a water 

droplet will extend wider when it impacts a surface with better wettability, and the final 

contact area of a water droplet will be smaller when it impacts a more hydrophobic surface. 

Also, a higher Wei number leads to a larger Ac
* of water droplets. In addition, lower Wei 

means a lower impact speed on the same target surface or a droplet impact under the same 

speed on a poor wetting surface. 

Figure A-4b demonstrates that a lower Wei leads to a smaller Ac
* of water droplets, 

which means that a droplet impacts under the same speed on a poor wetting surface will 

result in a smaller final contact area. 
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Figure A-4 a) Dc
* of water droplets with different impact speeds changed with SAC (rad); 

b) Dc
* of water droplets varied with Wei number. 

 

The experimental results demonstrate that hydrophobic or superhydrophobic surfaces 

can delay the icing process of a droplet, because the final contact area Ac of a water droplet 

on the surface decreases, which contributes to a relatively lower cooling rate for these 

surfaces. 

A.6 Summary 

The average cooling rate q  is proportional to the final droplet-surface contact area Ac. 

A better wetting condition contributes to a larger final contact area Ac. This means 

hydrophobic or super-hydrophobic surfaces will have smaller contact areas and delay the 

cooling process of a droplet on it. Lower impact Weber number, due to lower impact 

velocity or a poor wetting surface, results in smaller Dc
* of water droplets, i.e., smaller final 

contact area Ac. So, for droplets with the same impact velocity, a poor wetting surface will 

lead to smaller final contact area Ac and a lower average cooling rate q , resulting in icing 

delay. 
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Appendix B Hybrid Ice Protection Techniques7 

B.1 Introduction 

The passive techniques discussed above cannot achieve complete anti-icing in severe 

icing conditions, for example, in high humidity marine environments. The conventional 

active anti-icing/de-icing methods consume significant energy and may damage the 

substrate. With these limitations from either the passive or active techniques, researchers 

have been trying to investigate several hybrid ice protection techniques, i.e., a combination 

of active and passive techniques: electrothermal air isolating surfaces is presented in 

section B.2. Section B.3, section B.4 and section B.5 illustrate the electrothermal SLIPS, 

Phase change materials combined with SLIPS, and the photothermal technique integrated 

with air/oil isolating surfaces, respectively. Section B.6. presents the major conclusions 

from this review. 

 
7 The main content in this chapter is a part of a previously published paper (K. Shi, X. Duan, A Review of 

Ice Protection Techniques for Structures in the Arctic and Offshore Harsh Environments, J. Offshore Mech. 

Arct. Eng. 143 (2021).) The author of this thesis is the first author of the published paper. The first author 

conducted a comprehensive study on ice protection techniques for structures in the arctic and offshore harsh 

environments, identified the research topic, prepared the manuscripts and the corresponding revisions. Dr. 

Xili Duan, as the second author, provided his professional suggestions on this topic and assisted in preparing 

the manuscript and the corresponding revisions. 
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B.2 The electrothermal superhydrophobic surface 

 

Figure B-1 Schematic of the fabrication process and the heating mode of a) 

superhydrophobic electrical heating coating (S-EC). The momentary fluorescence images 

of the ice drop before it was precisely blown away on (b) S-EC. The figure is adapted from 

[61] with the permission of Elsevier Science and Technology Journals. 

 

A combination of electrical heating methods and superhydrophobic surfaces is 

investigated by Zhao et al. [61]. Figure B-1a presents the fabrication of the electrothermal 

superhydrophobic surface. The prepared electric heating coating dispersion was sprayed 

on the substrate with a copper foil electrode pasted on; the sample was heated at 50°C for 

12 h to cure and obtain the electric heating coating (EC). The hydrophobic fumed silica 

was dispersed into the EC substrate to obtain the electrothermal superhydrophobic surface 

(S-EC). The superhydrophobic electric heating coating (S-EC) shows outstanding energy-

saving performance in anti-icing/de-icing tests and realizes anti-icing in low temperatures 

(up to 58% heating power saving compared to traditional embedded heating mode 
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discussed in Section 3.1, and the anti-icing temperature is about 7 °C). The feasibility of 

S-EC applied on rotating blades or irregular surfaces is verified by Zhao et al. [61]. 

However, the application on a metal surface is unknown, and it is quite power-consuming 

(4.1 kW/m2) when applied to a large area for de-icing. The cost is also high for offshore 

structures due to the large coated area. The application requires an additional power source. 

Therefore, it is not applicable for stairs and working areas due to potential electrical shock 

hazards in offshore environments. 

B.3 The electrothermal SLIPS technique 

 

Figure B-2 Schematic of the fabrication of porous electric heating coatings: (a) smooth 

electrical heating coating (EHC), (b) EHC with close-aligned micropores (PEHC), (c) 

slippery silicone oil-infused PEHC (SEHC). The figure is adapted from [63] with the 

permission of Elsevier Science and Technology Journals. 
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This technique is a combination of electric heating coating and the SLIPS. The 

fabrication process is shown in Figure B-2. As verified experimentally, the slippery silicone 

oil-infused electric heating coating (SEHC) can significantly reduce ice adhesion strength. 

The ice adhesion on the smooth electric heating coating (EHC) is 1940 ± 210 kPa, while 

the adhesion strength on EHC with close-aligned micropores (PEHC) is 2770 ± 210 kPa. 

In comparison, the adhesion strength of ice on SEHC with close-aligned micropores 

(SEHC) is only 58 ± 7 kPa, which significantly decreases. Also, the SEHC has a power 

consumption of 0.58 W/cm2, which is 53% and 23% lower than the smooth electric heating 

coating (EHC) and dry porous electrical heating coating (PEHC), respectively. The 

durability of SEHC is also better than S-EC [63]. However, it has the same disadvantages 

as S-EC, and its application on ships and offshore structures is limited because of the large 

metal surfaces on these structures (leading to high cost). The application requires an 

additional power source. Therefore, it is not applicable for stairs and working areas due to 

the potential to create electrical shock hazards in offshore environments. 

B.4 Phase change materials (PCMs) integrated with SLIPS 

Some researchers integrated the phase switching liquids (PSLs) with SLIPS and 

achieved excellent anti-icing performance. Figure B-3 illustrates a phase transition SLIPS 

(PTSLIPS) infused with peanut oil. The PTSLIPS inherits the advantages of SLIPS; it can 

self-repair even after bulk damage. When the ambient temperature is higher than 3 ºC, the 

lubricant in the liquid phase can flow to the damaged part by its surface tension. The peanut 

oil will solidify and remain in the solid phase when the temperature is below 0 ºC. The 

solidified peanut oil can prevent the lubricant from depleting, which compensates for the 

disadvantage of SLIPS and extends the durability of PTSLIPS. It was shown that the 
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PTSLIPS could reduce the ice adhesion strength to 16-20 kPa even after 30 icing and 

melting cycles. Also, after some mechanical damage, the ice adhesion strength remains in 

the range of 20-26 kPa [115].  

 

 

Figure B-3 Schematic of the PTSLIPS: a) fabrication procedure, b) the stability of SLIPS 

incused by silicone oil (top) and PTSLIPS infused by peanut oil (bottom) during the 

freezing process. The figure is adapted from [115] with the permission of Elsevier Science 

and Technology Journals. 
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Zhu et al. investigated the anti-icing performance of phase change microcapsules 

integrated with low surface energy materials (vulcanized (RTV) silicone rubber and 

fluorosilicone copolymers (FS)) [116]. The base material was aluminium. The ice adhesion 

strength on the vulcanized (RTV) silicone rubber phase change microcapsules (RTV/PCM) 

coating surfaces is in the range of 102-132 kPa, which is relatively lower than the ice 

adhesion strength on fluorosilicone copolymer phase change microcapsules (FS/PCM) 

coating surfaces (378-489 kPa). Also, the freezing delay of a water droplet on the 

RTV/PCM surface (98 s) is slightly longer than that with FS/PCM (84 s). However, the ice 

adhesion strengths are still much higher than those on the previously discussed icephobic 

surfaces (< 100 kPa) [87,89,92–95]. Further, the chemical and mechanical durability of 

these coatings has not yet been evaluated.  

The applications of PCM on offshore and marine structures depend on the properties 

of PCMs used. PSLs can not be applied to marine facilities due to safety considerations. 

PTSLIPS are promising and could be applied to offshore superstructures, such as radars 

and antennas, but cannot be applied on decks, stairs, working areas, and lower structures 

because of their unknown abrasive and corrosive performance [93,104] and the possibility 

of slipping hazards. 

B.5 The photothermal technique integrated with air/ oil film isolating 

surfaces 

The photothermal technique can be integrated with some passive ice protection 

technologies. Cheng et al. 2015 investigated magnetic particle-based superhydrophobic 

coatings with a water contact angle of 160 ± 0.3º and contact angle hysteresis of 1.0 ± 0.6º 

[119]. The coatings can be sprayed on glass or silicon substrates. The surface temperature 
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increases significantly when the coated substrate is in an alternating magnetic field or under 

solar/light irradiation. Figure B-4 illustrates the anti-icing and de-icing performance of 

magnetic particle-based super-hydrophobic coatings. They found that this coating can 

delay icing for 2878s (compared to 50s for the uncoated surface) and reduce the ice 

adhesion strength from 399.9 ± 138 kPa to 213.7 ± 6.9 kPa [119]. 

 

 

Figure B-4 Schematic of anti/de-icing properties on surfaces coated with a magnetic 

particle-based superhydrophobic coating. The figure is adapted from [119] with the 

permission of the Royal Society of Chemistry. 

 

Fe3O4 nanoparticles have a high-efficiency photothermal effect under near-infrared 

irradiation. Yin et al. present a self-lubricated photothermal coating shown in Figure B-5 

that has integrated the SLIPS with photothermal capabilities [120]. Firstly, the polystyrene 

microspheres are placed onto the substrate as a colloidal crystals template. Secondly, the 
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silicone precursor with Fe3O4 nanoparticles is poured into the prepared template. Before 

the porous film is perfluorinated with perfluorosilane and filled with perfluoropolyether 

lubricants, the polystyrene microsphere template is removed. The coating can be sprayed 

on various substrates. However, the fabrication process is expensive, time-consuming, and 

cannot be applied to large-scale applications. 

 

 

Figure B-5 Schematic procedures for fabricating photothermal icephobic film. The figure 

is adapted from [120] with the permission of the Royal Society of Chemistry. 

 

Mitridis et al. designed an ultra-thin hybrid plasmonic metasurface with 

nanocomposites of gold and titanium dioxide [122], illustrated in Figure B-6. This coating 

is transparent and absorbs broadband visible light, which can increase the surface 

temperature to achieve de-icing. However, the materials are very expensive, and the 

coating cannot be applied to large-scale surfaces. 

Colloidal crystals template 

PDMS/ Fe3O4 

NPs Filling 

Template removal 

Porous film 

Perfluorination 

and filling lubricant 

Photothermal icephobic film 

PS microsphere PDMS Fe3O4 NPs Lubricant 



 

187 

 

 

Figure B-6 Schematic of metasurfaces for sunlight-driven icephobicity. The figure is 

adapted from [122] with the permission of the American Chemical Society. 

 

The hybrid photothermal technologies allow for remote de-icing. They can be applied 

to existing systems, and the photothermal materials can absorb solar irradiation to increase 

the surface temperature above the freezing point of water. Also, melting a thin layer of ice 

can significantly decrease the adhesion strength between ice and substrate, and the rest of 

the ice cap can be removed by gravity or moderate wind power [108,121]. These techniques 

have the same application potential as the photothermal methods discussed in section 2.3.5. 

For example, they can be applied on antennas, radar, walkways, stairs, cranes, windlasses, 

valves, firefighting and rescue equipment, and air intakes. However, this technology can 

be applied only in areas in direct sunlight or with additional illumination (LEDs or infrared 

lamps) [121]. The additional illumination can be more expensive than other active ice 

protection methods, such as direct heating. Ice can be formed during the night or the day 
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in poor weather conditions. Further efforts are required for this method to be applied to 

offshore structures and marine vessels. 

B.6 Summary 

In the Arctic and harsh environments, effective anti/de-icing techniques allow for the 

safe operation of offshore facilities and marine transportation vessels and protect the safety 

of workers. Many ice protection techniques that are being used or can be potentially applied 

to offshore structures and marine vessels in these harsh environments (low temperature, 

high humidity and salinity) have been evaluated. These techniques have been divided into 

three categories based on their need for additional energy sources, i.e., the active, passive, 

and hybrid ice protection techniques.  

The active methods require an extra energy supply, human power, extra space, or 

control systems, which can be expensive, energy-intensive, or environmentally damaging. 

The passive ice protection techniques require no additional energy; instead, they prevent 

or delay icing or reduce ice adhesion with the surface icephobic properties. This can 

significantly lower the operational cost. However, most passive techniques have limitations; 

for example, air isolating film surfaces are intolerant of high-humidity environments. Also, 

lubricants of oil isolating film surfaces, such as SLIPS, can be depleted after several cycles 

of freezing and melting. The water film lubricating layer can be slippery and potentially 

create slipping hazards for individuals working on the surfaces. The application of phase 

change materials (PCMs) for offshore structures depends on the properties of the materials 

being used. PSLs can not be applied to marine facilities due to safety considerations. 

PTSLIPS are promising and can be applied to offshore superstructures but cannot be 

applied on decks, stairs, working areas, and lower structures because of the unknown 
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abrasive and corrosive performance and potential for slipping hazards. The newly proposed 

LIT materials/coatings are promising passive ice protection technologies. However, the 

durability of LIT materials requires further investigation. 

It is difficult to achieve adequate ice protection in harsh environments with a single 

active or passive technique based on extensive studies. The cost of implementation and 

maintenance for active anti/de-icing approaches is too high for long-term use. Some 

passive ice protection techniques can delay icing, but they cannot prevent long-term ice 

formation completely, which leads to the eventual rapid accumulation of ice. The hybrid 

techniques combine multiple active and passive methods to take advantage of both 

techniques; for example, the electrothermal air film isolating surfaces and electrothermal 

SLIPS. Still, the application of these techniques is limited due to the potential of electrical 

shock hazards in offshore environments. There are more options for combining active and 

passive techniques or passive and passive techniques; for example, PCMs/PSLs integrated 

with SLIPS, where the combination of two passive anti/de-icing approaches presents 

excellent anti-icing performance. The photothermal technique integrated with air/ oil film 

isolating surfaces is promising but with limitations for different applications. Further 

investigation is required for the development and application of hybrid techniques. 
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Appendix C Uncertainty Analysis 
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The Uncertainty of the Total Freezing Delay Time Diameter per Unit Mass tfreezing, m 
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Appendix D Similarity Solutions for 1-D Transient Heat 

Conduction Equations 

The similarity solutions for 1-D transient heat conduction equations in section 6.4 is 

presented as follows. The approach is to solve the heat transfer equation for two separate 

domains shown in Figure 6-3. The governing equations are expressed below: 

2

2

1
 in the substrate domain: 0sub sub

sub

T T
x

x t




 
=   

 
(D-1) 

2

2

1
 in the droplet domain: w w

w

T T
x

x t




 
=  

 
 (D-2) 

where Tsub is the temperature of the substrate, Tw is the droplet temperature, h is the 

thickness of the substrate, αsub and αw are the thermal diffusivities of substrate and water, 

respectively. These governing equations are subject to the following initial and boundary 

conditions. 

( )

( ) ( )

( )

( ) ( )

0,

, ,

,

,0 ,0  at 

sub cp

w sub

w impcat

sub w impact

T t T

T t T t

T t T

T T x T x

 

 

=


=


 =


= = 

 (D-3) 

To solve this problem, the following variables are defined as: 

( ) ( ),sub sub sub impactT x t T  = −  (D-4) 

( ) ( ),w w w impactT x t T  = −  (D-5) 

where η is the similarity parameters to reducing the partial differential equations (PDEs) to 

the ordinary differential equations (ODEs), expressed as follows. 
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
=   (D-7) 

By substituting Eq. (D-4), Eq. (D-5), Eq. (D-6) and Eq. (D-7) into Eq. (D-1) and Eq. 

(D-2), the original governing equations transforms to ODEs and are expressed as follows. 
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By substituting Eq. (D-4), Eq. (D-5), Eq. (D-6) and Eq. (D-7) into Eq. (D-3), the initial 

and boundary conditions are expressed as: 
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Eq. (D-8) and Eq. (D-9) can be reduced from second-order ODEs to first-order ODEs 

by substituting the following variables. 
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d
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The reduced first-order ODEs can be expressed as: 
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2 0 w
w w

w

dU
U

d



+  =  (D-14) 

Eq. (D-13) and Eq. (D-14) can be solved and yield as follows. 

( )1, exp sub
sub sub sub
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d
U C
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
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( )1, exp w
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w
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U C

d





= − =  (D-16) 

where C1, sub and C1, w are constants. Therefore, the solutions for Eq. (D-15) and Eq. (D-16) 

can be yielded as follows: 

( ) ( )2,sub sub sub sub subC C erf  = +  (D-17) 

( ) ( )2,w w w w wC C erf  = +  (D-18) 

The constant Csub, C2, sub Cw, C2, w can be calculated by substituting the initial and 

boundary conditions. 
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By substituting Eq. (D-19) and Eq. (D-20) into Eq. (D-17) and Eq. (D-18), we yield: 

( ) ( ) ( ) ( ) ( )0 1 0sub sub sub sub sub suberf erfc     = − =    (D-21) 
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where erfc(x) is the complementary error function and erfc(x) = 1- erf(x). By substituting 

Eq. (D-4) and Eq. (D-5) into Eq. (D-21) and Eq. (D-22), we yield: 
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Hence, the temperature at the interface Tint (t) can be estimated as follows. 
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These solutions are also applicable to address the temperature profiles for the solid 

subcooling stage in section 6.4.4. 
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Appendix E MATLAB Code for the Droplet Freezing on 

Substrate Surfaces 

Nucleation 

clear all; 

close all; 

clc 

 

Comment parameters 

% Contact angle (\dgree) 

CA = deg2rad(input value); 

 

% Final contact diameter 

D_c = input value; 

 

% Calculating time 

period = input value; 

 

% Nucleating particle size 

R_p = input value; 

 

% Botlzmann constant 

k_B = 1.38064*10^(-23); 
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% Droplet volume 

V_0 = input value; 

 

% Initial temperature of the water droplet 

T_impact = = input value + 273.15; 

 

% Thickness of the sample 

delta = input value; 

 

% The temperature of the cold plate 

T_cp = input value + 273.15; 

 

% Assumed constant 

C_A = input value 

% Time span 

span_t = 0.05; 

 

Symoblic simplification 

syms alpha_sub rho_s c_p_s k_s t 

% Temperature of the interface before the nucleation stage 

T = T_impact+(T_cp-T_impact)*erfc(h/(2*(sqrt(alpha_sub*t)))); 
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% The thermal diffusibity of sample 

Asub = k_s/(rho_s*c_p_s); 

T = subs(T,alpha_sub,Asub); 

T = subs(T,[h k_s rho_s c_p_s],[0.0008 17 7780 400]); 

T = vpa(simplify(T)); 

 

syms T_m Delta_H_v 

% The free energy difference for unit volume of ice embryo between matter in water 

and ice. 

Delta_G_v = ((T-T_m )/T_m)*Delta_H_v; 

Delta_G_v = subs(Delta_G_v,[T_m Delta_H_v],[273.15 334000000]); 

 

syms C_1 C_2 

% Surface tension  

sigma_IW = C_1 +C_2*(T-T_m); 

sigma_IW = subs(sigma_IW,[C_1 C_2 T_m],[0.028 0.00025 273.15]); 

 

% The radius of the critical ice embryo 

r_str = -2*sigma_IW/Delta_G_v; 

r_str = simplify(r_str); 

 

% m is the cosine of contact angle between ice and the nucleating material 

syms sigma_IG sigma_WG theta 
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symstr_m = (sigma_IG-sigma_WG)*cos(theta)/sigma_IW; 

m = subs(symstr_m,[sigma_IG sigma_WG],[0.106 0.077]); 

m = simplify(subs(m,theta,CA)); 

 

% X is the ratio between the radius of the nucleating particle and the radius of the 

critical ice embryo 

X = R_p/r_str; 

 

% g is a function of X and m 

g = (1-2*m*X+X^2)^(1/2); 

 

% The geometrical factor f 

f = 1+(((1-m*X)/g)^3)+(X^3)*(2-3*((X-m)/g)+(((X-m)/g)^3))+3*m*(X^2)*(((X-

m)/g)-1); 

 

% The critical free energy barrier for nucleation 

Delta_G_str = simplify(8*pi*(sigma_IW^3)*(f/(3*(Delta_G_v^2)))); 

 

% N_A is Avogadro’s constant 

% rho_w is the density of water (kg/m^3) 

% M_w is the Molecular weight of water (kg/mol) 

% rho_s is the density of ice (kg/m^3) 

syms N_A rho_w M_w rho_s 
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% n_l is the number density of molecules in the liquid 

n_l = N_A*rho_w/M_w; 

 

% n_s is the number density of molecules in the solid 

n_s = N_A*rho_s/M_w; 

n_l = subs(n_l,[N_A rho_w M_w],[6.022*10^23 999.8 18.05*10^(-3)]); 

n_l = vpa(simplify(n_l)); 

n_s = subs(n_s,[N_A rho_s M_w],[6.022*10^23 916.2 18.05*10^(-3)]); 

n_s = vpa(simplify(n_s)); 

 

% Another geometrical factor in the Zeldovich factor 

zeta_f = (1-X*cos(theta))*(2-4*X*cos(theta)-(X^2)*(((cos(theta))^2)-3))/((1-

2*X*cos(theta)+(X^2))^(3/2)); 

zeta_f = simplify(subs(zeta_f,theta, CA)); 

 

% The Zeldovich factor 

Z_het = ((sigma_IW/(k_B*T))^(1/2))*((4/(2+zeta_f))^(1/2))/(2*pi*n_s*(r_str^2)); 

Z_het = simplify(Z_het); 

 

% The mean particle separation distance 

r_0 = (3/(4*pi*n_s))^(1/3); 

 

% The surface area of a water molecule 
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A = vpa(4*pi*r_0^2); 

 

% The critical number of water molecules in ice embryo 

i_str = ((r_str*n_s*A)/3)^3; 

 

% The self-diffusion coefficient of water 

D_T = (4*10^(-8))*exp(-371/(T-169.1)); 

pro_ist = (nthroot(i_str,3))^2; 

 

% The net rate of attachment to the critical nucleus 

F = A*D_T*(n_l^(4/3))*pro_ist; 

a1 = k_B*T; 

a2 = exp(-1*(Delta_G_str/a1)); 

 

% The nucleation rate 

J = n_l*Z_het*F*exp((-Delta_G_str*C_A)/(k_B*T)); 

V_c = simplify((4/3)*pi*r_str); 

Fun_t = simplify((V_0-V_c)*J); 

 

% Time series 

start_time = 0; 

Time = start_time:span_t:period; 
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Integration 

% Let f(t) = (V_0 - V_c)*J 

Fun_t_r = zeros(1,length(time)); 

J_t_r = zeros(1,length(time)); 

Area = zeros(1,length(time)); 

 

for i = 1:length(time) 

    if i1 == 1 

        continue 

    else 

mid_time = (time(i)+time(i-1))/2; 

% value of f(t) 

Fun_t_r(i) = subs(Fun_t,t,mid_time); 

    % value of J(t) 

J_t_r(i) = subs(J,t,mid_time); 

% Area under the curve 

Area(i) = Fun_t_r(i)*span_t; 

    end 

end 

 

% Total area under the curve 

Total_Area = zeros(1,length(Area)); 

for j = 1:length(Area) 
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    if j == 1 

        Total_Area(1) = Area (1); 

else 

        Total_Area(j) = Total_Area(j-1) + Area(i); 

        if Total_Area(j) == inf 

           Total_Area(j) = 0; 

        end 

    end 

end 

 

% Find N~1 

standard_num = 1; 

for z = 2:length(Area) 

if abs((standard_num - Total_Area(z))) < abs((standard_num – Total_Area(z))) 

   Approximate_N = Total_Area(z); 

   Nucleation_t = time(z); 

   A_sub_1 = 17/(7780*400); 

   Nucleation_T = (T_d+(T_sub-

T_d)*erfc(h/(2*(sqrt(A_sub_1*Nucleation_t)))))-273.15; 

    end 

end 

 

1-D One Region Stefan Problem 
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% Latent heat fusion 

H_L_s = 334000;  

% Heat capacity of ice 

C_p_s_1 = 2100; 

% Heat capacity of water 

C_p_w_1 = 4200; 

% Density of water 

rho_w_1 = 999.8; 

% Density of ice 

rho_s_1 = 916.; 

% Thermal conductivity of water 

k_w_1 = 0.555; 

% Thermal conductivity of ice 

k_s_1 = 2.22; 

% Melting temperature of ice 

T_m = 0; 

 

A_w = (k_w_1/(C_p_w_1*rho_w_1)); 

A_s = (k_s_1/(C_p_s_1*rho_w_1)); 

v = sqrt(A_w/A_s) 

 

syms lambda 
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eqn =((C_p_s_1*(T_m-Nucleation_T))/H_L_s)/((exp(lambda^(2)))*erf(lambda)) == 

lambda*sqrt(pi) 

Lambda_sol = solve(eqn,lambda,"Real",true) 

Lambda_sol = double(Lambda_sol); 

 

% The tadius of the 2-D project droplet (front) 

r_c = D_c /(2*sin(CA)); 

if CA < deg2rad(90) 

    % 2-D Project Area of the Droplet 

    A_c = CA*(r_c^(2))-(D_c/2)*r_c*cos(CA); 

    % Characteristic length 

    L = A_c/ D_c; 

    % Equilibrium Solidification Time 

    t_s = ((L / (2 * Lambda_sol))^(2))/(A_s); 

else 

    %theta >= 90 deg. 

    A_c = (pi-CA)*(r_c^(2))-(D_c/2)*r_c*cos(CA); 

    L = A_c/ D_c; 

    t_s = ((L / (2 * Lambda_sol))^(2))/(A_s); 

end 

t_s = double(t_s); 

 

% the Total Freezing Delay Time 
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t_freezing = Nucleation_t + t_s; 

t_freezing = double(t_freezing); 

t_freezingm = (t_freezing / (rho_w_1*V_0)) * 10^(-6); 

A_c = double(A_c); 

r_c = double(r_c); 

Final_results = table 

(Nucleation_t,Approximate_N,Nucleation_T,Lambda_sol,r_c,A_c,X,t_s,t_freezing,t

_freezingm,'VariableNames',["t_n (s)", "N ~ 1","T_n (*C)","Lambda","r_c (m)","A_c 

(m2)","Solidification Thickness L (m)","t_s (s)","t_freezing (FDT) (s)","unit mass 

FDT (s/kg)"]); 

Final_results_trans = rows2vars(Final_results) 
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