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Abstract 

Hydrocarbon reservoir fluids usually contain a significant amount of mechanical energy 

that depends on the distribution of temperature and pressure throughout the reservoir. A 

fraction of the fluid's useful energy is lost during the irreversible processes that occur 

throughout the production life of the reservoir. Entropy generation (or production) can 

characterize this loss of useful energy in petroleum reservoirs. 

A petroleum engineer can develop an appropriate production strategy that minimizes 

entropy production in a reservoir to promote the efficient use of the reservoir energy. The 

design of a poor reservoir production system might result in a short-lived production well, 

low reservoir recovery factor, and inefficient use of available resources. Such an issue 

would not only result in the loss of a valuable portion of the reservoir's useful energy but 

also financial benefits. 

Various forms of energy exchange occur during hydrocarbon production in reservoirs, e.g., 

fluid and rock expansion, fluid flow, gravity drainage, and compaction of poorly 

consolidated rocks. During a reservoir's production lifetime, irreversible processes (e.g., 

fluid friction and heat transfer) lead to waste of energy, reducing the overall system's 

operational efficiency. Therefore, there is a desire to select an appropriate design that 

minimizes the entropy generation. In this thesis, we investigate the effect of essential 

factors such as reservoir formation, reservoir fluids, and production rate on entropy 

generation. The ultimate goal is to design a reservoir production strategy using the entropy 

generation analysis such that the production efficiency can be maximized. 
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To simulate the fluid flow behavior of a reservoir system, a pseudo-steady flow state is 

developed in this thesis for single-phase (dry gas) and two-phase (oil-water) flow models 

in both the wellbore and reservoir. The effect of the wellbore conditions on the single-

phase models is investigated and analyzed. One-dimensional flow is assumed in the 

wellbore, whereas radial flow occurs in the reservoir. Mass, momentum, energy, and 

entropy balance equations, including a method of Entropy Generation Minimization 

(EGM), are used to address the fluid flow behavior and energy loss in wellbore and 

reservoir systems. For a single-phase flow, the near-wellbore region is investigated and 

considered to be a separate zone for model development, which allows flexibility in 

modelling skin effects near the wellbore.  

Numerical methods are used to solve the fluid flow and entropy equations. The models are 

solved by a numerical scheme programmed in the MATLAB environment with an 

appropriate algorithm. For validation purposes, a commercial simulator, Computer 

Modeling Group (CMG), is used to verify the predicted results. 

A new production performance criterion called the Coefficient Of Performance (COP) is 

introduced. The COP integrates the recovery factor with entropy generation and provides 

a quantitative measure to optimize reservoir production. The models are used to conduct a 

parametric sensitivity analysis that includes the effects of fluid and rock parameters, such 

as permeability, porosity, viscosity, skin factor, Bottom Hole Pressure (BHP), wettability, 

and temperature on the total entropy production. The COP is used to optimize the operating 

conditions of the reservoir, such as the production rates and BHP. It is found that 

permeability and BHP have the most impact on the total entropy production for single-
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phase models. Concurrently, temperature and wettability are essential factors for two-phase 

flow models.  

This thesis enhances the understanding of reservoir energy analysis and provides more 

accurate models for calculating the optimum production rate of a given reservoir. In 

particular, the results presented in this thesis will impact production history calculations 

and reservoir simulation results. Furthermore, this research provides practitioners and 

engineers in the petroleum industry with a useful alternative approach for maximizing 

recovery efficiency by minimizing entropy generation.   
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Ṡ Entropy Production Rate                
(

J

Km3s
) 

ST Total Entropy Production                
(

J

K
) 

swc Connate Water Saturation      

sor Residual Oil Saturation      

swi Initial Water Saturation      

soi Initial oil Saturation      

s𝑒 Effective Saturation      

s Skin Factor   

Sw
∗  Saturation (Wetting) At Which a 

Reversal in The Direction of Saturation 

Change 

 

Sgr
max Maximum Residual Gas Saturation  

Sw
̅̅̅̅ I

 Effective Water Saturation  

Sw
̅̅̅̅ ID

 Apparent Water Saturation at The Most 

Recent Reversal from Drainage to 

Imbibition 

 

SD̅̅ ̅̅̅ ̅
w Apparent Water Saturation Under 

Drainage Conditions 

 

S I̅̅
w Apparent Water Saturation Under 

Imbibition Conditions 

 

Sw
Hys

 Wetting-Phase Saturation Used for The 

Generation of Scanning Curves 

 

Sw
Max Maximum Possible Wetting Saturation  

Sg1 Initial Gas Saturation   

Sg2 Final Gas Saturation  



-xxi- 
 

SIF Liquid-Solid Interfacial Areas of 

Contact Along with the Liquid-Solid 

Interfaces 

 

SSI Solid-Liquid Interfacial Areas of 

Contact Along with the Solid-Liquid 

Interfaces 

 

T Temperature                                       (K) 

t Time  (sec) 

tf Final Time                                        (s) 

ti Initial Time                                       (s) 

u Volumetric Flux                      (m3/(m2/s)) 

V Volume                                            (m3) 

Vb Bulk Volume                                            (m3) 

Vp Pore Volume                                            (m3) 

v Velocity                                          (m/s) 

w Work                                                  (J) 

   

 Greek letters  

β Non-Darcy Coefficient   

μ Viscosity                                        (Pa. s) 

ρ Density                                              
(

Kg

m3
) 

ϕ Porosity                                      

ℓ Length  (m) 

θhys Contact Angle Hysteresis  

ϵ Curvature Parameter for Capillary-

Pressure Scanning Curves 

 

α Curve Shape Parameter  

λ Exponent for Analytical Imbibition 

Nonwetting Phase Relative 

Permeabilities 

 

G Surfaces Free Energy  



-xxii- 
 

n Curve Shape Parameter  

m Curve Shape Parameter  

τ Non-Equilibrium Coefficient  

   

 Subscripts  

i Interest Rate  

θ Inclination Angle  



-1- 
 

Chapter 1: Introduction 

At present, the known world oil reserves are estimated to be at least 1,672 billion barrels, 

and Canada possesses 10% of these total worldwide oil reserves. Along with a production 

capacity of 4.6 million barrels of oil per day, these vast reserves place Canada as a primary 

petroleum supplier both now and into the foreseeable future (Natural Resources Canada, 

2019). A majority (almost 97%) of Canadian oil production occurs in three provinces: 

Alberta (81.8%), Saskatchewan (10.8%), and Newfoundland and Labrador (5.1%) (Natural 

Resources Canada, 2019). With such a high percentage of the reserves and hydrocarbon 

production, accurate and advanced technologies that boost the recovery factor and 

efficiency of recovering the primary reservoir energy are desirable. 

1.1. Overview 

The use of thermodynamics principles in the petroleum industry has been widely pursued 

in recent decades. Since thermodynamics is the study of energy conservation (Sangi and 

Müller, 2019), the first and second laws of thermodynamics can be used to investigate the 

primary hydrocarbon reservoir energy and entropy processes. In general, entropy is a 

measure of the molecular configuration probability of a system, or the ability of a system 

to perform useful work (Bennett, 1982; Naterer and Camberos, 2008).  

Various forms of energy exchange occur during hydrocarbon transport in reservoirs (e.g., 

fluid and rock expansion, fluid flow, gravity drainage, and compaction of poorly 

consolidated rocks). During the production lifetime, irreversible processes such as fluid 

friction and heat transfer reduce the overall system's operational efficiency. This thesis 
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focuses on the energy that exists in the hydrocarbon reservoir, and the energy that results 

from fluid expansion in particular. From a hydrocarbon production point of view, the 

primary reservoir energy plays a vital role in fluid production (Sarathi and Tiab, 1981). 

Production rate, reservoir pressure, and skin factor have been recognized to strongly 

influence the reservoir energy and consequently the production of reservoir fluids (Civan 

and Tiab, 1989; M. Elhaj et al., 2020; Tiab et al., 1980). This thesis investigates these 

factors, along with other reservoir and operating characteristics.  

Because of the increasing value and discovery of petroleum and the growing challenges of 

climate change, better production strategies with improved efficiency are needed. A 

significant shift in the views on reservoir energy lost during production processes has taken 

place in recent years (Bejan, 1996; Bidi et al., 2010; Mohsen Torabi et al., 2017a). 

Petroleum engineers and researchers can develop an appropriate production strategy that 

minimizes entropy production in a reservoir to promote more efficient use of natural 

reservoir energy. A poor design of a reservoir production system might result in a short-

lived production well and a low reservoir recovery factor. Such an issue would not only 

result in the loss of a valuable portion of a reservoir’s useful energy but also financial 

investment loss. 

The friction that occurs due to fluid motion within a reservoir and from the movement of 

the fluid relative to the interior of the pipe wall as well as due to energy exchange between 

the reservoir and environment are causes of reservoir useful energy loss. To decrease this 

lost reservoir energy, essential production-related factors, including reservoir formation, 

reservoir fluids, and production rate, are needed for more effective design and maintenance.  
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Thus, it will be useful to use Entropy Generation Minimization (EGM) and the associated 

properties of the second law of thermodynamics for the fluid and reservoir.  

The development of mathematical models to establish these correlations is one of the 

objectives of this study. The mathematical models are developed for three regions: (i) the 

reservoir, (ii) wellbore, and (iii) near-wellbore zones. Various laws and equations (e.g., 

continuity equation, energy equation, and the first and second thermodynamics laws) are 

used to develop the mathematical models. In this study, EGM is used as a design tool (or 

controlling parameter) to optimize the operating parameters and enhance the recovery 

factor while concurrently consuming the least amount of available energy. 

1.2. Hydrocarbon Production and Recovery  

This section provides a brief overview of the methodologies employed by production and 

reservoir engineers in hydrocarbon reservoirs. It also attempts to shed light on the value of 

the current research in the economy of Newfoundland and Labrador and Canada in general. 

Crude oil, natural gas, and water are the substances of main utility to petroleum 

engineering. These substances are sometimes found at lower temperatures and pressures, 

like paraffin, gas-hydrates, ice, or high pour-point crudes. At the reservoir and wellbore, 

these substances occur mainly as fluids, either in the vapor (gaseous) or in the liquid phase, 

or both. In many cases, the state or phase in the reservoir is totally unrelated to the fluid 

state at the surface. 

As early as 1928, petroleum engineers were giving serious consideration to gas-energy 

relationship and recognized the need for more precise information concerning physical 
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conditions in wells and porous media. It was acknowledged earlier that for an accurate 

estimation for original and gas in place, the change of physical properties of reservoir’s 

samples with pressure would be required (Schilthuis, 1936). Coleman et al. (1930) 

presented an equation described the relationship between the reservoir pressure, quantity 

of oil and gas produced, and reservoir fluid properties. This equations and other reservoir 

mathematical modelling and simulation that defined this relationship were reviewed by 

Craft and Hawkins (1991). With the development of these techniques, equations, and 

concepts, unseen actions down in the reservoir became possible to predict and recognize. 

Reservoir and production engineering became a powerful and well-defined branch of 

petroleum engineering.  

There is a minor difference between a field located beneath land or water in the basic 

physics and mathematics that describe the phenomena. The primary difference in field 

development is in decision making. The other difference is that on offshore fields, there 

are usually two distinct phases: appraisal, under static conditions, followed by dynamic 

developments. For onshore fields, there is usually no distinction between these two phases; 

they intend to be one, which is a dynamic development.   

In general, a reservoir is defined as an accumulation of hydrocarbon in porous and 

permeable sedimentary rocks. The accumulation, which has reached a fluid pressure 

equilibrium throughout its pore volume at the time of discovery, is also sometimes known 

as a pool. A hydrocarbon field may comprise several reservoirs at different stratigraphic 

horizons or in different pressure regimes. In terms of a well, there are three main types of 

conventional wells. The most common well is an oil well with its associated gas. Natural 
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gas wells are wells drilled specifically for natural gas and contain little or no oil. 

Condensate wells are wells that contain natural gas, as well as a liquid condensate. 

For a petroleum reservoir to exist, there are three main requirements: source rock, reservoir 

rock, and hydrocarbon trap. The difference between the source and reservoir rock is that 

the source rock is where the organic material was deposited. On the other hand, the 

reservoir rock is the rock in which the hydrocarbon can be stored and from which it can be 

produced.  

The initial production of hydrocarbons from an underground reservoir is accomplished 

using the natural reservoir energy, known as primary recovery. Once the hydrocarbon 

reaches the wellbore, it is transferred through pipes to surface production facilities. For 

large fields, the production facilities contain wellhead, manifold/gathering, separation, gas 

composition, and storage and export facilities. For the small reservoirs, oil is collected in a 

holding tank and collected at regular intervals by a tanker truck or railcar to be processed 

at a refinery. Figure 1.1 gives a simplified schematic of the typical hydrocarbon production 

process. 

The main task of production facilities is to separate the product from the well to the users 

and dispose of the rest in an environmentally friendly manner. Once the hydrocarbon 

arrives at the wellhead, the fluid enters separation, where oil, gas, and water are separated. 

After free water is removed from the fluid by the water treatment facility, it will go to the 

disposal unit/section.  Gas is delivered to users directly after compression, while the oil 

will be directed to a refinery for more processing and refinement.  
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Figure 1. 1. Schematic of hydrocarbon production process 
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There are three phases of hydrocarbon recovery techniques: primary, secondary, and 

tertiary. Primary recovery is oil recovery by natural drive mechanisms: solution gas, water 

influx, gas cap drives, or gravity drainage. The secondary phase comes after initial 

recovery, and it refers to water or gas injection to increase the reservoir pressure. Tertiary 

refers to any techniques that are applied after the secondary recovery. Figure 1.2 illustrates 

hydrocarbon recovery strategies. This thesis will focus on the primary recovery strategy 

because it deals directly with the natural reservoir energy, as well as at initial condition. 

The reservoir pressure is considerably higher than the bottomhole pressure inside the 

wellbore.  

 

Figure 1. 2. Hydrocarbon recovery classifications 
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Canada has abundant energy resources and the country is one of the largest and most 

diverse suppliers of energy in the world. As a country, Canada is ranked third globally in 

terms of energy resources because of its large oil and natural gas reserves (Natural 

Resources Canada, 2019). As stated earlier, Newfoundland and Labrador (NL) contributes 

more than 5% of Canada’s hydrocarbon production. There are four fields in NL producing 

an average of 240,000 barrels per day, and the fifth field, Hebron started oil production 

from November 2017.  

The reservoir simulators that are available today cannot estimate the available energy 

losses during production operations with high accuracy. Thus, the development of models 

that can consider the reservoir energy loss would be an asset. Accurate and reliable models 

that can help to reduce the natural reservoir energy would lengthen the reservoir production 

life. Therefore, the models verified in this thesis will augment the accuracy of reservoir 

simulation, enhancing reservoir analysis and management practices.  

Another benefit of this study will be developing two-phase flow mathematical models for 

reservoir energy loss that can be implemented in various commercial simulators for 

modelling/simulation of production processes in Canadian petroleum reserves.  

Finally, the study will enhance the research capabilities of Memorial’s faculty and students, 

strengthen the scientific exchange between Memorial faculty and leading international 

experts in the field, and present an alternative/suitable approach for reservoir energy 

modelling. 
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1.3. Research Objectives 

This research aims to show how EGM can serve as a useful design tool for investigating 

reservoir energy loss under various processes and thermodynamic conditions, eventually 

achieving higher oil recovery and overall energy efficiency. The method of entropy 

generation minimization is applied to three sections: the reservoir, wellbore, and around 

the wellbore. The main objectives of the research are stated below. 

Civan and Tiab (1989) investigated the loss of primary reservoir energy. However, the 

assumptions of a constant total compressibility and density for dry gas reservoirs and 

unknown gas composition for single-phase models reduce the model’s accuracy and render 

it inapplicable to many practical cases. This research aims to develop a more accurate and 

reliable model that can be used for estimating the primary reservoir energy loss. 

Subsequently, the model will be validated using a high-fidelity reservoir simulation model 

(e.g., CMG). 

Most previously reported studies have focused on EGM in the reservoir system, well 

system, or both systems (reservoir and well). However, the near wellbore skin effect has 

not been dealt with explicitly in these models despite that this region can be a significant 

contributor to entropy generation. This thesis will study the skin effect on entropy 

generation comprehensively. It will extend the reservoir-production system's entropy 

calculation by incorporating a near well-bore region in the model. It is also intended to use 

the enhanced model to investigate the effect of wellbore skin conditions (stimulation or 

damage) on the pressure drop and, consequently, the total entropy production. 
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Pressure profiles for both the wellbore and reservoir are crucial in calculating the total 

entropy generation. Therefore, performing a sensitivity analysis by investigating the effect 

of rock and fluid characteristics on the pressure profile is essential. The sensitivity analysis 

identifies the most important properties that play a vital role in the total entropy generation 

minimization.  

The development of an optimization strategy for reducing the reservoir energy loss and 

consequently for obtaining a high recovery factor is a key motivation for conducting this 

research. Furthermore, finding optimal petroleum reservoir conditions under the primary 

production mechanism, based on the entropy concept, recovery factor, and economic 

perspective, is another primary goal.  

Development of a comprehensive model that can handle single and two-phase flow (oil – 

water) systems is also sought in this thesis. Thus, it is important to extend the calculation 

of entropy for a reservoir and production system from a one-phase fluid flow to two-phase 

flow in a one-dimensional system.  

Applying these modifications to Civan and Tiab's (1989) model will lead to the 

introduction of more accurate and realistic models for entropy generation in the sub-surface 

and surface systems of hydrocarbon reservoirs. 

1.4. Research Contributions 

Although previous studies have investigated EGM, this research is intended to fill in the 

knowledge gaps of past literature. Moreover, this research can widen our understanding of 
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the primary reservoir energy losses over production. The contributions of this thesis are 

briefly described below.  

A model for the reservoir and production system model will be developed that calculates 

the total entropy production in the three sections of the reservoir, wellbore, and near-

wellbore. Numerical solutions, using MATLAB, are used to solve the developed 

mathematical models. In addition, corrections are made to enhance  Civan and Tiab’s 

(1989) model to give more accurate and reliable results. This is considered as one of the 

main contributions of this study. Moreover, verifying the developed models with Civan 

and Tiab’s (1989) model and a high fidelity CMG model highlights this study's 

achievement.  

The effect of wellbore conditions was studied by Civan and Tiab (1989); however, no 

detailed discussions were made on this aspect. The researchers used an empirical equation 

to investigate the influence of the skin factor on recovery performance. In the current study, 

a region around the wellbore is added to give the model more flexibility in simulating the 

wellbore effect. The permeability of the region around the wellbore (either damaged or 

stimulated) is different from that of the reservoir. To the best of our knowledge, most of 

the research studies available in past literature use the Hawkins formula (Hawkins, 1956) 

for the skin factor to understand the influence of wellbore conditions on entropy production 

and recovery factor.  

Some studies in the literature have developed two-phase flow models in pipelines using 

thermodynamic concepts to assess the performance of a flowing wellbore (Duruewuru, 

1985; Tiab and Duruewuru, 1988). Highlighting another novel aspect of this research, the 
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present study uses two-phase flow models (oil-water) for the first time to investigate the 

energy losses in both wellbore (pipeline) and reservoir systems (porous media) using EGM.  

Another contribution of this thesis is to determine the optimum conditions that allow a high 

recovery factor with a minimum available energy loss. A new performance criterion called 

the Coefficient Of Performance (COP) is introduced. The COP integrates the recovery 

factor with entropy generation and provides a quantitative measure to optimize reservoir 

production. Moreover, the COP is used to optimize the operating conditions of the 

reservoir, such as the production rates and BHP. The Net Present Value (NPV) and Future 

Value (FV) are used to validate the results obtained from COP. A comparison between the 

results from NPV and COP shows that COP gives accurate results for calculating the 

optimum conditions. However, the results are more generic as they do not require cost data 

(Elhaj et al., 2020). Because the optimum production rate is an essential parameter in 

reservoir management, a better production strategy is chosen by identifying the effects of 

different key parameters on the production rate. In this thesis, three main factors are 

considered for estimating the optimum production rate: (i) recovery factor, (ii) entropy 

generation, and (iii) economic prospect.  

The effects of fluid and rock properties on total entropy production are investigated and 

discussed. The outcomes of this aspect of the study are constructive for researchers 

working to identify the most critical factors affecting total entropy production.  
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1.5. Organization of the Thesis 

This thesis consists of seven chapters, and the organization of this dissertation is outlined 

as follows. Chapter 1 gives an overview and introduction of the EGM and how it will be 

used as a tool to better design the optimum operating conditions for reservoir and wellbore 

systems. In the next chapter, Chapter 2, a literature review briefly discusses the prior 

studies with a focus on the applications of thermodynamics in single-phase and two-phase 

fluid flows in both porous media and pipelines. Chapter 3 presents an overview of the 

effect of the hysteresis phenomenon on EGM by comprehensively reviewing selected fluid 

and rock properties. Chapter 4 covers the step-by-step procedure of developing the 

mathematical formulation of pressure profiles, as well as total entropy production followed 

by a solution procedure. In addition, this chapter highlights the optimization procedure of 

the production rate and introduces a new performance parameter named the COP. Chapter 

5 shows the calculations used to develop the pressure and entropy production models for a 

two-phase flow in a wellbore and porous medium; afterwards, a solution is described. 

Chapter 6 provides the results of the models, followed by a detailed discussion. 

Conclusions and future recommendations are presented in Chapter 7. 
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Chapter 2: Literature Review  

2.1. Overview  

It is important to design and operate energy systems efficiently to reduce emissions that 

lead to climate change. The need to have more efficient systems has led engineers to study 

the best use of available energy resources and to shed light on thermodynamic 

irreversibilities (Alemayehu et al., 2015). As per the second law of thermodynamics, any 

operating system is associated with energy loss due to dissipation; this loss is unavoidable 

(Hatsopoulos et al., 1966).  

Carnot (1786) was the first who pointed out that the loss of available energy for an 

operating system is inevitable. He stated that any moving system has energy loss due to 

friction and “violent moment,” including mechanical and thermodynamic causes (Carnot, 

1803, 1786).  Sadi, Carnot’s son, carried out his father's legacy and pointed out the concept 

of ideal and real operating systems (Carnot, 1824). It was proved that the ideal system's 

efficiency is a function of the heat reservoir’s temperature. Later, Gibbs (1948) presented 

a mathematical formula representing the second law of thermodynamics, which originated 

from Carnot’s work.  

Entropy Generation Minimization (EGM) has been applied to various engineering 

disciplines, especially in mechanical and chemical engineering (Duruewuru, 1985). The 

laws of thermodynamics, especially the second law, permit engineers and researchers to 

estimate a system's efficiency. In this chapter, two main fluid flow regimes are discussed 

and critically reviewed: single-phase flow and two-phase flow. 
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It was found that the entropy generation rate is proportional to the destruction of available 

work as per the “Gouy-Stodola” theorem (Stodola, 1898). It was proven based on the 

Gouy-Stodola theorem that if a system's efficiency is to be increased, the entropy 

generation should be minimized. Therefore, the method of identification and reduction of 

thermodynamic irreversibilities is known as Entropy Generation Analysis (EGA), while 

minimizing the losses of a system is called Entropy Generation Minimization (EGM). 

Although the Gouy-Stodola theorem well covers the relationship between the loss of 

energy and entropy, the methodology of EGA and EGM was further expanded by Bejan 

(1996, 1995). 

EGA is an important tool for illustrating the influence of irreversibilities within a system 

on the required energy input. EGA is based on a heuristic approach (Giangaspero and 

Sciubba, 2013; Sciacovelli et al., 2015). The initial configuration of the system is 

subsequently improved by introducing possible design modifications. Applying EGA in a 

system involves steps to be followed, starting by defining the system followed by creating 

the initial design for the system. Constructing the mathematical model is the next step. 

Then evaluation and critical analysis of EGA is performed.  Modify the design as suggested 

by a critical inspection of the EGA is the pre-final step. Finally, repeat the computation and 

iterate until a feasible and acceptable “minimum” of EGA is obtained.  

Giangaspero and Sciubba (2013) concluded that the adopted procedure for “optimizing” a 

design is not a proper optimization, rather a heuristic design approach, essentially based on 

a thermodynamically sound trial-and-error procedure. Ogulata and Doba (1998) conducted 

experimental studies on the entropy generation of a cross-flow heat exchanger by 
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considering the exchanger's irreversibility due to heat transfer and friction resistance. Wang 

et al. (2018) found that the EGA of material with large thermal diffusivity contributes to 

obtaining better behavior of the heater during the transient processes when the metal 

thickness is fixed. 

EGM is a deterministic approach (Giangaspero and Sciubba, 2013; Sciacovelli et al., 

2015). The fundamental characteristic of the deterministic approach is the analytical 

definition of the global rate of entropy generation as a function of critical design 

parameters, like geometry, dimensions and working conditions. A lumped-sum parameter 

procedure is followed to minimize the energy loss in a system. These steps start to define 

the initial design variables. Then, develop the mathematical models and equations followed 

by entropy generation rate evaluation and critical analysis. Afterwards, an optimization 

algorithm is created to test the optimal factor of the system. In case the minimum entropy 

generation rate is achieved, the optimal design of the system is finalized and ready; if not, 

then a new design variable is needed.  

Different analytical and empirical techniques were described in past studies for generation 

minimization problems for engineering systems (Bejan, 1996, 1995; Naterer and 

Camberos, 2008). Past studies have started re-investigating porous systems from the 

second law perspective, rather than the first law. These investigations have been extended 

from thermal to chemical and thermochemical systems (Torabi et al., 2017a). Although 

many studies have focused on entropy generation minimization in porous media, other 

systems did not receive attention. For example, systems that have extra physicochemical 

effects had limited study.  
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Early discussion/analysis of reservoir energy changes over the reservoir production 

lifetime emerged during the 1930s when Versluys and Schilthuis showed a strong link 

between the reservoir energy, production rate, and cumulative production (Schilthuis, 

1936; Versluys, 1934). According to Schilthuis' study, an imaginary thermodynamic 

engine can represent a petroleum reservoir (Schilthuis, 1936). In particular, the study 

considered the net energy change in this imaginary engine similar to that in the petroleum 

reservoir. Schilthuis' study did not consider the loss of fluid energy, nor did the approach 

apply to microscopic-level phenomena (e.g., velocity and position of gas molecules) and 

non-volumetric reservoirs.  

2.2. Reservoir Drive Mechanisms  

Newfoundland and Labrador (NL) is one of the main oil producing provinces in Canada. 

NL’s oil and gas industry is considered, historically, relatively new, as the first reserves 

were discovered in 1979, with the first oil produced in 1997. Currently, the province has 

mainly four fields: Hibernia, Terra Nova, White Rose, and Hebron, produced an average 

of 240,000 barrels per day. The NL reservoir fields, like any other reservoir that starts 

initially using the natural reservoir energy as a production mechanism, have a limited 

period of time. In this section, different reservoir mechanisms will be discussed and 

reviewed over the past few decades. 

The reservoir drive mechanism, also called natural drive, can be defined as a natural force 

in the reservoir displaces hydrocarbons out of the subsurface ground into a wellbore and 

up to the surface. There are five common drive mechanisms: water drive, gas expansion, 
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solution gas, rock or compaction and fluid drive, and gravity drainage. One type of these 

drives usually dominates; however, it can also be a combination of two or more drives in 

one reservoir. Depending on the drive mechanism, characteristic recovery efficiencies can 

be expected for a given reservoir. However, the water drive is the most efficient drive 

mechanism, followed by gas drives (gas expansion and solution gas) and gravity drainage. 

Figure 2.1 details the reservoir mechanisms. Historically, it is known that reservoir drive 

mechanisms recover only about 10% of the oil below the surface.  

 

Figure 2. 1. Reservoir Drive Mechanisms 

Coleman et al. (1930) were the first to investigate reservoir pressure decline due to 

hydrocarbon production. They presented an equation that describes the relationship 

between the reservoir pressure, the amount of the hydrocarbon produced, the hydrocarbon 

content of the reservoir, and the properties of reservoir fluids.  Unfortunately, at that time, 
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there were no data available to permit the application of a detailed model. Schilthuis (1936) 

modified the work of Coleman et al. (1930) by deriving models for calculating the reservoir 

energy changes that occur during production. 

In the water drive reservoirs, the oil zone is in contact with an aquifer beneath it that 

provides the bulk of the reservoir’s drive energy. Several past studies have investigated the 

pressure-production behavior of water drive. For example, Hicks et al. (1959) were among 

the first who used computer modelling in describing a technique for predicting the future 

behavior of a water drive reservoir. The diffusivity equation was used to address the effect 

of permeability and porosity of the rock on the water drive mechanism. This study was 

limited to the undersaturated reservoirs with constant compressibility. Ogolo et al. (2014) 

compared the effect of full and partial water drive on gas reservoir recovery. They found 

that about 70 – 80% of gas can be produced in a partial water drive reservoir compared to 

50 – 60% for a full water drive reservoir. They justified this by stating that as long as the 

reservoir is under a strong aquifer influence, there is a larger residual gas saturation, which 

leads to a lower recovery factor. 

Charles and Crawford (1975) investigated the effect of different factors, including oil 

production rate and permeability, on oil recovery in reservoirs under the solution gas 

mechanism. In this investigation, numerical schemes were used for a radial three-phase 

(oil-water-gas) flow and two-dimensional reservoir model. The study concluded that at low 

production rates, gas is segregated to the top of the reservoir and produced rapidly, which 

depleted the reservoir energy. Furthermore, gas solution drive is sensitive in a reservoir 

with vertical permeability; the highest oil production rates yield higher recovery.  
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An experimental study focused on the solution gas drive mechanism and indicated that gas 

mobility in heavy oil is much less than in light oil, leading to improved recovery factor 

(Pooladi-Darvish and Firoozabadi, 1999). They reported that about 14% of the original oil 

in place could be produced using the solution gas drive mechanism, which is the average 

percentage of the recovery achieved by solution gas drive; usually range between 5% to 

30%. One of the important conclusions of this study was that formation of gas bubbles 

takes time, and then the separation from the oil lowers the oil pressure dramatically.    

As known in the literature, the solution gas drive described the parallel flow of oil and gas 

when gravity effects are neglected. Under the gravity influence, the gas that dissolves in 

oil will migrate upward, where the gas will accumulate at the top of the formation, where, 

if not originally present, a gas cap is formed. Dumore (1970) conducted an experiment to 

investigate the gas saturation development and parameters on which this development 

depends on the gas-cap drive mechanism. The tests showed that gas migration from the 

bottom of the formation to the top depends mainly on capillary pressure. At low capillary 

pressure, a conical shape through which the gas migrated to the top, while at high capillary 

pressure, only one gas channel developed. These two conditions of capillary pressure are 

called dispersion and non-dispersion. In reservoirs that initially have gas-cap, the gas-cap 

expansion as the pressure drops is considered the primary energy source in a reservoir. 

Additional energy is provided by the expansion of solution gas released from the oil. Less 

significant drive contributions are provided by the expansion of the rock and its associated 

water. 
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As the reservoir pressure starts dropping, the under compacted rock matrix and fluid must 

assume more and more of the overburden load. The resulting deformation of the rock and 

fluid reduced the total pore volume, which maintains the reservoir pressure and drives 

additional fluid out of the formation (Garg and Pritchett, 1977).  The increased pressure 

between the grains will cause the reservoir to compact, leading to subsidence at the surface. 

Various previous studies (Dake, 1998; Garg and Pritchett, 1977) showed that compaction 

depends mainly on the difference between overburden pressure and fluid pressure. This 

makes it easier for researchers to measure compaction in the laboratory by increasing 

overburden pressure on the rock sample, while the fluid pressure in the core is constant. 

Gravity drainage or some references call this ‘gravity segregation’ (Archer and Wall, 

1986). It has an important role in several aspects of reservoir behavior, such as the phase 

movement. Hall (1961) recommended that a number of factors must be considered when 

dealing with the reservoir under gravity drainage influence. Some of these factors include 

production rate, well productivity, and the economic advantage of pressure maintenance. 

The author presented a general method for calculating the performance of a gravity-

drainage reservoir. The method is made to take into account variations throughout the 

reservoir configuration, change in permeability and fluid composition. The proposed 

method’s results were in good agreement with field history data.  

As a summary of reservoir drive mechanisms, Table 2.1 shows the energy sources and 

ultimate recovery ranges of the major drive mechanisms (Bull-D-14, 1984). 
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Table 2. 1. Energy sources and recovery factor of reservoir drive mechanisms. 

Drive Mechanism Energy source Recovery  

Solution gas drive Evolved solution gas expansion 10 – 25%  

Water drive Aquifer expansion 15 – 60%  

Gravity drainage drive Gravity 5 – 20%  

Gas-cap drive without gravity 

drainage 

Gas cap expansion 15 – 40% 

Gas-cap drive with gravity 

drainage 

Gas cap and evolved solution gas 

expansion 

15 – 80%  

2.3. Entropy Generation in Reservoirs, Wellbore, and Non-

Porous Media  

Past studies have provided valuable information on using the concept of the maximum 

reversible work function as a tool for investigating the influence of the production rate on 

the primary reservoir energy (Chen et al., 1999; Duruewuru, 1985; Osoba et al., 1951; 

Tillero et al., 2011). The influence of gas gravity on reservoir energy is one of the valuable 

pieces of information extracted by the maximum reversible work function. Furthermore, 

the similarity in the behavior of volumetric gas condensate and dry gas reservoirs on the 

change in process/operational conditions is another important factor that previous studies 

provided by using the concept of the maximum reversible work function. 

2.3.1. Entropy Generation in Reservoirs and Wellbore 

The importance of production rate on a reservoir's energy and well has been highlighted in 

numerous studies (Alemayehu et al., 2015; Civan and Tiab, 1989; Mukherjee et al., 1987; 

Naterer and Camberos, 2008; Sarathi and Tiab, 1981; Slattery, 1972). In the study of Civan 

and Tiab (1989), entropy production was calculated in both the reservoir and wellbore. 
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Based on the value of entropy production, the optimal conditions with a high recovery 

factor were identified. The researchers also concluded that the pressure and non-Darcy 

coefficient significantly influence the total entropy production. 

Previous studies have shown that the laws of thermodynamics can be applied to fluids 

flowing through pipes or porous media by using key properties, such as heating content, 

specific volume, and entropy in the flowing well (Sage and Lacey, 1935). In the study by 

Sage and Lacey (1935), it was found that the loss of energy as a result of frictional effects 

is not an essential factor when considering the flow of fluids in the tube.  In addition, the 

authors carried out experimental work to analyze the relationship between the flow rate in 

the wellbore tubing and system energy.  

Energy efficiency, availability function, work, and entropy generation were further 

investigated in petroleum production systems by Tillero et al. (2011). An extensive review 

of entropy generation modelling in porous media was presented by Torabi et al. (2017). 

The review reported how local thermal non-equilibrium effects in porous media impact the 

energy and exergy efficiencies of a given system. Several studies have investigated entropy 

generation in reservoir systems, including both the reservoir and well. Civan and Tiab 

(1989) calculated the entropy production in both reservoir and wellbore regions. Their 

results were used as a criterion for selecting the operating conditions that lead to a high 

recovery factor. In Civan and Tiab (1989), the damage to the near-wellbore was discussed. 

The skin factor was changed to take into account any change in the near-wellbore region. 
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Past researchers developed a numerical transient multiphase flow model with finite-

difference approximations in a well (Miller et al., 1998; Miller, 1979). Initially, the model 

was developed under the condition of the homogenous flow of one component at 

thermodynamic equilibrium. However, the extension of the model included slip and a finite 

rate of evaporation. Mass, momentum, energy, and thermodynamic equations were used in 

model development. The resulting model was only applicable for use in flowing wells, 

limiting its use in reservoir systems.  

A Representative Elementary Volume (REV) averaging technique was used to develop 

balance equations for two-phase flows in porous media (Gray, 1982). Gray (1982) used the 

technique to derive vertically averaged balance equations of mass, momentum, energy, and 

entropy. In the past, the entropy equation for porous media has often been neglected. 

However, Gray (1982) included it in the derivations, showing that the entropy equation is 

important when studying fluid flow in porous media. It was concluded that the balance 

equations are valid for applications in vapor, liquid, or solid phases.  

Another important thermodynamic property is known as the "availability function." It can 

be used to calculate the thermodynamic efficiency of two-phase flowing well cases, 

including energy loss due to irreversibility (Duruewuru, 1985; Tiab and Duruewuru, 1988). 

The benefit of using the availability function is that it could estimate the thermodynamic 

efficiency of a system even if no work (production or consumption) has been done on the 

targeted system. In addition, the availability function has the potential to compare different 

processes, which may lead to enhanced knowledge of improvement possibilities for a given 

system.  
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2.3.2. Entropy Generation in Non-Porous Media 

For a natural circulating loop system, Goudarzi and Talebi (2015) developed an entropy 

model for single-phase flow under steady and pseudo-steady state conditions. They 

concluded that as more frictional losses occur, entropy generation increases within the 

loop. An increase in the Reynolds number leads to an increase in the entropy production 

rate (Pal, 2014). At a constant Reynolds number, an inverse relationship exists between the 

entropy production rate and pipe diameter (Bidi et al., 2010b). The method of EGM can be 

used to find relationships between system parameters to optimize a given system (Bejan, 

1996, 1995; Myat et al., 2012; Naterer and Camberos, 2008; Saghi and Lakzian, 2017). 

A thermo-fluid dynamic model for a separated two-phase flow was developed by 

Kocamustafaogullari (1971). The two-fluid model was formulated by considering each 

phase separately. Therefore, the formulation was expressed in terms of two sets (one for 

each phase) of conservation equations. In addition to the continuity, momentum, and 

energy equations, the enthalpy equations were derived with appropriate conditions to 

formulate the two-phase system's thermo-fluid model. In this study, a stability theory for a 

general separated two-phase flow system was developed using the thermo-fluid model. It 

is worth mentioning that the model cannot be applied in porous media; however, its 

fundamental concepts can be used in porous media (Gray, 1982). 

2.3.3. Experimental Investigation of Entropy Generation 

The EGM approach includes fluid mechanics, heat transfer, material constraints, and 

geometry to establish a correlation between the entropy and the optimal conditions for any 
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system (Bejan, 1996, 1995; Naterer and Camberos, 2008). Past studies extended the 

analytical EGM methods to numerical and experimental methods. It has been shown that 

EGM can be used mathematically to stabilize and optimize the use of energy in porous 

media (Bidi et al., 2010a).   

Previous studies have experimentally investigated the thermal performance of a system and 

its entropy generation (Tharayil et al., 2017). They investigated fluids with different 

concentrations and their effect on the efficiency based on the second law of 

thermodynamics. Their results indicated a good match between the model and experiments. 

Another experimental study examined the influence of vapor quality and nanofluid 

concentrations on entropy generation and exergy loss nano-refrigerant (Sheikholeslami et 

al., 2018). It was shown that increasing the concentration leads to an increase in the 

frictional entropy generation. Rahbara et al. (2018) proposed two new empirical 

correlations to predict water productivity, leading to lower entropy generation in triangular 

and tubular solar stills.    

2.4. Entropy Generation in Porous Thermal Systems 

A porous medium plays a vital role in heat absorption and uniform temperature 

distribution, which can result in increasing the heat transfer coefficient and eventually 

decreasing the temperature of a system (Torabi et al., 2017). Generally, two methods can 

be used to calculate entropy in a thermofluid system: direct or indirect. The direct method 

applies to laminar flow, and analytical solutions can be used. In contrast, the indirect 

method is used for turbulent flow, and partial differential equations should be solved 
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numerically (Herwig and Kock, 2007). Some of the important parameters that affect 

entropy generation in porous media are discussed hereafter. 

2.4.1. Viscosity Effects 

In many cases, viscous dissipation is neglected when a fluid flows through a channel 

(Bejan, 1995). However, for high viscous flow, internal heat generation should be added 

to the energy equation due to the friction. Darcy’s equation can be used to describe the case 

when viscous dissipation is neglected, while the Brinkman approach in porous media is 

used when viscous dissipation is considered (Nield, 2007). 

Three strategies can be used to visualize the viscous dissipation in porous media: the Local 

Thermal Equilibrium (LTE) approach, the Local Thermal Non-Equilibrium (LTNE) 

approach, and Pore Scale Modelling (PSM) approach (Torabi et al., 2017; Nield, 2007). In 

LTE, the viscous dissipation term is considered in the energy equation without heat 

generation and steady-state conditions. For the LTNE approach, two energy equations are 

used to visualize the temperature fields in both fluid and solid porous media phases. If the 

PSM approach is used, the entropy generation equation will not have a velocity impact, 

and all of the corresponding fluid friction is calculated via shear stress tensors (Torabi et 

al., 2017, 2016). Overall, viscous dissipation plays an important role in entropy generation 

calculations, velocity, viscosity, and fluid temperature.  

2.4.2. Radiative Effects 

At high temperatures (over 1000 K), previous studies showed that radiative heat transfer is 

significant in porous media (Bidi et al., 2010; Howell et al., 1996). Many past studies 



-28- 
 

considered the effect of radiation in porous media, such as in combustion and solar 

collectors, in thermal modelling (Bidi et al., 2010; Hirasawa et al., 2013). 

It has been reported that radiative heat transfer can be simplified by incorporating the 

radiative effects to the thermal conductivity of the solid phase of porous media. This will 

affect the heat transfer rate, leading to a decrease in the system's temperature. Few previous 

research investigations confirmed that as the radiative effect increases, the entropy 

generation increases as well. However, there is still a knowledge gap of how the radiative 

effect and the LTNE conditions affect the entropy generation in porous media. 

2.4.3. Velocity Slip and Temperature Effects 

It was shown that for macro-channels, the continuum conditions at the edge are valid; 

however, this is not true for microchannels (Sun et al., 2009). The Knudson number is the 

parameter that can differentiate between slip effects for micro and macro channels. When 

the Knudson number is less than 0.01, the length scale of the systems is dominant, and the 

continuum assumption can be used. However, if this ratio is higher than 0.01, the mean 

free path of the fluid molecules is large enough so that the velocity slip and temperature 

jump boundary conditions at the interface of the solid walls and the fluid should be 

considered (Lv et al., 2013; Torabi et al., 2017, 2017).  

There are mainly two effects that velocity slip and temperature jump have on the entropy 

generations in porous media. There is a direct and indirect influence. The direct impact 

occurs when there is a difference in temperatures between the fluid and the wall. However, 



-29- 
 

the indirect impact happens due to modification in a system temperature, which ultimately 

impacts the entropy generation (Torabi et al., 2017). 

2.5. Entropy Generation in Porous Systems with Chemical 

Reactions  

Porous media can be affected chemically by reactions due to the large surface area to 

volume ratio as well as the transport of energy and mass (Vafai, 2015). Porous media 

chemical reactions can occur in either a fluid or solid phase.  An example of a solid 

chemical reaction in porous media is catalytic porous reactors. Another case can be 

combustion processes (Howell et al., 1996). The existence of chemical reactions in porous 

media might complicate the entropy analysis due to the thermodynamic equilibrium 

assumption (Vafai, 2015). 

2.5.1. Modelling of Entropy Generation in Reactive Porous Media 

Modelling of entropy generation in reactive porous media requires replacing the 

assumption of thermal equilibrium with chemical kinetics to represent the chemical 

activities that occur in porous media (Bidi et al., 2010).  

Recent studies have shown that the energy term in the entropy generation equation could 

lead to a significant deviation from thermal equilibrium conditions, resulting in a 

significant error in calculations. Thus, the entropy generation calculations should consider 

the irreversibility of interphase heat transfer set by exothermicity or endothermicity of the 
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chemical reactions (Torabi et al., 2015a). It implies that analytical approaches would not 

solve such equations; however, numerical methods could be employed.  

A research study investigated the solid-gas porous reactor that was optimized analytically 

by minimizing the entropy generation (Azoumah et al., 2006). In this study, fluid flow 

behaviour, conduction, and convection were included in modelling processes under 

chemical equilibrium. To calculate the total entropy generation, irreversible 

thermodynamics was involved. Bidi et al. (2010) investigated entropy generation in a 

premixed, porous burner. The authors modelled fluid flow through a modified version of 

the steady-state Navier-Stokes equations and used a two-equation model of heat transfer. 

Based on the literature, entropy generation due to chemical reactions, in particular 

combustion, may account for more than one-third of the overall thermodynamic 

irreversibility radiative effects (Alemayehu et al., 2015).   

2.5.2. Mass Transfer, Chemical Reactions, and Other Transport 

Phenomena 

Humidifiers, dehumidifiers, cooling towers, and chemical reactors are typical examples of 

this type of system. To optimize these systems, Entropy Generation Analysis (EGA) has 

been used. In previous studies, variations in the inlet pipeline length, valve opening time, 

and overlap period can minimize the entropy production rate (Alemayehu et al., 2015).  

Alemayehu et al. (2015) presented a critical review on the theory of entropy generation and 

its application to different engineering and science cases for design and optimization 

purposes. Their study focused on the differentiation of the EGA technique from that of 
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EGM, as well as the level of analysis (local or global). It was found that EGA is related to 

the identification and reduction of thermodynamic irreversibility, while EGM aims to 

minimize the energy losses of a system. 

Few researchers attempted to include mass transfer and the second thermodynamic law to 

optimize non-reacting multi-species mixtures (San et al., 1985; Sciacovelli et al., 2015). 

Using the second law of thermodynamics in such studies can capture mass transfer at a 

global level and the mass transfer, in this case, was due to evaporation and/or condensation. 

Bejan (1996) provided several examples for calculations in such devices when the mass 

transfer occurs in evaporation form. It was concluded that useful work is lost when the 

system does not attain equilibrium with the environment.  

2.6. Mathematical Methods for Entropy Generation 

Generally, EGM calculations in a flowing well and reservoir require a solution of one or 

more challenging partial differential equations (PDE). Therefore, assumptions to simplify 

such equations are required.  Sometimes, it is also necessary to convert the PDE to ordinary 

differential equations (ODE). However, due to some nonlinearities in the equations, 

converting a PDF to ODE may not be readily solvable. The general solution of PDEs can 

be divided into four main categories: analytical, semi-analytical, analytical-numerical, and 

numerical (Torabi et al., 2016). 

Different strategies/methods are used to find a solution for entropy generation problems, 

including but not limited to the general solution of PDEs and finite difference 
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approximations. The literature also includes other methods. A brief discussion of some 

common methods is presented.   

2.6.1. Exact Analytical Methods 

Sometimes, an exact analytical solution can be found. However, considering the 

assumptions, this solution might lack viability (Torabi et al., 2016). An exact analytical 

solution helps to understand the behavior of the system better. It would be easy to visualize 

system behavior using analytical solutions. It can also be used for the validation of 

numerical tools. The analytical solutions have been used before in many entropy generation 

calculations, such as entropy generation in porous media, entropy generation in conjugate 

conduction-convection systems, heat transfer, and entropy generation within convective 

fins (Aziz and Khan, 2012). 

2.6.2. Semi-Analytical Methods 

In conduction and convection problems, the governing equations of entropy generation 

problems will be nonlinear if the material is temperature dependent or power-law 

dependent. For radiation problems, two terms contain nonlinearities – one due to the 

Stefan–Boltzmann law of radiation, and the second because the surface emissivity is a 

function of temperature. Under these circumstances, the exact analytical solution will not 

be able to solve such problems. However, several non-exact solution procedures can be 

followed to address this type of problem. These methods can be considered as approximate 

analytical techniques. These methods convert the nonlinear parts to a series of an infinite 

number of simpler differential equations, which can be solved analytically. As several 
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equations are transformed into differential equations that are solved analytically, and their 

results are added together, some equations are neglected, leading to accumulated errors. A 

common approach used to calculate the total EGM is the differential transformation 

method (DTM) (Lin et al., 2017). DTM is mainly based on Tayler’s series; it can give 

accurate results when used in convective-radiative boundary heat loss problems.  

2.6.3. Analytical-Numerical Methods 

In these methods, analytical and numerical methods are applied as a solution 

simultaneously. In some parts of problems, the solution can be found analytically, while 

the other part cannot be solved analytically. For example, in radiation problems, numerical 

methods are used as a part of a solution due to complex boundary conditions. As this 

method uses a combination of analytical and numerical solutions, it has received much 

attention lately as it can be employed in many problems (Torabi et al., 2015b).  Commercial 

packages, such as Maple and Mathematica, can be used in these problems as they can use 

analytical and numerical solutions simultaneously.  

2.6.4. Numerical Methods 

The numerical methods are often utilized in complicated geometry and/or energy equations 

that contain strong nonlinear equations. Furthermore, numerical solutions are used when 

momentum and energy balance equations are needed to be solved simultaneously to obtain 

a solution of entropy generation problems (Mahdavi et al., 2014). There are mainly two 

numerical approaches that can be followed to obtain the solution of entropy generation. 

One method is the use of commercial software, such as ANSYS Fluent and COMSOL 
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Multiphysics. The other technique is to develop a programming code such as a MATLAB 

code. By adopting numerical approaches, Makhanlall and Liu (2010) provided local and 

total entropy generation and exergy destruction. 

2.6.5. Finite-Difference Approximations 

The finite-difference approximation is one of the numerical approaches that can be used in 

entropy generation cases (Duruewuru, 1985; Tiab and Duruewuru, 1988; Torabi et al., 

2017). The basic concept is to replace the original problem with another problem that is 

easier to solve; the achieved solution is generally close to the original problem's solution 

(Aziz and Settari, 2002).  

The differential equation is replaced by a set of algebraic equations relating the target 

values for each grid-point. These equations are called the ‘finite-difference equations,’ and 

the differential problem is reduced to an algebraic problem. The process of obtaining finite-

difference equations that approximate a given differential equation is called 

‘discretization.’  

Generally, there are two types of discretization: (i) discretization in space and (ii) 

discretization in time. For discretization in space, there are three methods available for the 

discretization of any given system: (i) the Tayler series method, (ii) the integral method, 

and (iii) the variational method (Ahmed, 2019; Aziz and Settari, 2002). All these methods 

can be either (i) explicit or (ii) implicit. It is worth noting that there are two methods of 

grid construction points distributed and block-centered grids.   
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Duruewuru (1985) used the finite-difference approximation by employing the block 

distribution grid system and a point distribution system in the reservoir spatial domain. The 

time domain is also divided into several time steps during which the system of linear 

equations is solved to obtain new values of dependent variables.  

2.7. Limitations on Modelling of Entropy Generation in 

Porous Media 

In the current literature, there are knowledge gaps that should be filled in entropy 

generation modelling; some are highlighted in this section. Most of the previous studies 

have focused on calculating the entropy generation in one system, either a reservoir (porous 

medium) or wellbore (pipeline). Limited studies have estimated the entropy generation on 

both systems at the same time. 

Another limitation is none of the previous studies have investigated the effect of the zone 

around the wellbore on the entropy generation or recovery factor. Moreover, previous 

studies have used outdated techniques to estimate the optimum operation conditions for a 

system. However, modern methods such as COP have never been employed before to 

obtain the optimum conditions for hydrocarbon reservoirs.   

As in the literature, all previously developed mathematical models representing entropy 

generation in porous media were either for single or two-phase flow. None of the previous 

studies have developed a set of equations and models that can be applied for both cases – 

single and two-phase flow systems. Furthermore, most of the previously developed models 

for two-phase flow are suitable for oil-gas systems. Thus, oil-water flow systems have not 
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been investigated. Most of the past entropy modelling studies focused on steady-state 

conditions. The entropy generation is thus rarely used to address semi-transient operation 

conditions in porous media.  
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Chapter 3: Hysteresis in Porous Media Flow 

3.1. Background 

This chapter examines the hysteresis phenomenon in fluid and rock properties. The 

research on hysteresis was done under the supervision of my former supervisor, Dr. Enamul 

Hossain, who left Memorial University part-way through my Ph.D. program. The aim of 

the topic – hysteresis – was to develop mathematical or empirical models that describe the 

hysteresis phenomenon in selected rock and fluid properties. The initial stage was to 

conduct a comprehensive literature review on the most important fluid and rock properties 

in petroleum engineering, theoretically and experimentally. As a result, four review articles 

covered the most influential properties in oil and gas engineering were published. The 

effect of hysteresis on the EGM can be investigated in future work after the fundamental 

concept is highlighted in this thesis. An overview of the hysteresis phenomenon and its 

selected properties is highlighted hereafter.   

Hysteresis has a significant role in characterizing the hydrocarbon recovery, as well as 

giving a better understanding of fluid flow and energy availability in porous media. 

Therefore, an accurate estimation of hysteresis measurement is essential. This also plays a 

vital role in Entropy Generation Minimization (EGM) calculations in porous media. 

Numerous previous studies have focused on the effect of hysteresis on EGM. For example, 

Odukoya et al. (2011) developed a model to determine entropy production due to thermal 

and fluid irreversibilities in a microchannel. In this model, the hysteresis phenomenon was 

considered during the start-up of the droplet motion. The model included the surface 
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tension hysteresis along with the influences of friction and pressure. Another modelling 

study regarding hysteresis in entropy generation was conducted by Li et al. (2017). In their 

study, they observed a hysteresis characteristic in the hump region in pump-turbines. It was 

found that the hysteresis characteristic is orginated from the Euler momentum and 

hydraulic loss; the latter accounts for a major portion of the hysteresis characteristic.  

Figure 3.1 displays a general hysteresis loop for any system. Path A represents the track 

of the first process for any parameter (in most cases, it is an increasing direction), while 

path B represents the second process track (often, it is a decreasing direction). The 

hysteresis characteristic in the hump region can be analyzed for turbomachinery through 

entropy production. It was found that the hump characteristic and the accompanying 

hysteresis phenomenon are caused by backflow at the runner inlet and the presence of 

separation vortices close to the hub and the shroud in the stay/guide vanes, which is 

dependent on the direction of discharge. Past studies have focused on the hysteresis effect 

on various rock and fluid properties, such as relative permeability, porosity and 

permeability, and wettability (Elhaj et al., 2018a, 2018b, 2020). 
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Figure 3. 1. Schematic of hysteresis loop for a system 

3.2. Hysteresis in Capillary Pressure    

Capillary pressure plays an important role in enhanced oil recovery methods (EOR) (Evans 

and Geurrero, 1979; Moore and Slobod, 1956; Stegemeier, 1977, 1974) and multiphase 

flow (Bouchard and Hawkins, 1992; Wang and Alvarado, 2016a). Stegemeier (1977, 1974) 

and Moore and Slobod (1956) highlighted that by increasing the capillary forces in a 

reservoir (decreasing the radius curvature), the trapped oil could be produced or prevented 

from being trapped. In addition, capillary pressure helps to explain the multiphase flow in 

porous media as well as fluid distributions. This will give a better understanding and 

establish connections with fluid movement in the reservoir (Bouchard and Hawkins, 1992; 

Wang and Alvarado, 2016a).   

Input axis

Output axis

Path A
Path B
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Knowledge of hysteresis in capillary pressure is important for a better understanding of the 

distribution of saturation in the reservoir. An accurate estimation of capillary pressure is 

also required, especially in vertical movements, such as in steam-assisted gravity drainage 

SAGD (Dernaika et al., 2011a; Salter, 1990). Generally, the impact of hysteresis in a 

reservoir can be observed in well coning attitude (Cutler and Rees, 1970; Killough, 1976), 

gas storage reservoir systems and water coning (Evrenos, 1969), the redistribution of water 

after initial infiltration (Talsma, 1970), and the cumulative residual curve (disconnected 

phases) during displacement (Keelan and Pugh, 1975; Land, 1968; Melrose and Brander, 

1974; Morrow, 1970; Pickell et al., 1966; Wardlaw and Taylor, 1976). 

In this section, the hysteresis of the capillary pressure in different reservoir rock types along 

with different variables such as saturation (Brown, 1951) and pore structure (Dullien, 1992; 

Salter, 1990; Wardlaw and Taylor, 1976), and resistivity index (RI) (Dernaika et al., 2011b) 

will be discussed. Furthermore, methods and techniques that are used to investigate 

hystereses such as the porous plate method (Brown, 1951; Kleppe et al., 1997), centrifuge 

(Hassler and Brunner, 1945; Masalmeh, 2001), static methods (Wang and Alvarado, 

2016a), X-Ray CT (Wang and Alvarado, 2016b), Nuclear Magnetic Resonance (NMR) 

(Green et al., 2008), Capillary Pressure and Resistivity Index by Continuous Injection 

(CPRICI) (Kokkedee and Boutkan, 1995), and Papillary pressure Probe (Wunnik; et al., 

1999) will also be examined.  

3.2.1. Modelling of Hysteresis in Capillary Pressure  

Due to the time–consuming nature, inaccuracy, and cost limitations for experimental 

techniques, several studies have attempted to develop a mathematical model that is 
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complete, consistent, and accurate to describe the hysteresis phenomenon in capillary 

pressure. In addition, most of the experimental studies were conducted for a water-wet 

system (Masalmeh, 2001). Therefore, there is a need for a mathematical model that applies 

to more than one system. In addition, a hysteresis model allows physical plausibility in the 

problem (Killough, 1976). In this section, the most important models used in the oil and 

gas industry will be highlighted and discussed in detail. 

According to past literature, the relationship between capillary pressure and saturation, 

which causes the hysteresis phenomenon, does not follow a unique functional relationship 

(Morrow, 1970). Hysteresis in capillary pressure is described by bounding imbibition and 

drainage curves and intermediate scanning curves (Killough, 1976; Morrow, 1990), as 

shown in Figure 3.2.    

Mathematical models for hysteresis have a long history since 1935 when Preisach (1935) 

developed the first mathematical model that described the hysteresis phenomena, but not 

in capillary pressure cases. It was in the area of magnetic fields. The most common 

mathematical model used for hysteresis in capillary pressure was empirically developed by 

Killough (1976), which can reproduce the hysteresis curves by remembering the history of 

saturation. 

The main assumption of this model was that capillary pressures should lie initially on one 

of the bounding imbibition or drainage curves. Accordingly, the model was developed for 

two main cases: (i) drainage to the imbibition scanning loop and (ii) imbibition to the 

drainage scanning loop. This model appears in the following form: 
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Figure 3. 2. Capillary pressure hysteresis characteristic (Killough, 1976) 

 

Pc(Sw) = Pc
Dr/Im(Sw) − FDr/Im. [Pc
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Im(Sw)] (3.1) 
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For the scanning curves at turnaround saturation, the equations are given below: 
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To obtain the unknown Sw
∗Hys

, Killough proposed the following equation: 

1 − FDr/Im = F∗(Dr/Im) (3.7) 

 

The above equations confirmed that the hysteresis phenomenon could be explained in 

terms of a mathematical formula. Using this model in reservoir simulation, it is possible to 

save time and use only limited storage compared to other simulators (Killough, 1976). 

However, this model is more effective and accurate compared to others. However, still, it 

cannot be used without experiments to obtain the parameter 𝜖. Artificial techniques might 

be needed to eliminate some noise in the data, especially when multiple reversals take place 

on scanning curves (Killough, 1976; Kossack, 2000). Another drawback of this model is 

that it does not have a simple geometric interpretation (Kossack, 2000). In addition, 

although the majority of oil reservoirs are mixed-wet (Morrow, 1990), this model is 

developed only for strong water-wet porous media (Delshad et al., 2003), which may limit 

its utilization.      

Another model that mathematically described hysteresis in capillary pressure was 

developed by a Brooks and Corey function (Brooks and Corey, 1966; Delshad et al., 2003). 

The main ideas of this model are to (i) develop the main drainage curve using a Brooks and 
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Corey function, (ii) model the scanning curves by using an S-shaped function (Lenhard, 

1992; Van Genuchten, 1980), and (iii) compute residual oil saturation accurately by taking 

into account the size of the pores that are oil-wet. This model was tested against 

experimental data for two-phase flow in mixed-wet rock capillary pressure data; the results 

were qualitatively confirmed.  

The main drainage capillary pressure is modelled using the following equation: 

Pc = pd(Sn
w)−

1
λ  

(3.8) 

where 𝑝𝑑 is displacement (entry) pressure; n refers to a curve-shaped parameter, and 𝜆 is 

the pore-size distribution index. This model considers the pore-size distribution in the rock 

as a factor that plays a key role in the hysteresis in capillary pressure.  

For the main imbibition curve, the proposed model can be generated by a reversal from the 

main drainage using scanning-path saturation relations developed by Lenhard and Oostrom 

(Delshad et al., 2003). The proposed equation is given below: 

Sw
̅̅̅̅ (Pc) = 1 +

[Sw
̅̅̅̅ I

(Pc) − 1] (Sw
̅̅ ̅̅ ̅ID

− 1)

Sw
̅̅̅̅ I

(Pc
DI) − 1

 (3.9) 

 

where 𝑃𝑐
𝐷𝐼 is the capillary pressure at a reversal from the main drainage; 𝑆𝑤

̅̅̅̅ 𝐼
(𝑃𝑐) and 

𝑆𝑤
̅̅̅̅ 𝐼

(𝑃𝑐
𝐷𝐼) introduce the effective water saturation at the capillary pressure and capillary 

pressure at the reversal point, respectively.  

As mentioned earlier, the scanning curves are modelled by using an S-shaped function, 
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which is also known as van Genuchten’s function (Lenhard, 1992; Van Genuchten, 1980) 

as follows: 

Pc = Pneg +
1

α
[

1

(S̅w)
1
m

− 1]

1/n

 (3.10) 

 

where  

S̅w =
Sw − Siw

1 − Siw − Sor
 

(3.11) 

 

Here 𝑃𝑛𝑒𝑔 is the maximum negative capillary pressure when saturation reaches a maximum 

value on the main imbibition curve, and 𝛼, 𝑛, and 𝑚 are the model fitting parameters. The 

assumptions of  𝑛 and 𝑚 for drainage and imbibition follow the investigations of Kool and 

Parker (1987).  

The model was tested against experimental data for mixed-wet rocks from past literature. 

Another feature of this model is the consideration of pore size distribution in the 

mathematical calculations for hysteresis in capillary pressure. The model involves 

parameters such as 𝜆, 𝛼, 𝑛, and 𝑚, which need to be calibrated using both experimental and 

mathematical modelling. Compared to simulations that do not consider hysteresis, this 

model requires more memory storage (Delshad et al., 2003).  

Models of Killough (1976) and Delshad et al. (2003) focused on two-phase systems.  

Leverett (1941) suggested for the first time that two-phase capillary pressure and saturation 

relationships can be extended to three-phase systems (Miller et al., 1998). Based on the 
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Leveret assumption, a model to represent hysteresis mathematically up to three immiscible 

fluid phases was proposed by Parker and Lenhard (1987a). The model is able to use water 

saturation versus air-water capillary pressure in two-phase flow systems and the total liquid 

saturation versus air-oil water capillary pressure in three-phase systems. The model 

generates the mathematical equations that represent hysteresis by assuming a scaled 

saturation-capillary head function 𝑆∗(ℎ∗) that may be obtained for a porous medium 

(Parker and Lenhard, 1987b).  

It is known that in three-phase systems, the average water saturation (𝑆�̅�) is a function of 

the only oil-water capillary head (ℎ𝑜𝑤), and the average trapped saturation (𝑆�̅�) is a function 

of air-oil capillary head (ℎ𝑎𝑜) in the absence of fluid entrapment (Brooks and Corey, 1966; 

Leverett, 1941; Parker and Lenhard, 1987a).  Using this assumption, the fluid entrapment 

effects can be ignored. Moreover, 𝑆�̅�(ℎ𝑜𝑤) and 𝑆�̅�(ℎ𝑎𝑜) can be assumed as independent 

hysteretis functions. 

Using van Genuchten’s function (Van Genuchten, 1980), the main imbibition and drainage 

curves of the scaled function for ℎ∗ ≥ 0 can be described by the following expression: 

S∗(h∗)i = (1 + (∝i h∗)n)−m (3.12) 

 

S∗(h∗)d = (1 + (∝d h∗)n)−m (3.13) 

 

where i and d refer to the imbibition and drainage, respectively. Also ∝, 𝑛, and 𝑚 are 

curved shape parameters. In the case of ℎ∗ < 0, the following expression is valid. 

S∗(h∗)i = S∗(h∗)d = 1 (3.14) 
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For modelling the scanning curves, the model follows the same procedures that Kool and 

Parker (1987) followed, except the assumption of the closure of scanning curves. The 

following equations describe scanning curves for the imbibition and drainage, respectively: 

S∗(h∗) = {[S∗(h∗)i − S∗(hid
∗)i][Sdi

∗ − Sid
∗]} ∗ {S∗(hdi

∗)i − S∗(hid
∗)i}

−1 + Sid
∗ (3.15) 

where S∗(hid
∗)i and S∗(hdi

∗)i are values of S∗(h∗)i as given in Equation (3.12), id refers 

to the drainage to imbibition, and di refers to the imbibition to drainage. Then 

S∗(h∗) = {[S∗(h∗)d − S∗(hdi
∗)d][Sid

∗ − Sdi
∗]} ∗ {S∗(hid

∗)d − S∗(hdi
∗)d}−1 + Sdi

∗   (3.16) 

where S∗(hid
∗)d and S∗(hdi

∗)d are values of S∗(h∗)d given in Equation (2.13). 

When comparing the model results to experimental data, the results show close agreement, 

especially for scanning paths (Lenhard, 1992). Despite this model's accuracy for two-phase 

and even three-phase systems, the model’s scaling factors, which were determined through 

regression analysis, were different when the model was used in two different porous media 

(Lenhard, 1992). Therefore, this model should consider the contact angle effect and 

experimental uncertainty if it needs to be applied for three-phase systems. When using this 

mathematical model for different porous media, an accurate approach to estimate the 

scaling factors (not scaling paths) is required, which can be obtained by the ratio of 

interfacial tensions of these media (Delshad et al., 2003; Parker and Lenhard, 1987b, 

1987a). 

Modelling of hysteresis in capillary pressure can be divided into two categories: (i) 

mathematical base and (ii) simulation base. In this section, the applications of hysteresis in 

terms of the simulation aspect are discussed. Table 3.1 presents the basic and widely used 
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models that describe the hysteresis phenomenon in two and three-phase flow systems. 

Fundamentally, these models characterize the role of each factor in determining the 

hysteresis behaviour (Dullien, 1992; Miller et al., 1998).  

Table 3. 1. Hysteresis models for capillary pressure systems 

Reference Mathematical Formula System Analysis 

Two-Phase Systems 

(Brooks 

and Corey, 

1966; 

Miller et 

al., 1998) 

S̅w = (ϵPc)−λ                (ϵPc) > 1 

 

Air-

Water 

(i) Applicable for 

isotropic and 

anisotropic media 

S̅w = 1                           (ϵPc) ≤ 1 (ii) For main drainage 

curve 

(Killough, 

1976) 

Pc(Sw) = Pc
Dr/Im(Sw) − FDr/Im

∗ [Pc
Dr(Sw) − Pc

Im(Sw)] 

Water-Oil 

and 

Gas-Oil 

(i) Applicable for 

imbibition, 

drainage, and 

scanning curves 

F∗Dr =

1

Sw
∗ − Sw

∗Hys
+ ϵ

−
1
ϵ

1

Sw
Hys

− Sw
∗Hys

+ ϵ
−

1
ϵ

 

 

F∗Im =

1

Sw
∗Hys

− Sw
∗ + ϵ

−
1
ϵ

1

Sw
∗Hys

− Swr + ϵ
−

1
ϵ

 

(ii) Minimum time 

and small 

memory storage 

(Van 

Genuchten, 

1980) 

S̅w = [
1

1+(∝Pc)n]
m

 (m = 1 −
1

n
)  Pc > 0 

Soil-Water  (i) Simple compared 

to others 

S̅w = 1                                Pc ≤ 0 (ii) For the main 

drainage curve 

(Delshad et 

al., 2003)  

Pc = pd(Sn
w)−

1

λ                 Pc  ≥  pd 
Mixed-wet (i) Used S-shape and 

Van Genuchten’s 

function (Parker 

and Lenhard, 

1987a; Van 

Genuchten, 1980) 

Sn
w =

Sw − Swr

1 − Swr
 

(ii) Applicable for 

imbibition, 

drainage, and 

scanning curves 

(Lenhard 

and 

SD̅̅̅̅̅̅̅̅
w = [1 + {αd(Pc − Pmax)}ns]−ms  Pc ≥

Pmax 

Mixed-wet (i) Modified from 

Van Genuchten’s 

model (Van 
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Oostrom, 

1998) 

Genuchten, 1980) 

to be used in 

mixed-wet media. 

S I̅̅
w = [1 + {αi(Pc − Pmax)}ns]−ms   Pc ≥

Pmax 

(ii) Applicable for 

imbibition, 

drainage, and 

scanning curves 

(Wang and 

Alvarado, 

2016a) 

Pnw − Pw = Pc − τ
∂Sw

∂t
     104 ≤ τ ≤ 107 Low 

salinity 

water-oil 

(i) Mainly developed 

for dynamic 

systems 

τ =
α∅μ

kλ
(

Pe

ρg
)

2

  
(ii) Applicable for 

imbibition and 

drainage 

(Kleppe et 

al., 1997) 

Sg = Sgr
max + [

Sg(Pc − Pc1) − Sgr
max

Sg1 − Sg2
] (Sg

− Sg2) 

Gas-Oil 
(i) Modified for 

Killough model 

Sg1 ≥ Sg ≤ Sg2 

(ii) Applicable for 

imbibition, 

drainage, and 

scanning curves 

Pc = Pc
Dr/Im

− FDr/Im ∗ [Pc
Dr − Pc

Im] 

FDr =

1
Sg1 − Sg + ϵ −

1
ϵ

1
Sg1 − Sgr

max + ϵ
−

1
ϵ

 

Three-Phase Systems 

(Miller et 

al., 1998; 

Parker and 

Lenhard, 

1987a) 

(S̅)i = (1 + (∝i Pc)n)−m        Pc > 0     

(Pc)i = 1                                  Pc ≤ 0      

(S̅)i =
Si − Sr

1 − Sr
 

Aqueous 

phase 

wetting 

(i) Contact angle 

effects should be 

considered 

(S̅)d = (1 + (∝d h∗)n)−m    Pc  > 0 

(S̅)i = 1                                 Pc ≤ 0   

(S̅)d =
Sd − Sr

1 − Sr
 

(ii) Applicable for 

imbibition, 

drainage, and 

scanning curves 

(Lenhard et 

al., 1989; 

Miller et 

al., 1998) 

S̃w(Pc)

=
(S̃I

w(Pc) − S̃I
w(PID

c)) (S̃DI
w − S̃ID

w)

S̃I
w(PDI

c) − S̃I
w(PID

c)

+ S̃ID
w 

Aqueous 

phase 

wetting 

(i) Modified of Van 

Genuchten’s 

model (Van 

Genuchten, 1980) 

to be used in 

simulation 

S̃w = S̅w +
Snwt

1 − Srw
 

(ii) Applicable for 

imbibition, 

drainage, and 

scanning curves 
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3.2.2. Experimental Observations of Hysteresis in Capillary Pressure  

Experimental validation of the existence of hysteresis in capillary pressure has been studied 

previously (Killough, 1976; Morrow, 1970; Szabo, 1974). The most common method to 

test hysteresis in capillary pressure is the bi-stability of an interface in a non-uniform tube 

(Morrow, 1970). This experiment was used to explain the principles of hysteresis in 

capillary pressure in porous media (Crawford and Hoover, 1966; Haines, 1930; Morrow, 

1970). During the intrusion of pore spaces by a fluid, small fluctuations in pressure happen 

because of the instability of interface configurations, which cause hysteresis in the capillary 

pressure (Haines, 1930; Morrow, 1970).   

One of the static methods to investigate hysteresis in capillary pressure is called mercury 

injection (Brown, 1951; Nooruddin et al., 2014; Pickell et al., 1966; Purcell, 1950, 1949; 

Wardlaw and Taylor, 1976). The mercury injection method is relatively simple, fast, and 

low cost compared to other methods. Moreover, it is used to interpret the size and shape of 

the pores and throats in porous media (Dumore and Schols, 1974; Greder et al., 1997; 

Wardlaw and Taylor, 1976). However, mercury injection techniques, at high capillary 

pressure values, may underestimate water saturation compared to oil/brine outcomes 

(Greder et al., 1997). During the hysteresis in capillary pressure using the mercury injection 

technique, several authors showed that the capillary pressure estimations are dependent on 

the structure of porous media but also on rock and fluid interactions, temperature, and 

confinement and pore pressure, which indicates the necessity of measuring hysteresis under 

reservoir conditions (Greder et al., 1997). 
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The other main static method is to restore state technique of Leverett (Leverett, 1941) and 

Bruce et al. (Bruce and Welge, 1947; Rose and Bruce, 1949). This method is more 

representative than mercury injection because it considers reservoir conditions (Greder et 

al., 1997). Moreover, it is suitable for unconsolidated reservoir systems. However, this 

technique is relatively costly, very slow, and cannot be applied to a large number of cores 

(Greder et al., 1997). Both mercury injection and restore state methods give similar 

capillary pressure results if the proper conversion factors are chosen (Brown, 1951). 

A similar technique to the restore state method is the centrifuge technique of Hassler and 

Brunner (1945). One of their assumptions was that as the sample is far away from the 

rotation axis, the saturation region always reaches 100% (Wunderlich, 1985). This 

technique is faster compared to the restore state method because equilibrium is obtained 

more quickly due to the gravity effect (Evans and Geurrero, 1979). Many authors (Cano 

Barrita et al., 2008; Green et al., 2008; Omoregle, 1988) referred to the equilibrium in 

centrifuge technique as hydraulic equilibrium, not thermodynamic equilibrium as 

suggested by Morrow (1970), which cannot be achieved in the laboratory or the reservoir 

(Omoregle, 1988). Although the centrifuge technique is widely used in the oil and gas 

industry to measure capillary pressure (Omoregle, 1988), it is limited to test hysteresis 

phenomena in capillary pressure because of its lack of ability to measure the imbibition 

cycle (Evans and Geurrero, 1979; Hassler and Brunner, 1945) and the equilibrium state in 

the centrifuge environment is not well defined (Wunderlich, 1985). Moreover, the data 

must be smoothed before calculations (Hassler and Brunner, 1945). 

Another popular technique that is used to investigate hysteresis in capillary pressure is the 
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porous–plate method, which was originally proposed by Omoregle (1988) and later 

developed by McCullough et al. (1944) and others (Bruce and Welge, 1947; Rose and 

Bruce, 1949; Thornton and Marshall, 1947). This technique uses a highly hydrophilic 

capillary diaphragm placed at the bottom of the sample and can restore conditions close to 

reservoir conditions (Longeron et al., 1989b). The porous plate is a technique considered 

to be the most direct and accurate method to test hysteresis in capillary pressure (Cano 

Barrita et al., 2008; Green et al., 2008). The equilibrium can be controlled not only by the 

rock properties but also by the porous plate's properties and the contact between the plate 

and the sample (Omoregle, 1988). This method also can be applied to unconsolidated 

samples (Greder et al., 1997). Although it is direct and accurate, many authors reported 

that it is time-consuming, which usually takes weeks or months to reach the equilibrium 

state for each capillary pressure point (Cano Barrita et al., 2008; Green et al., 2008). 

Moreover, this technique is costly, cannot be applied to a large set of samples, and gives 

large errors for capillary pressure hysteresis values beyond 10 bars (Greder et al., 1997). 

The dynamic capillary pressure measurement technique is one method that can be used to 

investigate hysteresis in capillary pressure. Brown (1951) first proposed this technique  by 

using the measurements  taken by the Hassler and Brunner technique (Hassler and Brunner, 

1945). In this method, two fluids are allowed to flow through the sample simultaneously, 

and once the equilibrium state is reached, both liquids continue to flow, but their saturation 

does not change (Brown, 1951). The apparatus of this technique consists of two end plates; 

one of them is a disc diaphragm, which controls the pressure in the oil phase, and the other 

is a ring diaphragm, which allows the oil to flow through (Hassler and Brunner, 1945).     
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An experimental method that can measure the hysteresis in capillary pressure was 

introduced by Kleppe et al. (1997). The main idea of this method is the scaling of the data 

that is obtained from the drainage and imbibition of capillary pressure to saturation ranges, 

which make it suitable for usage in simulation models. This method gives accurate 

measurements that can be used to construct the hysteresis curves for the capillary pressure. 

This method gave a better explanation for computing hysteresis; by using scaled data, 

compared to that proposed in simulations by Killough (1976). However, the Killough 

method assumes that the drainage and imbibition curves meet at the residual saturation, 

which is not always the case (Tan, 1990). 

 More recently, some advanced experimental techniques have been developed  to measure 

capillary pressure, for example,  X-Ray CT (Dernaika et al., 2011b; Wang and Alvarado, 

2016b), Nuclear Magnetic Resonance (NMR) (Green et al., 2008), Magnetic-Resonance-

Imaging (MRI) (Cano Barrita et al., 2008), Capillary Pressure and Resistivity Index by 

Continuous Injection (CPRICI) (Kokkedee and Boutkan, 1995; Masalmeh, 2001), and a 

Capillary pressure Probe (Wunnik; et al., 1999). These advanced methods can overcome 

some of the limitations of conventional techniques; for example, the use of MRI can lower 

the time requirement (Cano Barrita et al., 2008; Green et al., 2008). Also, the methods can 

give a better explanation of hysteresis phenomena in capillary pressure. In addition, these 

recent techniques are designed to take measurements under reservoir conditions (Kokkedee 

and Boutkan, 1995).  

To compare these techniques and their effectiveness in investigating the hysteresis 

phenomenon, several authors conducted experimental studies. The literature shows that 
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restore state and mercury injection methods gave nearly identical curves when plotted 

within an appropriate scale (Brown, 1951; Purcell, 1950, 1949). Another comparison 

between static methods and the dynamic method showed that the results were almost 

similar, which indicates that the static techniques are valid in dynamic systems (Brown, 

1951). Good agreement was also found between the centrifuge technique and the porous–

plate method in low water saturation (Greder et al., 1997; Melrose, 1990; Sabatier, 1994). 

One study was conducted to compare mercury injection and porous–plate techniques; 

again, a match was found but not for all tested samples (Sabatier, 1994). 

On the other hand, under reservoir conditions, mercury injection and the porous–plate 

method did not give a good match when different fluid pairs were used (Bouvier and 

Maquignon, 1991; Longeron et al., 1989a). This difference was due to two reasons: the 

first was due to effective stress, and the second was due to a lack of equilibrium in the test 

(Greder et al., 1997; Swanson, 1985). Another study pointed out that the mercury injection 

technique gave low values when fluid pairs were used, such as oil – brine and gas – brine 

(Hamon, G., & Pellerin, 1997; Sabatier, 1994). 

Most studies that investigate the hysteresis in capillary pressure were conducted for the 

two-phase system either with oil – brine, gas – brine, or oil – gas; only a few recent studies 

were done on a three-phase system of water – gas – oil (Habte et al., 2015; Kantzas et al., 

1998). There is an opportunity for researchers and investigators to explore further.       
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3.3. Hysteresis in Permeability and Porosity 

In Petroleum and Geomechanics Engineering, understanding the hysteresis phenomenon 

on porosity and absolute permeability is required for hydrocarbon production in a reservoir. 

Hysteresis has a significant role in porous media and depends on several physical and 

mechanical properties. 

3.3.1. Modelling of Hysteresis in Porosity  

There are two primary types of equations that can be used to describe the relationship 

between confining pressure and porosity: 1) exponential (Hoholick et al., 1984), and 2) 

power-law (David et al., 1994). For the exponential relationship, the following equation 

can be used for shale, sandstone and carbonate formation (Dong et al., 2010): 

ϕ = ϕo exp(−β(Pe − Po)) (3.17) 

 

where  𝜙 is the porosity under the effective confining pressure, 𝜙𝑜 is porosity under 

atmospheric pressure, 𝛽 is a material constant.  

For the power law: 

ϕ = ϕo (
Pe

Po
)

−q

 
(3.18) 

 

where q = a material constant. 

Dong et al. (2010) used these two equations to investigate the hysteresis phenomenon 

mathematically, using experimental data, under the influence of: i) a deformation 

mechanism, ii) stress range and maximum overburden, iii) sample anisotropy and sample 
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length and iv) using gas as a fluid on the stress dependency of permeability. Their work 

indicated that power-law and exponential methods described the relationship between 

hysteresis and confining pressure almost identically for all tested formations (sandstone 

and shale). In addition, after applying Klinkenberg correction, the exponential hysteresis 

of porosity for sandstone was close to theoretical values, while much higher in shale. Few 

recommendations were suggested in this study to improve the work quality, such as using 

an explicit form of the power-law model that must be incorporated to give more accurate 

results when specific storage is included.      

Another recent study carried by Civan (2017) used the expression of effective stress, which 

is the difference between the confining pressure and pore fluid, to build up the 

mathematical model.  

σeff = Pc − XPe  (3.19) 

 

where X is the Biot coefficient (Biot, 1941). 

Civan showed that one relationship for porosity and effective stress for shale formations 

could not be used for the whole range of effective stress data. The reason was slope 

discontinuities were observed in both cases, loading and uploading. Moreover, the study 

referred to reasons for hysteresis due to the many variables, such as elastic and plastic 

deformation shearing, grain fracture and material ageing. Furthermore, in this study, a 

mathematical model was proposed for the whole range of effective stress data. This can be 

shown as: 
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ϕ = ϕ∞ + (ϕ0 − ϕ∞) (
σeff − σcr

σeff,0 − σcr
)

A2(c0−c∞)

 
(3.20) 

 

where 𝜙 = total porosity, 𝜎𝑒𝑓𝑓 = effective stress, 𝜎𝑒𝑓𝑓,0= initial effective stress, 𝜎𝑐𝑟  = critical 

effective stress, 𝑐0 and 𝑐∞ = represent the coefficients of compressibility at zero and infinite 

effective stresses. 

The outcome of this study agreed with Dong et al. (2010), which correlated the whole range 

of effective stress data with one equation that would lead to incorrect results and 

predictions. Instead, the data must be correlated separately before and after the critical 

effective shear stress. The reason for is the relative contribution of fracture changes by 

transition across the effective critical stress. 

3.3.2. Modelling of Hysteresis in Permeability  

Material properties, such as permeability, can be altered by effective stress in the 

mathematical expression of Warpinski and Teufel (1992), 

X = F(σ−∝ p) (3.21) 

 

where X = property or process of the material such as permeability, porosity, or 

deformation, and F = generalized function. 

Equation 3.21 is a general function that describes the relationship between any property of 

the material (e.g., permeability) and the effects of stress. Numerous studies used this 

formula to investigate what kind of expression correlates the relationship. For example, 

Jones and Owens (1980) presented the relationship between permeability and effective 

stress as 



-58- 
 

(
k

ko
)

1/3

= log (σ−∝ p) 
(3.22) 

where k and k0 are permeabilities at a given net stress and a minimum applied net stress, 

respectively. 

Similarly, Teklu et al. (2016b) found the same relationship, a cubic root of permeability of 

tight formation with the net stress, from experimental work. In the conclusion of the Teklu 

et al. (2016b) study, a mathematical model was proposed for representing the hysteresis 

phenomenon in permeability,  

k =
μ(pavg)cg(pavg)Vl

A
 

∆ ln (
pupstream−

2 pinitial
2

pupstream−
2 p2(l, t)

)

∆t
 

(3.23) 

 

where k, l and A are permeability, core length and cross-section area, respectively. Also, 

V is downstream volume, and 𝜇 and c are gas viscosity and compressibility at an average 

pore pressure p and over a time interval ∆𝑡. 

The three studies of Teklu et al. (2016b) used the same correlation for permeability to 

investigate the hysteresis. As results of these studies, it was reported that: i) the hysteresis 

of permeability in fractured cores was more noticeable than in the matrix, ii) the hysteresis 

during the second and third cycles of effective stress was undistinguished; therefore, it was 

negligible, while it was observed in the fracture cores during the second and third cycle. 

The reason was the increase of the effective permeability in the fracture cores in which the 

loading and unloading opened new paths and connected the fractures.  
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Similar to Equation (3.17), an exponential equation was suggested by David et al. (1994) 

to correlate the net stress and the permeability, 

k = ko exp(−γ(Pe − Po)) (3.24) 

 

where γ is the material constant (γ = 9.81 - 18.1x103 MPa-1). 

On the other hand, Shi and Wang (1986) suggested a power-law relationship instead of 

exponential, 

k = ko [
Pe

Po
]

−p

 
(3.25) 

where p is an experimentally determined constant.  

A comparison between these two relationships, power-law and exponential, was reported 

in the study of Dong et al. (2010). In general, the hysteresis behaviour was more observable 

when using power-law than the exponential relationship in most of the tested rocks. The 

exponential formula underestimated the permeabilities when the effective pressure was low 

or high.  

In the study of Civan (2017), a new mathematical formula was proposed. The 

compressibility of the matrix, solid and fracture was incorporated in this model. The final 

form of this model is presented in Equation (3.26) below, 

 k = k∞ + (k0 − k∞) (
σeff − σcr

σeff,0 − σcr
)

A2(c0−c∞)

 
(3.26) 

The same conclusion as the porosity was also highlighted in the permeability (Dong et al., 

2010) to represent the whole data set. Instead, the proposed model in Equation (3.26) can 
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represent the data without giving a discontinuity in the plots. Equation (3.26) was modelled 

based on analyzing and correlating the experimental data of Dong et al. (2010) and Heller 

et al. (2014).   

3.3.3. Experimental Observations of Hysteresis in Permeability and 

Porosity  

Teklu et al. (2016b) investigated the permeability and porosity hysteresis in a low 

permeability formation (see Figure 3.3). They found that both permeability and porosity 

were inversely proportional to net stress. In their study, nano, micro, and milliDarcy core 

samples were used to measure the porosity and permeability hysteresis with net stress. 

Permeability was measured in broken cores using the Gas Research Institute (GRI) method 

(see  Cui et al., 2009; Institute, 1998; Luffel et al., 1993; Luffel and Guidry, 1992; Profice 

et al., 2011; Tinni et al., 2012)). Teklu et al. (2016b) used a GRI method to measure 

porosity. Permeability values ranged from 0.000037mD to 3.029mD. The porosity ranged 

from 4.8% to 18.13%, the net stress was between 500 to 1000 psi, and the temperature 

effect on permeability showed a direct relationship that when permeability increases, 

temperature increases as well. This behaviour between permeability and temperature is 

different than what has been reported by Sinha et al. (2013). Teklu et al. (2016b) 

demonstrated the phenomenon of hysteresis in permeability and porosity in loading and 

unloading for net stress. Generally, the outcomes followed many past studies that reported 

the empirical models of permeability and net stress. 
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Figure 3. 3. Porosity and Permeability – Net Stress Hysteresis for Low Permeability 

Formation (Teklu et al., 2016b). 

Another study by Teklu et al. (2016c) investigated the hysteresis behaviour on cyclic (three 

times) permeability-porosity and net stress for carbonate rocks from Middle East 

reservoirs. During the cyclic permeability and porosity versus net stress, some unusual 

behaviour of carbonate samples was observed. One of the samples showed a fluctuation in 

its trend in cyclic permeability values compared to the general observation. The reason for 

this behaviour is microcracks. These were noticed during the experiment as it was closed 

at some stress conditions and opened at other stress conditions. This observation indicated 

that cyclic injection could improve the techniques of hydraulic fractures in tight reservoirs. 

Although there is some conflict in a few samples, the general trend for carbonate samples 

is the same for shale samples in the first study (Teklu et al., 2016b). It was concluded that 

both permeability and porosity increase with a decrease of net stress, and hysteresis values 
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in the first cycle were followed by the second were considered while in the third cycle, it 

was neglected. Also, it was concluded that cyclic hysteresis could be used mostly in low 

formation reservoirs.  

Another study by Teklu et al. (2016a) highlighted the cyclic matrix permeability hysteresis 

during stress loading and unloading on tight reservoirs. Many studies focused on the 

hysteresis phenomenon during loading and unloading stress versus cyclic fracture and 

matrix permeability for different formations, such as Nelson and Handin (1977), Kranzz et 

al. (1979), Witherspoon et al. (1980), Bernabe (1987), Morita et al. (1992), and Selvadurai 

(2015). However, this study observed that matrix and fracture permeability hysteresis have 

different behaviour during loading and unloading of the net stress. When the matrix 

permeability increases with a decrease in net stress, the fracture permeability can 

sometimes decrease with a decrease in net stress (Nelson and Handin, 1977). Both pore 

pressure and confining stress effects on permeability were investigated in this study for a 

tight reservoir at 2500 F. Samples that were used in this study have a 1-inch diameter, 2-

inch length, 0.0419 to 0.0963 matrix porosity, 0.0846 to 0.103 fracture porosity, 71.7 to 

314 nano-Darcy matrix permeability, and 0.257 to 398 mDarcy fracture permeability. The 

Nitrogen pressure in this study varied from 500psi to 5000psi. It was found that fracturing 

during hysteresis can improve the permeability from nanoDarcy to millieDarcy levels, 

especially at a high stress of 5000psi. At this pressure, porosity is negligible. Also, matrix 

permeabilities were found to be less stress dependent than fracture permeabilities.   

Figure 3.4 shows a diagram of a Formation Response Tester (FRT), which was used by 

Teklu et al. (2016a-c). This device is designed to measure the permeability change of the 
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samples during the flooding of different fluids. It can handle three paths forward, 

backward, and across the face direction up to a 1770 C temperature. Teklu et al. (2016a-c) 

used this device as a steady-state method for determining the permeability.   

 

Figure 3. 4. Diagram of the Formation Response Tester (FRT) (Chandlereng, 2017) 

Maiti et al. (2008) distinguished the role of hysteresis of particle porosity in trickle-bed 

reactors (TBRs) by selecting particles of different pore density materials. This type of 

reactor is mostly used in the oil refinery and petrochemical industry (Larachi et al., 1998; 

Maiti and Nigam, 2007; Nigam; et al., 2011). Although this study did not focus on porous 

media but rather TBRs, it showed how the hysteresis behaviour is important in particle 

porosity. From the same material, particles of three different pore densities (nonporous, 

semi-porous, porous) were used to investigate the hysteresis phenomenon. All three types 
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of particles were used under dry and wet-bed conditions to determine the pressure drop 

hysteresis. From their study, the pores played a significant role in hysteresis of TBRs.  

In the dry-bed case, open loop hysteresis was observed during the first cycle of operation, 

and hysteresis increases with an increase of pore density for the particles. On the other 

hand, in the wet-bed case, open loop hysteresis is hardly noticeable, but the behavior of 

hysteresis with a pore density of the particles is the same as the dry-bed case. Comparing 

the three types of particles, porous particles showed the highest amount of hysteresis in the 

wet-bed procedure.   

Other past studies investigated the hysteresis behaviour for porosity and permeability in 

non-porous media. Bendix et al. (2016) investigated the hysteresis due to the change of 

porosity of Silicone binder-based zeolite coatings for temperature and mechanical stability. 

Another study by Potter et al. (2008) examined the magnetic and hysteresis measurements 

and their effects on several petrophysical properties. Other related studies can be found in 

past studies of Ivakhnenko and Potter (2008, 2004) and Potter (2007). 

3.4. Hysteresis in Relative Permeability  

Among the rock properties, relative permeability was most widely investigated 

experimentally for hysteresis. Relative permeability is a key parameter in two-phase flow 

in porous media (Kadet and Galechyan, 2014; Wang and Alvarado, 2016a). Figure 3.5 

depicts an example of relative permeability hysteresis. 

3.4.1. Modelling of Hysteresis in Relative Permeability 

The mathematical hysteresis models of relative permeability have been developed to 
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investigate complex recovery scenarios and production plans, especially in reservoir 

simulators (Killough, 1976). 

 

Figure 3. 5. Relative Permeability – Saturation Hysteresis (Kadet and Galechyan, 

2014) 

Furthermore, experiments have some limitations, such as time-consuming, cost, limitation 

in one system (water-wet or oil-wet) and machine errors. Therefore, there is a need for a 

mathematical model that is accurate and applicable to more than one system. To that extent, 

several studies attempted to develop a mathematical model that is complete, consistent and 

accurate to describe the hysteresis phenomenon in relative permeability.     

Generally, mathematical models for hysteresis have a long history since 1935 when 

Preisach (1935) developed the first model that described the hysteresis phenomena but not 

related to relative permeability; it was in the area of magnetic fields. The most widely used 

mathematical model for hysteresis in relative permeability was developed empirically by 
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Land (1968) and modified by Killough (1976), which can reproduce the hysteresis curves 

by remembering the history of saturation. The main assumption of this model was that 

relative permeability must lie initially on one of the bounding imbibition or drainage 

curves. Accordingly, the model was developed for two main cases: drainage to an 

imbibition scanning loop and imbibition to a drainage scanning loop; as well as scanning 

curves at the turnaround saturation, where the hysteresis's saturation is unknown. This 

model can be described using the following equations: 

KrN
Im(SN) = KrN

Dr(SN
Hyst

). [
KrN

Exp
(SN

Norm) − KrN
Exp

(SNr
Max)

KrN
Exp

(SN
Max) − KrN

Exp
(SNr

Max)
] 

(3.27) 

 

where    

SNr =
SN

Hyst

1 + C ∗ SN
Hyst

 
(3.28) 

 

C =
1

SNr
Max −

1

SN
Max 

(3.29) 

 

Here SN
Max = Maximum trapped saturation; SN     = Trapped nonwetting saturation; KrN

Im  = 

Imbibition nonwetting-phase relative permeability; KrN
Dr  = Drainage nonwetting-phase 

relative permeability; KrN
Exp

 = Experimental nonwetting-phase relative permeability; and = 

Normalized nonwetting-phase saturation. 

This series of equations showed that the hysteresis phenomena could be explained in terms 

of a mathematical formula, which will lead to better understanding. By using this model in 

reservoir simulation, it appears to save time and use only limited storage compared to other 
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simulators (Killough, 1976; Kossack, 2000). Although this model is more effective and 

accurate compared to others, still it cannot be used without experiments to find parameters 

such as 𝐾𝑟𝑁
𝐸𝑥𝑝

. 

Pore size distribution is also considered one of the most important factors that affect 

relative permeability, the same as saturation (Burdine, 1953). Burdine used the pore size 

distribution data to measure relative permeability by using a mathematical formula driven 

by fluid flow law in porous media. Lenhard and Oostrom (1998) used Burdine’s 

mathematical formula and Brooks-Corey main drainage capillary pressure function 

(Delshad et al., 2003) to develop a mathematical model that can predict the hysteresis 

phenomenon of relative permeability as follows, 

For S̅w ≤ M̅ow 

Krw = S̅w
(2+3λ)/λ

 (3.30) 

 

Kro = (1 − S̅w)2. [1 − S̅w

2+3λ
λ ] 

(3.31) 

 

For S̅w ≥ M̅ow 

Krw = Sw
2 [1 + M̅ow

2+λ
λ − Ω

2+λ
λ ] 

(3.32) 

        

Kro = (1 − S̅w)2. [Ω
2+λ

λ − M̅ow

2+λ
λ ] 

(3.33) 

 

where Ω = M̅ow + S̅o  
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S̅o =
So − Sor

1 − Siw − Sor
 

(3.34) 

 

Also 𝜆 = Pore-size distribution index. 

The model was tested against experimental data for mixed-wet rocks from past literature 

and showed acceptable agreement. Another good feature of this model is the consideration 

of pore size distribution in the mathematical calculations for hysteresis. A series of studies 

were conducted in the same area of this study for drainage-imbibition and imbibition-

drainage reversals that can be found, for example, in past literature (Delshad et al., 2003; 

Lenhard, 1992; Lenhard et al., 1989; Parker and Lenhard, 1987a, 1987b). 

Table 3.2 presents the most widely used models that describe the hysteresis phenomenon 

in two and three flow systems. Fundamentally, these models characterize the role that each 

factor plays in determining the hysteresis behaviour (Dullien, 1992; Miller et al., 1998).  

Table 3. 2. Hysteresis Models for Relative Permeability Hysteresis 

Reference Mathematical Formula System Analysis 

(Miller et 

al., 1998) Krw = (
S − Sr

1 − Sr
)

2 ∫
ds
Pc

2
s

0

∫
ds
Pc

2
1

0

 

Krnw = (1 −
S − Sr

Sc − Sr
)

2 ∫
ds
Pc

2
s

0

∫
ds
Pc

2
1

0

 

Air-

Water 

(iii) Applicable for 

isotropic and 

anisotropic media 

(iv) For main 

Drainage curve 

(Lenhard 

and 

Oostrom, 

1998) 

Krw = S̅w

1
2 {1 − [1 − S̅w

1
m]

m

}

2

 

Mixed-

wet 

(iii) Modified from 

Van Genuchten’s 

model (Van 

Genuchten, 1980) to 

be used in mixed-wet 

media. 

(iv) Applicable for 

imbibition, drainage, 
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Krw = (S̅t − S̅w)
1
2 {1

− [1 − S̅w

1
m]

m

− [1 − S̅t

1
m]

m

}

2

 

and scanning curves 

(Wang and 

Alvarado, 

2016a) 

Krw

= Krwiro (
Sw − Swcrit

1 − Swcrit − Soirw
)

Nw

 

Krow

= Krocw (
1 − Sw − Sorw

1 − Swcon − Sorw
)

Nw

 

Low 

salinity 

water-oil 

(iii) Mainly 

developed for 

Dynamic systems 

(iv) Applicable for 

imbibition and 

drainage 

(Corey, 

1954) 

Krw = S̅w
4  

Krnw = (1 − S̅w)2(1 − S̅w
2 ) 

Aqueous 

phase 

wetting 

(iii) Contact angel 

effects should be 

considered 

(iv) Applicable for 

imbibition, drainage, 

and scanning curves 

(Lenhard 

et al., 

1989) 

Krw = S̅w
l+1+2/λ

 

 

Krnw = (1 − S̅w)l(1 − S̅w
1+2/λ

) 

Aqueous 

phase 

wetting 

(iii) Modified of Van 

Genuchten’s model 

(Van Genuchten, 1980) 

to be used in 

simulation 

(iv) Applicable for 

imbibition, drainage, 

and scanning curves 
 

3.4.2. Experimental Observations of Hysteresis in Relative Permeability 

Colonna et al. (1972) conducted an experimental study on the effects of alternate 

displacement of water and gas on the hydrocarbon behaviour of rocks. The evolution of 

the gas relative permeability and capillary pressure has been measured simultaneously for 

sandstone samples. The hysteresis for both was observed versus saturation. A theoretical 

model that can predict the hysteresis of underground gas storage facilities was presented.   



-70- 
 

Two types of relative permeability hysteresis – flooding phase-dependent and cycle-

dependent – were reported by Bouchard and Hawkins (1992). The magnitude of this 

hysteresis depends on three main factors: fluid type, the structure of the pore, and 

wettability. Using water as a flooding fluid gives different results than oil flooding, called 

flooding phase-dependent hysteresis. Using the same phase, which refers to cycle-

dependent hysteresis, yields different results for sequential floods. Their study focused on 

using oil and brine as a fluid flooding system. With oil and water flooding, different values 

in water relative permeability have been noticed during the experimental results for oil-wet 

rock, which is consistent with past literature (Amaefule and Handy, 1982; Batycky et al., 

1981; Braun and Blackwell, 1981; Chierici, 1984; Jr. et al., 1985; Torabzadeh and Handy, 

1984; Van Spronsen, 1982). Torabzadeh and Handy (1984) obtained the same results as 

Bouchard and Hawkins (1992) for cycle-dependent hysteresis for oil flooding cases. 

Evrenos (1969) showed the results for both oil and water flooding in both steady and 

unsteady conditions. Bouchard and Hawkins (1992) highlighted the importance of the 

second cycle relative permeability hysteresis of oil flooding in simulating Enhanced Oil 

Recovery (EOR).  

Braun and Holland (1995) measured the relative permeability for water-wet samples. The 

oil phase and the water phase were used in this study. Results showed the difference 

between the imbibition and drainage in the water phase is less observed compared to the 

oil phase case. Two types of rocks were used in this study: outcrops and reservoir samples. 

For outcrops, the results showed little hysteresis in water relative permeability compared 

to oil relative permeability, which showed a considerably different trend for imbibition and 
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drainage curves by almost 5% PV separation. For reservoir samples, the separation space 

between drainage and imbibition curves for oil relative permeability was 15% PV. For the 

water relative permeability, hysteresis was noticed only for low water saturation. The 

outcomes of the study can be summarized as the main cause of oil relative permeability 

hysteresis is a more noticeable process than water relative permeability due to the wide 

range of contact angles in mixed wet conditions rather than in water-wet rock. The second 

outcome, using the experimental procedure by Braun and Holland (1995) provides 

scanning curves and can be used in fluid flow modelling.  

Obtaining the relative permeability curves is a challenging and time-consuming process 

(Wang and Alvarado, 2016a). Overall, the two main methods used to determine the relative 

permeability curves are for steady and unsteady state conditions. The unsteady state is more 

accurate but time-consuming compared to the steady-state method. The study confirmed 

that high-quality capillary pressure data at the reservoir condition enhanced the accuracy 

of relative permeability drainage and imbibition curves obtained from unsteady state 

experiments. Using steady and unsteady state experiments at reservoir conditions gave an 

accurate estimation for the relative permeability hysteresis.  

A summary of a list of articles from past literature that focused on relative permeability 

hysteresis is shown in Table 3.3. Types of fluids used in a study, as well as whether that 

study dealt with simulation and modelling along with the experimental study are main 

points in Table 3.3 for comparisons between published articles. 
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Table 3. 3. Overview of past publications on relative permeability hysteresis  

Authors Rock Type Flooding 

Phase 

Critical Analysis 

(Evrenos, 1969) Consolidated ceramic 

tiles and unconsolidated 

ground glass 

Gas-Oil  Mathematical models 

of hysteresis  

(Colonna et al., 1972) Unconsolidated of glass 

beads 

Gas Compared the 

experimental results 

with qualitative trends  

(Carlson, 1981) NA Water Algorithm proposed for 

determining hysteresis   

. (Batycky et al., 1981) Berea Sandstone Oil-Water -Unsteady state 

displacement method. 

-Measuring relative 

permeability without 

consideration for 

capillary pressure will 

lead to a major error 
(Jr. et al., 1985) Berea Sandstone  Oil-Water -Oil relative 

permeability is a 

function of IFT and 

viscosity 

-Water relative 

permeability is a 

function of capillary 

number  
(Denoyelle and 

Lemonnier, 1987) 

Sandstone Gas-Water -Numerical model was 

used in this study 

-Gas relative 

permeability hysteresis 

has more influence in 

producing oil than 

water 
(Bouchard and 

Hawkins, 1992) 
Berea Sandstone  Oil-Brine  -Cycle-dependent and 

flooding phase-

dependent relative 

permeability hysteresis 

was observed 
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-The centrifuge method 

has been used to 

measure relative 

permeability curves 
(Braun and Holland, 

1995) 

Outcrop of Berea 

Sandstone 

Water-Oil -Hysteresis in oil 

relative permeability is 

weaker than hysteresis 

of water relative 

permeability 

-Applications of 

relative permeability 

hysteresis in EOR  
(Dixit et al., 1997) Sand packs Crude oil-

Brine-rock  

-Water wet sample used 

in this study 

-3-D model was 

proposed to determine 

relative hysteresis  
(Christensen et al., 

1998) 

Heterogeneous 

sandstone  

Water-

Alteration-Gas 

(WAG) 

-Data from field used in 

simulation to 

investigate the 

hysteresis 

-Model was compared 

to the standard two-

phase Killough and 

Carson hysteresis 

model (Killough, 1976) 
(Masalmeh, 2001) Both Carbonate and 

Sandstone 

water -Conceptual hysteresis 

model was presented in 

this study 

-For oil-wet samples, 

oil relative permeability 

hysteresis is clearly 

noticeable 
(Spiteri et al., 2005) Berea Sandstone Gas-Water -New model for relative 

permeability was 

proposed 

-Model tested for 

relative permeability 

hysteresis in the context 

of CO2 sequestration in 

saline aquifers 
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(Zhang et al., 2010) NA Gas-Water -Implicit pressure and 

explicit saturation 

(IMPES) approach used 

in this study to 

determine the hysteresis 

-Under transient 

condition, the hysteresis 

was tested  
(Akbarabadi and Piri, 

2013) 

Sandstone  CO2-brain Trapped CO2 saturation 

(Sco2r) to initial 

saturation of CO2 was 

very significant 
(Parvazdavani et al., 

2014) 

Sandstone Oil-water  -Nano silica particles 

were used in this study 

-Hysteresis decrease as 

the dispersed nano-

silica particles used 
(Wang and Alvarado, 

2016a) 

Sandstone Crude oil and 

synthetic brine 

-High salinity and low 

salinity brine were used 

in this study 

-Complexity and time 

consumption are the 

main factors when 

measuring relative 

permeability hysteresis  

3.5. Hysteresis in Wettability    

The wettability of rocks is a crucial property in many aspects, such as controlling the 

location, flow, and distribution of fluids in the reservoir  (Anderson, 1986a). Moreover, 

studies have shown the effect of wettability in the electrical properties of porous media 

(Anderson, 1986b; Elhaj et al., 2018a), capillary pressure (Anderson, 1987a), waterflood 

behaviour (Anderson, 1987b), relative permeability (Anderson, 1987c; Elhaj et al., 2018b), 

dispersion (Wang, 1988), simulated tertiary recovery (Anderson, 1986a), irreducible water 

saturation (Anderson, 1987c), and residual oil saturation (Anderson, 1987a; Hirasakl, 

1991). As it is known, wettability can be measured by the contact angle (Yuan and Lee, 
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2013; Zisman, 1964), which can indicate the wetting phase's angle to the solid. As the 

contact angle is a characteristic of the rock wettability, and it is considered only an 

indication of rock wettability, this means a contact angle with much less than ( 90°) 

indicates high wettability. In contrast, the contact angle with a much larger angle than ( 90°) 

indicates low wettability. 

There are two types of contact angles: (i) static or (ii) dynamic, based on the movement or 

the stationary location of the fluid and solid while the measurement takes place (Johnson 

Jr et al., 1977). Most studies refer to wettability by the degree of contact angles (Bartell 

and Cardwell, 1942; Cassie and Baxter, 1944; Michaels and Lummis, 1959). In this thesis, 

term “contact angle” shall refer to wettability. 

The hysteresis of wettability has a long history in the oil and gas industry (Benner et al., 

1942; Haines, 1930; Melrose, 1965). It was found in a previous study that the hysteresis 

that occurred with a contact angle was akin to similar hysteresis that existed in petroleum 

engineering, such as capillary pressure hysteresis and relative permeability hysteresis  

(Johnson et al., 1977). Therefore, when the interface of oil-water, for an instant, gave two 

angles for a reservoir rock, at advancing and receding points of the water, this phenomenon 

of exciting two angles for one system is well known as hysteresis of contact angle (Benner 

et al., 1942). Other authors refer to the hysteresis term in wettability to the difference 

between these two angles (advancing and receding) (Extrand, 2004, 2003, 2002; Gao and 

McCarthy, 2006).  



-76- 
 

Three cases can happen for a reservoir rock (Benner et al., 1942), shown graphically in 

Figure 3.6 below. In the first case, the two different angles were less than 90°; the reservoir 

rock would be water-wet, and there would be a continuous movement of water forcing the 

oil out of the rock. In the second case, the two different angles were higher than 90°; the 

reservoir rock would be oil-wet, and there would be a continuous movement of oil, forcing 

the water out of the rock. In the third case, the two different angles were on opposite sides 

(one was less than 90°, and the other was greater than 90°), there would be no liquid 

movement in either direction. 

 
Figure 3. 6. Schematic of Three Scenarios of Hysteresis Phenomenon in Wettability  

Despite the extensive studies that focused on investigating contact angle hysteresis, the 

fundamental reasons for this phenomenon are not entirely understood (Extrand and 

Kumagai, 1997). It is often referred to as surface heterogeneity (Good, 1952; Pease, 1945; 



-77- 
 

Ruch and Bartell, 1960), roughness (Eick et al., 1975; Huh and Mason, 1977; Shuttleworth 

and Bailey, 1948), overturning of molecular segments at the surface (Hansen and Miotto, 

1957; Langmuir, 1938), adsorption and desorption (Vergelati et al., 1994), inter-diffusion 

(Good and Kotsidas, 1979; Timmons and Zisman, 1966), and or surface deformation 

(Bikerman, 1950; Lester, 1961). In the next two sections, essential experimental and 

theoretical techniques will be highlighted and discussed.    

3.5.1. Modelling of Hysteresis in Wettability 

As discussed in previous sections, hysteresis can be referred to as the difference between 

advancing 𝜽𝒂 and receding 𝜽𝒓 angles, which can be mathematically formulated as 𝜽𝒉𝒚𝒔: 

𝜃ℎ𝑦𝑠 = 𝜃𝑎 − 𝜃𝑟 (3.35) 

 

Past literature on contact angle hysteresis has highlighted several mathematical models. As 

Extrand (2003) reported that the first model was developed (Cassie, 1948; Cassie and 

Baxter, 1944) and applied to heterogeneous surfaces. It can estimate the values of 

advancing and receding angles as: 

cos 𝜃𝑖 = 𝛼1 cos 𝜃𝑖,1 + 𝛼2 cos 𝜃𝑖,2 (3.36) 

where i refers to either advancing or receding, 1 and 2 for material type, and 𝛼1, and 𝛼2  

are the fractional areas of material 1 and material 2: 

𝛼1 + 𝛼2 = 1 (3.37) 

The model developed by Cassie is relatively simple and straightforward, and the primary 

assumption of this model is that the fluid will change the model surfaces. But this model 
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and other models that originated from it failed to predict contact angle correctly (Brockway 

and Jones., 1964; Dettre and Johnson Jr, 1965; Gaines, 1960). All of these models assumed 

that the apparent contact angle is controlled by the interfacial contact area between liquid 

and solid. Several studies have suggested that contact angles can be estimated by the 

interactions that occur at the contact line (Extrand, 2003, 2002).  

More advanced models have been developed (Good, 1952; Johnson Jr and Dettre, 1964; 

Marmur, 1994; Neumann and Good, 1972; Öpik, 2000). Most of these models employed 

geometry as a function; moreover, the surface roughness was also included. The effect of 

surface roughness and chemical non-uniformities on the wettability hysteresis were 

investigated mathematically. In these mathematical models, the geometries were assumed 

to be regular, such as the form of parallel stripes (Öpik, 2000). A previously published 

study that dealt with this assumption can be found in Marmur (1994). The reader may also 

refer to the study by de Genes for more details (De Gennes, 1985). 

An interesting study conducted by Brandon et al. (1997) modelled and simulated hysteresis 

phenomena of three-dimensional sessile drops in equilibrium with a chemically 

heterogeneous smooth solid surface in which the energy is spatially periodic. The main 

assumptions of this model are: (i) the fluid and liquid are mutually immiscible, (ii) the 

gravity effect is neglected, and (iii) contact angle is assumed to vary along the surface. To 

achieve stability, the dimensionless free energy of the system is given by: 

𝐺 = 𝑆𝐼𝐹 − [∬ cos 𝜃𝑖 (𝑥, 𝑦)𝑑𝑥𝑑𝑦]
𝑆𝑆𝐼

 
(3.38) 
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where G is free energy, x and y spatial coordinates, 𝑆 interfacial area, and cos 𝜃𝑖 (𝑥, 𝑦) can 

be defined by Young’s equation: 

cos 𝜃𝑖 (𝑥, 𝑦) =
𝜎𝑠𝑓(𝑥, 𝑦) − 𝜎𝑠𝑙(𝑥, 𝑦)

𝜎𝑙𝑓
 

(3.39) 

Here 𝜎𝑠𝑓(𝑥, 𝑦) and 𝜎𝑠𝑙(𝑥, 𝑦) are solid-liquid and solid-fluid interfacial tension, 

respectively. As a conclusion for this result, the hysteresis was found to have existed in 

both the average contact angle (as a function of volume) and liquid-fluid interfacial 

curvature. Another conclusion of this study was a good agreement in calculating the drop 

shapes in three-dimensional space with the Young and Young-Laplace equations. 

Although this study showed good results as well as a better understanding in three-

dimensions, it had limitations, such as the software that was used failed to include a large 

size of a bubble, similar to the study that dealt with a two-dimensional sessile drop 

(Brandon and Marmur, 1996). Several studies also considered the surface free energy of 

wetting as a function in the mathematical models (Cheng et al., 2016; Extrand, 2004, 2003, 

2002, 1998; Extrand and Kumagai, 1997). 

3.5.2. Experimental Observations of Hysteresis in Wettability 

Many experimental techniques and methods were developed during the past few decades 

to investigate and measure the hysteresis phenomenon in contact angles. These techniques 

can be divided into techniques measured on flat solid surfaces and others on different 

geometries (non-ideal surfaces), such as plates, fibres, and powders (Chau, 2009). In 

another perspective, these techniques can be categorized in terms of static and dynamic 

conditions depending on the liquid situation during measurements (Ralston and 
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Newcombe, 1992; Yuan and Lee, 2013). In this section, both perspectives, movement type 

and surface type, will be discussed briefly. 

The most common method that is used to describe and measure the contact angle depends 

on observing the image of the drop by low-magnification optical devices (Chau, 2009). It 

is challenging to determine the degree of wettability with the low-magnification device. 

Additionally, keeping a surface clean in an open-air laboratory is difficult. An 

advantageous technique to keep surfaces clean and uncontaminated is by abrasion and 

polishing underwater using scrupulously controlled conditions (Wark and Cox, 1932).    

A well-known technique that is used to measure the tangent angle of the contact angle 

known as “telescope-goniometer” is used to determine the contact angles (Bigelow et al., 

1946) on a flat solid surface, as shown in Figure 3.7. The same method was designed and 

modified by Zisman (1968). The eyepiece was used to measure the tangent of the drop and 

the surface contact point. Over the years, enhancements and improvements were made to 

improve the accuracy of angle measurements, such as magnifying (up to 50 times) the 

intersection profile allowed for better assessment and a camera instead (A and Smithwich, 

1988; Leja and Poling, 1960).  Another study proved the sessile drop’s angle could be 

measured up to an accuracy of ±2° when the contact angle is higher than 20°(Hunter, 2001). 

A motor-driven syringe is employed in the experimental set-up to control the liquid rate 

when measuring the dynamic contact angle (Kwok et al., 1996). The advantages of this 

method can be (1) the simplicity of this method, (2) a small surface, and a small amount of 

liquid are required to conduct this experiment. 
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Figure 3. 7. Telescope-goniometer technique for contact angle measurement 

(Salim et al., 2008) 

On the other hand, when the liquid size and surface are small, there is a possibility of the 

existence of impurities, which may affect the reading of the angle, likely to be high (Chau, 

2009; Yuan and Lee, 2013). This method entirely depends on measuring the tangent line’s 

angle that leads to significant inaccurate measurements if a minor error occurs (Yuan and 

Lee, 2013). The focus of the camera is toward the most significant drops (Chau, 2009; 

Yuan and Lee, 2013). Variations of contact angle measurements happen when the flat 

surface is either heterogeneous or rough (Chau, 2009). Finally, the small size of the droplet 

leads to difficulties in measuring the contact angle (Brandon et al., 2003; Letellier et al., 

2007).  

Another popular method that is used for investigating hysteresis is a “tilted plate” or 

“inclined plate” introduced in the 1940s (Macdougall and Ockrent, 1942). Figure 3.8 

depicts a schematic of the inclined plate method. This technique is a modified version of 

the “telescope-goniometer” technique. The same method was used to study contact angle 

hysteresis on various polymer surfaces, such as silicon wafers and elastometric surfaces 
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(Extrand and Kumagai, 1997, 1995). This technique used a recorded video camera and 

videotape to measure both angles using a protractor. When the drop started moving, the 

tape was stopped. Measurements of these two angles must be determined carefully because, 

most of the time, they can be different  (Krasovitski and Marmur, 2005; Pierce et al., 2008). 

 
Figure 3. 8. Inclined plate technique for contact angle measurement (Puthenveettil 

et al., 2013). 

In the early history of contact angle measurement, a platinum wire was used to measure 

contact angle hysteresis by forming sessile drops on a solid surface (Zisman, 1968). The 

drops were created by heating the wire and then putting it in a fluid to form the drops. The 

drop gently and slowly puts on a surface, building a sessile drop (Yuan and Lee, 2013). 

Despite the accuracy of reproducing the sessile drop that was be claimed (±2°) (Spelt et 

al., 1986), some concerns about moving the drop from the wire to the surface may cause 

some kinetic energy from the flowing, which may lead to metastable contact angles 
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(Derjaguin, 1946; Eick et al., 1975; Johnson Jr and Dettre, 1966; Neumann and Good, 

1972).   

The Tangentometer method is also known for measuring contact angle hysteresis, which 

uses a mirror seated at the droplet's baseline (Phillips and Riddiford, 1972; Yuan and Lee, 

2013). The role of the mirror is to rotate until the full curve of the drop is formed, and with 

its reflection image, the protractor adhered to the mirror can be used to measure the tangent 

line’s angle. This method has the problem of measurement errors because of the inherent 

subjectivity of tangentometers (Fenrick, 1964). The specular reflection from the drop 

surface by using a light source is another technique that can be applied to estimate the 

hysteresis of the contact angle (Langmuir and Schaefer, 1937). The light source is rotated 

around the droplet until it is reflected from the drop dies; afterwards, the contact angle can 

be read from the degree of the rotation. The accuracy of this method is (±1°) and it can be 

used for both sessile drops and menisci (Johnson and Shah, 1985). 

For the other types of surfaces, non-ideal or different geometry, Table 3.4 summarizes, 

discusses, and analyses the techniques used to measure contact angle hysteresis. In a 

general comparison between these techniques, the most widely used technique that can be 

applied for most cases is the Wilhelmy balance method (Wilhelmy, 1863) because it can 

be used in static and dynamic contact angle measurements as well as its simplicity. In 

addition, most of the other techniques primarily originated from its fundamentals. Other 

studies considered temperature dependency on measuring the contact angle hysteresis, 

such as the captive bubble method (Taggart et al., 1930) and capillary rise at a vertical plate 
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method (Budziak and Neumann, 1990; Kwok et al., 1995; Neumann, 1964; Shimokawa 

and Takamura, 1973). Some studies give low error possibility, and others provide large 

error values under exceptional circumstances, such as capillary rise at a vertical plate 

method and individual fibre method (Schwartz and Minor, 1959), respectively. For more 

details about these techniques to estimate the contact angle, see Table 3.4 below.  

Table 3. 4. Nonideal geometry surface techniques for contact angle hysteresis 

Technique  Principles  Advantages Disadvantages Ref. 

Captive 

Bubble 

Technique 

• Creating an air 

bubble below a 

solid surface by 

injecting air into 

a fluid. 

• A needle is used 

to keep the 

bubble from 

drifting. 

• The surface is in 

contact with a 

saturated 

atmosphere. 

• Contaminated 

and clean 

surface. 

• Easy to study 

temperature-

dependence 

 

• It requires more 

liquid. 

• Liquid causes 

the sabotage of 

the film  

 

(Taggart et 

al., 1930) 

Tilting 

Plate 

Method 

• a meniscus 

created on both 

sides of the 

plate due to 

immersing a 

plate into a 

liquid 

• the position of 

the meniscus to 

the plate must 

be horizontal. 

• The contact 

angle is the 

angle between 

the plate and 

the horizontal. 

• Simple and does 

not depend on 

the operator’s 

subjectivity 

• Less error 

compared to 

others (only 

±5°). 

 

 

• The disturbance 

of the liquid 

during the 

measurement is 

considered to be 

a significant 

problem. 

(Zhang et 

al., 1989) 

Wilhelmy 

Balance 

Method 

• Moving flat 

plate up and 

down for 

• Simplest 

methods. 

• Accurate contact 

• A high 

sensitivity 

electro balance is 

(Lund et 

al., 2019; 

Rohmer et 
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measuring the 

contact angle. 

• Depends on 

surface tension 

calculations 

angle values. 

• It is used for 

dynamic contact 

angle 

measurement. 

needed. 

• The plate must 

have a constant 

perimeter 

• The sample must 

have the same 

composition and 

topography on 

all sides. 

al., 2017; 

Santoso et 

al., 2019; 

Wilhelmy, 

1863) 

Capillary 

Rise at a 

Vertical 

Plate 

 

• Capillary height 

determined by 

the integration 

of the Laplace 

equation 

• Capillary height 

can be used to 

determine the 

contact angle. 

• Accuracy up to 

(±0.1°) can be 

obtained. 

• The surface 

tension and 

contact angle 

can be measured 

at the same time 

• the temperature 

versus contact 

angles can be 

measured. 

 

• The surface 

tension should be 

known. 

• Inaccurate values 

if the liquid 

contains the 

surface-active 

agent. 

(Budziak 

and 

Neumann, 

1990; 

Kwok et 

al., 1995; 

Neumann, 

1964; 

Shimokawa 

and 

Takamura, 

1973) 

Individual 

Fiber 

• Putting a fibre in 

a horizontal 

position in the 

field of 

microscopic. 

• A goniometer 

eyepiece is a 

tool to estimate 

the contact 

angles. 

• The zero contact 

angle can be 

measured. 

• The 

homogeneity of 

the fibre surface 

can be tested. 

• Significant 

errors occurred 

due to the small 

dimensions of 

the drop 

curvature. 

• Practically it is 

difficult to get 

accurate values 

when the depth 

of immersion is 

relatively small. 

(Schwartz 

and Minor, 

1959) 

Capillary 

penetration 

methods 

for 

particles 

• Monitoring the 

rate at a liquid 

penetrates 

• A flat cake 

created by 

compressing 

the powders.  

• The contact 

angle is 

• It gives better 

correlation 

results than the 

captive bubble 

technique. 

• It can handle the 

presence of a 

porous 

architecture. 

• The method 

depends on 

determining the 

effective 

capillary radius, 

which difficult 

to measure 

accurately. 

• The critical 

(Lerk et al., 

1977; 

Washburn, 

1921; 

Zografi and 

Tam, 1976) 
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measured from 

the liquid 

drops. 

surface tension 

should always 

be higher than 

the surface 

tension. 

• The packing 

powder must be 

obtained in the 

capillary tubes. 

3.6. Hysteresis in Viscosity    

The oil viscosity is one of the essential reservoir fluid properties that is used in different 

petroleum engineering calculations such as hydraulic calculations for surface facilities, 

sub-surface simulations, pipeline systems, hydrocarbon reserves, enhanced oil recovery 

methods, process simulations, and fluid flow through porous media (Kulchanyavivat, 

2005; Lindeloff et al., 2004; Monnery et al., 1995; Quiñones-Cisneros, 2000). Many factors 

affect oil viscosity, for instance, oil composition, temperature, pressure, and density 

(Santos et al., 2017). 

The term “hysteresis in viscosity” is not well documented in the literature, but recently, 

some studies have investigated the hysteresis behavior of viscosity in nanofluids (Maïga et 

al., 2006; Murshed and Estellé, 2017; Nguyen et al., 2008, 2007). A nanofluid is a fluid 

that contains a very small size of particles, called ultrafine practices, in a conventional base 

fluid, which helps in enhancing the conventional base fluid’s characteristics (Buongiorno, 

2005; Daungthongsuk and Wongwises, 2007; Taylor et al., 2013). Nanofluids have several 

applications in different fields such as in polymer flooding, advanced heat transfer or 

cooling techniques, energy harvesting, microelectronics, micro-electromechanical 

systems, microfluidics, transportation, medical, and numerous thermal management 
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systems (Murshed et al., 2008; Murshed and Estellé, 2017; Saidur et al., 2011).  Different 

nanofluids were tested for hysteresis at various conditions such as nanoparticle 

concentration, particle size, temperature, and shearing time (Aladag et al., 2012; Nguyen 

et al., 2007). Due to the lack of information on hysteresis in conventional oil fluid viscosity, 

this section will only focus on nanofluid viscosity. 

3.6.1. Modelling of Hysteresis in Viscosity 

There are few studies in the literature in this area; thus, no comprehensive hysteretic model 

has been proposed for nanofluid viscosity. The lack of studies in hysteresis of the viscosity 

of nanofluids in past literature might encourage researchers to investigate and shed light 

on the hysteresis phenomenon in the viscosity of nanofluids and dynamic fluids. The reason 

for this may be due to the complexity of predicting the behavior of a nanofluid by 

considering it as a multi-component fluid. (Xuan and Roetzel, 2000).  

Regardless of the hysteresis phenomenon in the viscosity of nanofluids, a few theoretical 

models can predict the viscosity of nanofluids themselves. Most, if not all, of these models, 

originated from the pioneering work of Einstein (1906),  which is based on the assumption 

of a linearly viscous fluid containing dilute, suspended, and spherical particles. Several 

studies argued the possibility of using two-phase flow theory in nanofluids, but no proper 

models had been developed yet (Nguyen et al., 2007; Xuan and Roetzel, 2000). For more 

details about nanofluid viscosity, readers are referred to previous related studies (Batchelor, 

1977; Brinkman, 1952; Einstein, 1906; Frankel and Acrivos, 1967; Graham, 1981; 

Lundgren, 1972). 
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3.6.2. Experimental Observations of Hysteresis in Viscosity  

Murshed and Estellé (2017) and Nguyen et al. (2007) reported hysteresis experimentally 

in the viscosity of nanofluids. The experiment was conducted using mainly two water-

based nanofluids: water-Al2O3 and water-CuO mixtures under different temperatures, 

particle concentration, and particle size. The measurement of nanofluid dynamic viscosities 

was completed using a ‘piston-type’ calibrated viscometer based on the Couette flow inside 

a cylindrical measurement chamber. The study clearly revealed that when nanofluids 

reached a critical temperature, the viscosity becomes dramatically altered. For example, 

for intermediate to high particle concentration, a jump in nanofluid viscosity was observed 

when the temperature exceeded the critical temperature, and once the nanofluid was 

cooled, a hysteresis on viscosity was observed (Nguyen et al., 2008, 2007). The reason for 

this phenomenon is the irreversible damage that may occur to the suspended particles when 

nanofluid temperature overrides the critical temperature (Nguyen et al., 2007). It is worth 

mentioning that the hysteresis was observed for both nanofluids, water-Al2O3 (36 and 47 

nano-meters particles) and water-CuO (29 nano-meters particles) mixtures, only at a high-

volume fraction (e.g. 7% of concentration for water-Al2O3 and 4.5% of concentration for 

water-CuO). It becames more noticeable with the increasing concentration of nanofluid 

particles (Murshed and Estellé, 2017; Nguyen et al., 2007).  

Figure 3.9 illustrates the hysteresis phenomenon in nanofluid viscosity based on data 

obtained for both Al2O3 and CuO with different particle sizes and concentrations versus 

temperature (Nguyen et al., 2007). When the fluid was heated beyond 60 0C for Al2O3 and 

55 0C for CuO and then cooled slowly, a hysteresis phenomenon occurred. Therefore, 
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measuring the viscosities at any points on the cooling phase gave higher values than those 

measured on the heating phase. The same studies (Nguyen et al., 2008, 2007) proved that 

unless the heating exceeded the critical temperature, hysteresis would never occur during 

the cooling phase. For the sake of clarity of Figure 3.9, it does not show the behaviour of 

hysteresis when concentration increased more than 7% nanoparticles for Al2O3 and 4.5% 

nanoparticles for CuO. But the studies demonstrated that hysteresis was more noticeable 

as the concentration increased. It is worth noting that for lower concentrations such as 1%, 

no hysteresis was obtained during the cooling phase. Another interesting point is that the 

critical temperature depends strongly on the particle’s concentration and size. 

     

Figure 3. 9. Nanofluid Viscosity Hysteresis for Al2O3 and CuO (Nguyen et al., 2007) 

 Nguyen et al. (2008, 2007) showed the existence of hysteresis phenomena in nanofluid 

viscosity and that each nanofluid behaved differently depending on concentration and size 
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of particles. But there are several open questions: the study was the first attempt and did 

not have support the previous study, which means more studies need to investigate the 

hysteresis phenomenon in nanofluid viscosity. Moreover, the study raised concerns about 

the use of nanofluids for heat transfer purposes. In addition, the conditions of the study are 

not realistic in reservoir conditions, such as the range of temperature which is far away 

from the reservoir temperature. Furthermore, two nanofluids were investigated, and both 

were water-based, which indicates the limitations of this study.      

The viscosity of nanofluids was investigated for the hysteresis phenomenon in low 

temperature, low concentration, and shearing time (Aladag et al., 2012). Two types of 

nanofluids were chosen for this experimental study, Al2O3-water and Carbone nanotube 

(CNT)-water-based. A stress-controlled rheometer equipped with a parallel plate geometry 

under up and down shear stress ramping was used for collecting viscosity data. The main 

goal of the study was to investigate the effect of temperature on the viscosity of these two 

nanofluids at low concentrations and a low range of temperatures from 2 0C to 10 0C. The 

apparent viscosities of nanofluids were discussed in terms of shear rate and temperature 

effects.  

At a low temperature, 5 0C, and low concentration for different shearing time (120s, 180s, 

and 240s), both nanofluids, CNT-water and Al2O3-water, showed the hysteresis behaviour 

during increasing and decreasing shear stress. The shape and area of the hysteresis curves 

were different depending on the nanofluid type and shearing time. This behaviour is 

generally observed in thixotropic materials (Mewis and Wagner, 2009), which can be 

defined as time-dependent structured materials (Aladag et al., 2012). As reported, this 
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behaviour of hysteresis can be explained based on a nanofluid’s microstructure and the 

attractive force between the particles. Therefore, during the increase of shear stress, the 

structure of nanofluids breaks down until the reverse phase started, which can rebuild and 

return to the initial structure; but depends on the shearing time. Retrieval of the initial 

structure depends on shearing time, not shear rate. Between the two types of nanofluids, 

CNT-water showed less hysteresis behaviour than Al2O3, because in CNT-water 

nanofluids, the destruction and rebuild of nanosuspension structures are only shear-

dependent.    

This study was the first study that was conducted at low concentration and low temperature 

for nanofluids to investigate hysteresis behaviour. But it fails to mention what percentage 

of concentration was used. In addition, the size of the particles was missing in this study. 

This study does not align with Nguyen et al. (2008, 2007), where at low concentration, 

there was no hysteresis observed, and no mention of critical temperature in Aladag et al. 

(2012) study. This was the key reason for hysteresis to happen, and the reason for hysteresis 

to occur was explained differently in these studies.  

3.7. Summary 

The focus of this chapter has been on the effects of hysteresis phenomena on EGM 

experimentally and theoretically in petroleum engineering, especially fluid properties, 

capillary pressure, viscosity, and rock properties, mainly, permeability and porosity, and 

relative permeability. The discussion and investigation of each property revealed a gap in 

which, generally, can be highlighted as the limitations of the experimental studies, such as 

special conditions which made it inapplicable for others. The data collected from the 
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experiments may have several errors because experiments were done in lab conditions, not 

actual reservoir conditions. Most of the developed mathematical models that represent 

hysteresis originated from empirical models, which, have made them limited and need 

experimental validation prior to usage. Physical laws that described fluid velocity and 

gravity are missing in the models that represent hysteresis, and the analytical solution for 

most of the models is complex.  

Both techniques, centrifuge and porous plate, can be used in different conditions such as 

temperature, stress, or with different fluid systems, which means these techniques can be 

used to test hysteresis under reservoir conditions except when using different fluid systems. 

Porous plate measurements under reservoir conditions are not reliable. The main focus of 

most past studies of hysteresis of wettability was to allow an indication of surface 

hydrophobicity. Numerous methods in measuring the contact angle hysteresis were 

discussed and analyzed, such as the conventional telescope-goniometer method, capillary 

penetration methods for particles, and the Wilhelmy balance method. The applications and 

setbacks of these techniques were discussed. 

The hysteresis phenomenon was extensively studied by many authors, either experimental, 

mathematical, or simulation studies, as discussed in this chapter. Capillary pressure is one 

of the most common fluid properties that has received attention in investigating the 

hysteresis phenomenon, according to the literature, compared to other properties such as 

viscosity, wettability and interfacial tension. In the next chapter, entropy and other 

thermodynamic aspects of these transport phenomena will be presented and discussed. 
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Chapter 4: Entropy Generation for Single-Phase Flow   

4.1. Introduction 

Even though previous models for fluid flow in porous media can predict the recovery factor 

for hydrocarbon reservoirs, this chapter aims to further analyze the recovery by considering 

dissipative processes and effects of well conditions on the Entropy Generation 

Minimization (EGM) and recovery factor. The governing equations and second law of 

thermodynamics are used to address: (i) the primary reservoir energy loss; (ii) the effect of 

production rate on EGM; (iii) the impact of well conditions on the recovery factor as well 

as EGM; and (iv) the influence of rock and fluid properties on EGM. 

The mathematical models developed by Civan and Tiab (1989) are extended in this chapter. 

The following simplifying assumptions will be made in the analysis: the reservoir is 

cylindrical; radial flow exists toward the well; the well is vertical and/or deviated; fluid 

flow is one-dimensional; the fluid is either a single-phase or a two-phase fluid system; an 

isothermal condition is maintained; production occurs under a pseudo-steady state 

condition; the flow regime is non-Darcy; and a constant flow rate is assumed in the well.     

Figure 4. 1 displays a sketch of a reservoir that includes three systems: the reservoir, near-

wellbore (damaged or stimulated region), and the wellbore. In Figure 4. 1, P refers to the 

reservoir pressure; rw, rd, and re are the wellbore radius, radius of the damaged region, 

and reservoir radius, respectively; k and kd stand for the reservoir permeability and 

damaged region permeability, respectively; and h designates the reservoir’s formation 

thickness. 
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Figure 4. 1. Side view of a reservoir with three sections: reservoir, near-wellbore, and 

wellbore. 

The derivations of the pressure profiles and total entropy production are discussed in detail 

in this chapter. 

4.2. Formulation of Pressure Profiles 

Reservoir Pressure Profile. During pseudo-steady state flow (defined as a flow regime 

where the pressure at any point in the reservoir declines at the same constant rate over 

time), the governing equation for fluid motion and Darcy’s law for the rate of pressure 

change for a time at a constant production rate is given below (Dake, 1998): 
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∂P

∂t
=- 

q
sc

B

πϕcThre
2
 

(4.1) 

where the subscript sc  refers to the standard conditions; h represents the reservoir 

formation thickness; qsc is the flow rate at standard conditions; B is the fluid formation 

volume factor; ϕ represents the formation porosity; cT is the total compressibility; and  re 

symbolizes the reservoir radius. 

The continuity equation with total compressibility (cT) is expressed as follows: 

1

r

∂

∂r
(qρ) = 2πhϕ

∂ρ

∂t
  

(4.2) 

where ρ is the fluid density. Substituting cT =
1

ρ

∂ρ

∂P
  into Equation (4.1) and using the chain 

rule, the following expression is obtained: 

∂ρ

∂t
= −

qscBρ

πϕhre
2

  
(4.3) 

Substituting Equation (4.3) into Equation (4.2) yields: 

∂

∂r
(

q

B
) = −

2r

re
2

qsc 
(4.4) 

The volumetric flow rate, q, at the reservoir condition is determined by integrating 

Equation (4.4).  

To obtain the pressure distribution in the reservoir, Forchhiemer’s equation is used as 

follows (Forchheimer, 1901; Lee and Wattenbarger, 1996): 
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∂P

∂r
=

μ

k
u + βρu2  

(4.5) 

where k is the permeability and β is the non-Darcy coefficient. Substituting the volumetric 

flow rate, integrating Equation (4.4), and using the Darcy velocity (u =
q

2πrh
) in Equation 

(4.5), the following equation is obtained: 

∂P

∂r
=

μ

k
B (

C − (
r
re

)
2

qsc

2πrh
) + βρsc (B

C − (
r
re

)
2

 qsc

2πrh
)

2

  

(4.6) 

where C is a constant of integration. For a volumetric reservoir, ∂P/ ∂r = 0 at r = re. 

Equation (4.6) gives two possible expressions: 

C = qsc (4.7) 

 

C = qsc −
2πrhμ

kβρsc
  

(4.8) 

Equation (4.8) yields a negative pressure gradient with respect to the radius so that the first 

solution can be used, and the following result is obtained: 

∂P

∂r
= B [

μ

k

qsc

2πh
(

1

r
−

r

re
2

) + βρscB (
qsc

2πh
)

2

(
1

r
−

r

re
2

)
2

] 
(4.9) 

Equation (4.9) represents the pressure distribution in the bulk reservoir system along the 

radial direction.  

Near-Wellbore Pressure Profile. Similar steps can be taken to develop the pressure 

distribution in the damaged region around the wellbore. The reservoir and near-wellbore 
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systems differ based on their permeabilities. The pressure profile of the damaged region 

becomes: 

∂P

∂r
= B [

μ

𝐤𝐝

qsc

2πh
(

1

rw
−

r

rd
2) + βρscB (

qsc

2πh
)

2

(
1

rw
−

r

rd
2)

2

]  
(4.10) 

where 𝐤𝐝 represents the permeability of the damaged zone.  

Pucknell and Clifford (1991) reported several methods based on well-testing measurements 

and correlations/models to determine the damaged region's permeability. Hawkins (1956) 

presented the following model to predict the skin factor of a damaged region: 

kd =
k

s ln(rd/rw) − 1
  

(4.11) 

where s is the skin factor; rd refers to the radius of the damaged region; and rw is the well 

radius. 

At the pseudo-steady state condition, the average pressure (P̅) of a reservoir is defined as 

follows: 

P̅ =
2

re
2 ∫ P r dr

re

rw
  (4.12) 

Then the average pressure over the two regions becomes: 

P̅ =
2

rd
2 − rw

2
∫ P r dr

rd

rw

+
2

re
2 − rd

2 ∫ P r dr
re

rd

 
(4.13) 
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The average pressure equation (4.13) yields the production time as upon the integration  

t = ti +
πre

2h

qsc
∫

ϕ(P̅)ct(P̅)

B(P̅)
dP̅

P̅i

P̅

 
(4.14) 

where ti for pseudo-steady state is given by 

ti = t𝑝𝑠𝑠 = 1200
ϕμctre

2

𝑘
 

(4.15) 

Flowing Well Pressure. The governing equation for the well pressure is based on the 

integration of the mechanical energy equation along a streamline within a well at a constant 

flow rate (Ikoku, 1984; Naterer, 2018): 

1

ρ

dP

dℓ
+ v

dv

dℓ
+ gcsinθ +

dW

dℓ
= 0 

(4.16) 

where ℓ is the axial coordinate; v is the velocity; gc is the gravitational conversion constant; 

W represents the work, and θ symbolizes the inclination angle. 

The following relationship determines the pressure loss due to friction along the well 

length: 

dw

dℓ
=

fMv2

2D
  

(4.17) 

where fM is the Moody friction factor, and D is the wellbore diameter. 

Taking the derivative of the fluid velocity (v =
4qscB

πD2 ) with respect to pressure leads to: 

dv

dp
=

4qsc

πD2

dB

dp
 

(4.18) 
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Using the chain rule and substituting Equations (4.17) and (4.18) into Equation (4.16), the 

following expression is obtained: 

dp

dℓ
=

g
H
L  +

fM

2D (
4qsc

πD2 )
2

B2

B
ρsc

+ (
4qsc

πD2 )
2

B
dB
dp

 

(4.19) 

where H represents the wellbore depth, L is the wellbore length, and g stands for the 

acceleration due to gravity. Equation (4.19) can be used to determine the pressure 

distribution in a flowing well. 

4.3. Formulation of Entropy Production 

Reservoir System – Undamaged Region. The rate of entropy production per unit volume 

〈�̇�〉 in a porous medium can be written as follows (Slattery, 1972):   

〈ṡ〉 =
Evp

T
 

(4.20) 

where Evp is the dissipation rate of mechanical energy in a porous medium, and T stands 

for the reservoir temperature. 

The following equation presents the rate of dissipation of mechanical energy in a porous 

medium (Evp) (Civan and Tiab, 1989): 

Evp =
ρscfpβu3

ϕ(1 − swc)B
  

(4.21) 

where fp is the porous medium friction factor and swc denotes the connate water saturation. 

Substituting Equation (4.21) into Equation (4.20) yields: 
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〈ṡ〉 =
ρscfpβu3

ϕ(1 − swc)TB
 

(4.22) 

The total entropy production rate of a radial flow system (ST) is expressed in the following 

form: 

∂

∂r
(

∂ST

∂t
) = 2πh〈ṡ〉r 

(4.23) 

Rearranging Equation (4.23) and substituting Equation (4.22) into Equation (4.23) leads 

to: 

∂ST

∂t
]

Undamaged
= 2πh ∫

ρscfpβu3

ϕ(1 − swc)TB
r dr

re

rd

 
(4.24) 

Equation (4.24) represents the total rate of entropy production in an undamaged region of 

a reservoir.   

Reservoir System – Damaged Region. The only difference between the entropy production 

rates of the undamaged region and the damaged region is the range of the radius. The radius 

in the damaged region varies between rw and rd, whereas in an undamaged region, the 

radius changes from rd to re.  Thus, for the damaged zone, Equation (4.24) becomes: 

∂ST

∂t
]

Damaged
= 2πh ∫

ρscfpβu3

ϕ(1 − swc)TB
r dr

rd

rw

  
(4.25) 

Equation (4.25) is used to determine the total rate of entropy production in the damaged 

region of a reservoir.   
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Flowing Well System. Under the isothermal condition, the entropy production rate in a 

flowing well 〈ṡ〉 can be expressed as follows: 

〈ṡ〉 =
Evp

T
=

ρscfMv3

2DTB
  

(4.26) 

The total entropy production rate in a flowing well can be written as: 

∂

∂ℓ
(

∂ST

∂t
) = 〈ṡ〉 

(4.27) 

Integrating Equation (4.27) gives the following expression for the total rate of entropy 

production in a flowing well: 

(
∂ST

∂t
) = ∫

ρscfM

2DTB
[
4qscB

πD2
]

3L

0

dℓ  
(4.28) 

Total Entropy Generation. Using the previous results, the total entropy production rate 

over a time interval from an initial time ti to a final time tf, where the pressure changes 

from an initial pressure Pi to a final pressure Pf, or spatially averaged Pi̅ and Pf̅, becomes: 

ST =
πre

2h

qsc
∫ (

∂ST

∂t
⌋

well
+

∂ST

∂t
⌋

undamaged

+
∂ST

∂t
⌋

damaged
)

P̅i

P̅f

ϕ(P̅)ct(P̅)

B(P̅)
dP̅ 

(4.29) 

It should be noted that B(P̅), ct(P̅), and ϕ(P̅) are functions of the average pressure. 

Substituting Equations (4.24), (4.25), and (4.28) into Equation (4.29), the following 

equation is obtained:  

𝐒𝐓 =
πhre

2

qsc
[ ∫

∂ST

∂t
⌋

well
+ ∫

∂ST

∂t
⌋

res
dr

P̅fd

P̅id

+ ∫
∂ST

∂t
⌋

res
dr

P̅fu

P̅iu

P̅f

P̅i

]
ϕ(p̅)ct(p̅)

B(p̅)
dp̅ (4.30) 
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Here P̅id is the initial average pressure in the damaged area, P̅fd is the final average pressure 

in the damaged area, P̅iu is the initial average pressure in the undamaged area, P̅fu is the 

final average pressure in the undamaged area, and the subscript “res” refers to a reservoir 

with both areas: damaged and undamaged. 

4.4. Optimum Recovery  

It has been shown in the previous sections that the magnitude of reservoir energy losses is 

determined by the history of the fluid flow behaviour in the porous medium, which depends 

on pressure depletion characteristics. Furthermore, the ultimate reservoir recovery is 

dependent on these two factors: the reservoir pressure and fluid flow behaviour in porous 

media. Based on previous studies, the permeability and non-Darcy coefficient, which affect 

the pressure profile in a single-phase flow reservoir, are dependant on the Reynolds number 

and the reservoir geometry. These parameters also affect the reservoir energy loss (Blick 

and Civan, 1988; Civan and Tiab, 1989). 

To design an optimum production system in the reservoir, all properties and variables that 

have a vital effect on the total entropy production are identified and considered. In this 

chapter, three key variables are considered: production rate, recovery factor, and entropy 

production for each system.  

To generalize the optimal conditions for various scales (and systems), a normalization 

approach is employed to estimate the dimensionless numbers. The dimensionless entropy 

(ST
∗ ) is defined as follows: 
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ST
∗ =

ST

STmax

 
(4.31) 

where ST
∗  represents the normalized and dimensionless entropy production and STmax

 refers 

to the maximum value of entropy production. 

The recovery factor is another non-dimensional property, as defined below  (Dake, 1998): 

RF =
qsct

Gi
 

(4.32) 

where  Gi introduces the initial gas in place, RF is the recovery factor, and t denotes the 

total production time. 

For the reservoir as a thermodynamic system, a new variable called the Coefficient of 

Performance (COP) is introduced using the following definition  (Al-Salem et al., 2019): 

COP = ST
∗  RF  (4.33) 

In general, the COP is a ratio that describes the thermodynamic efficiency of a system (Al-

Salem et al., 2019). In this study, the entropy production occurs by irreversible conversion 

of mechanical energy to internal energy of the fluid in the reservoir, and the recovery factor 

is the production capability of a reservoir. To have a lower reservoir energy loss, the COP 

should be maximized. Hence, the production rate that gives the maximum COP is the 

optimum production rate.  

To consider the economic aspect of the optimization, the operating costs will be calculated. 

The Net Present Value (NPV) is then obtained and plotted versus the production rate. The 

correlation to determine the variable operating expenses is given below (Mian, 2011; 

Pashakolaie et al., 2015): 
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varOPEX = 0.7714Q−0.2423 (4.34) 

where varOPEX introduces the variable operational costs in USD/bbl, and Q denotes the 

production rate in MMbbl/year. 

The total profits are calculated using the following formula: 

Total Profit($) = qsc × t × profit/bbl (4.35) 

The Net Present Value (NPV) is also estimated as follows (Gaspars-Wieloch, 2019): 

NPV =
FV

(1 + i)n
 

(4.36) 

where FV is the future value; n is the number of years; and i indicates the interest rate. 

4.5. Solution Procedure  

To simulate the fluid flow behavior in the reservoir and wellbore, a computer program is 

created in the MATLAB environment. The reservoir and wellbore models appear in the 

form of nonlinear partial differential equations that cannot be solved analytically. Hence, 

it is necessary to use numerical solution methods. The solution of the reservoir models is 

determined in terms of pressure and entropy, while the solution of the wellbore models is 

obtained in terms of pressure, mixture entropy, and mixture density. 

The only parameter that can be controlled at the surface after choosing the appropriate 

production rate (qsc) is the wellhead pressure (Pwh). Therefore, to calculate the total 

entropy production for both reservoir and wellbore, the average reservoir pressure (P̅) 

should be calculated first. Pressure at the wellhead is assumed (Pwh) and the wellbore 

pressure profile equation (Equation (4.19)) is used to calculate the Bottom Hole Pressure 
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(BHP). The BHP as calculated from the wellbore pressure profile equation is considered 

the final pressure value (abandon pressure Pwf) at the reservoir pressure profile.  

Using the BHP value as a start point to calculate the whole reservoir pressure profile from 

the reservoir pressure profile equation (Equation (4.9)) is the next step of the solution 

procedure. By this stage, the final reservoir pressure is achieved and to get the reservoir 

pressure profile, the last value estimated from Equation (4.9) would be checked with the 

initial reservoir pressure value, which is known and given. In case the last value estimated 

is less than the initial reservoir pressure, then increase Pwh by some amount (∆P) and repeat 

the process. Once the last value is estimated using Equation (4.9) and equal to the initial 

pressure value, the average reservoir pressure must be calculated using Equation (4.12). 

It is worth mentioning that the average pressures in calculating the total entropy production 

are the initial and final average pressures. The total entropy production rate for the wellbore 

and reservoir is estimated by solving the wellbore entropy production rate equation 

(Equation 4.28) and the reservoir entropy production rate equation (Equation 4.24) 

simultaneously. The Recovery Factor (RF) will then be calculated and plotted versus the 

total entropy production rate. The effect of the damaged zone around the wellbore is 

incorporated in one zone reservoir case by using Hawkin’s model (Equation 4.11), while 

in the two-zone reservoir case, the actual value of the damaged permeability is used. The 

results of these two cases are compared and discussed in Chapter 6. 

One of the challenges encountered while developing the program and solution was finding 

an accurate increment (∆P) to be added to the wellhead pressure Pwh as there are different 
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solutions found when using different incremental values. However, to overcome this 

challenge, an uncertainty assessment was carried out until the smallest and most accurate 

increment was achieved. Another challenge was to find the correct value of the damaged 

or stimulated region around the wellbore zone’s radius and permeability without 

experiments. To overcome this challenge, in the absence of experiments, the CMG was 

initially used in its default conditions, by inserting the value of skin factor in the well data. 

Afterward, the skin factor was removed and different values for the damaged radius and 

permeability for the area around the wellbore were assumed. After several attempts of 

tuning these two parameters (radius and permeability of around wellbore area), an excellent 

match with the initial case (when skin factor was used) was attained. The radius and 

permeability that offered the perfect match were used as the given data for the mathematical 

models.  

A summary of solution steps is shown in the flowchart in Figure 4.2. This provides a step-

by-step procedure to estimate the total entropy production and the optimal production rate. 

The non-Darcy coefficient is calculated as follows (Tiss and Evans, 1989): 

β =
x[√kρPob/μ]

m

ϕ(1 − Sw)√k
 

(4.37) 

where Pob denotes the overburden pressure, and 𝑥 and 𝑚 are constants as given below:  

x = 2.7708 × 1015  ;   m = −1.70594 (4.38) 

The following equation is used to calculate the gas viscosity (μg) (Lee and Wattenbarger, 

1996): 
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Figure 4.2. Flowchart for the modelling approach  
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μg = 10−4KeXρY
  (4.39) 

where 

ρ = 1.4935 × 10−3
PM

z T
  

(4.40) 

In Equation (4.38), z is the gas compressibility factor, and M introduces the apparent 

molecular weight of the mixture (Lee and Wattenbarger, 1996). 

K =
(9.379 + 0.01607M)T1.5

209.2 + 19.26M + T
  

(4.41) 

 

X = 3.448 +
986.4

T
+ 0.01009 M  

(4.42) 

Y = 2.447 − 0.222 X (4.43) 

The fluid/gas molecular weight (M) is determined as follows: 

M = γ Ma  (4.44) 

In Equation (4.42), γ refers to the gas specific gravity and Ma is the molecular weight of 

the air. 

The original hydrocarbon in place (Gi for gas) is calculated by the following expression 

(Dake, 1998): 

Gi =
43,560Ahϕ(1 − Sw)

Bg
  

(4.45) 

Numerical and analytical solutions are used to predict the cumulative entropy production 

in a reservoir. The proposed models are first applied in two systems, reservoir and well, 

such that the accuracy and reliability of the current and previous studies can be examined. 

Then the models are extended to include the third system, near-wellbore, or damaged 

region. 
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The skin effect is incorporated into the reservoir system (with a single zone) and the 

wellbore system by considering the apparent wellbore radius correlation given by Ikoku 

(1984): 

rw
′ = rwe−s (4.46) 

where rw
′  is the apparent wellbore radius. 

4.6. Summary  

From a thermodynamic point of view, the second law helps to assess the practical limits of 

operating systems. Within these limits, the optimum performance can be found. As shown 

in this chapter, the reservoir and porous media can be treated as a thermodynamic system; 

however, different mathematical equations and fundamentals are used for such a case. The 

main difference between the reservoir and other typical thermodynamic systems is the 

variables involved. In a reservoir, the controllable variables are limited, which include 

wellhead pressure and production flow rates.  

In this chapter, it was shown how EGM can be used mathematically as a guideline for 

selecting the conditions that lead to better ultimate recovery as well as a better production 

plan that can extend a reservoir production life for a longer time. This may be accomplished 

by determining the conditions minimizing the total entropy generation in both reservoir 

and wellbore.   

The goal derived governing equations to address the dissipative loss of the primary 

reservoir energy availability during the production using reservoir mechanisms. 

Furthermore, to investigate the effect of the production rate, as well as selected fluid and 
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rock properties on the total entropy production rate, a sensitivity analysis was performed. 

In addition, a new zone area is added to capture the effect of either damage or stimulation 

on the area around the wellbore. Detailed optimum production rate calculations were 

addressed in the chapter by introducing a new performance criterion, COP. 

The mathematical models in this chapter are applicable for single-phase only, dry gas or 

oil. The models are developed for single-phase, radial flow, one-dimensional, volumetric 

and isothermal reservoirs under pseudo-steady state conditions. General mathematical 

models that describe the fluid flow in both porous media and wellbores were developed. 

Mass, momentum, energy and entropy equations are the main governing equations used in 

developing the fluid flow models. The developed models were solved by an existing 

numerical scheme programmed in the MATLAB environment with a new algorithm. For 

validation purposes, a commercial simulator, Computer Modeling Group (CMG), will 

verify the predicted results in a subsequent chapter. 

Appendix A shows the MATLAB program code as written for the purpose of solving the 

one-zone reservoir models. The computer program code is simplified, and the values of 

parameters in this code are subject to change depending on the units and the method used. 

Also, Appendix B shows the CMG code written for validation.  In the next chapter, the 

concepts and formulations presented in this chapter will be extended to consider two-phase 

flows. 
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Chapter 5: Entropy Generation for Two-Phase Flow 

5.1. Background 

Two-phase flows are more complicated than a single-phase flow in the previous chapter 

due to the existence of moving and deformable interfaces and their interactions with the 

two phases.  Two-phase flow is considered as a heterogeneous mixture of multiple fluids 

or phases, which are not homogeneously mixed at a molecular level, but can be identified 

by macroscopic structures, such as solid particles, droplets, and/or bubbles, in a certain 

region. One can classify them according to the state of the two phases or components (e.g., 

gas-liquid, gas-solid, liquid-liquid and liquid-solid). Of the four types of two-phase flow 

systems, liquid-liquid (oil-water) flows will be discussed in this chapter. 

Two-phase flow has an increasing importance in various engineering systems for optimum 

design and safe operations. It also can be observed in several biological systems and natural 

phenomena that require a better understanding of transport processes. Several important 

fluid dynamic and energy loss aspects of the prevailing two-phase flow are not well 

understood. The difficulty lies in the modelling of fluid-particle interactions and interfacial 

phenomena occurring between the two phases, while the mathematical difficulty lies in the 

formulation of the two-phase flow as two separate phases coupled with moving boundaries 

that could deform over time.  

These challenges motivate further work to analyze the entropy generation in porous media 

as well as the wellbore as there are few or limited studies that shed light on two-phase flow 
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with entropy generation.  The rest of this chapter will address the development of the 

pressure equations and total entropy for both systems, reservoir and wellbore.   

The pressure equations and total entropy production for the reservoir and wellbore for oil-

water flow will be discussed. Important quantities will be introduced in two-phase flow. 

For instance, saturation is defined as the fraction of the void volume of a porous medium 

filled with the corresponding phase. The capillary pressure is defined as the pressure 

difference between the wetting and nonwetting phases, and the relative permeability is the 

ratio of the effective permeability of the phase to the absolute permeability.  

A semi-transient model will be used to describe the fluid flow in both the reservoir and 

wellbore. The properties of hydrocarbon mixtures are assumed to be constant as both 

systems are assumed to be under isothermal conditions. Figure 5.1 shows a schematic 

diagram of a production volumetric reservoir. Two parts will be considered for simulation 

purposes: a wellbore model and a reservoir model. The primary equations governing the 

fluid flow in both systems are the continuity equation (conservation of mass), momentum 

balance equation, energy balance equation, and entropy balance equation (second law of 

thermodynamics). 

The appropriate governing equations for the wellbore and reservoir will include the total 

EGM in both systems. The wellbore and reservoir equations will be solved simultaneously. 

A one-dimensional, pseudo-steady state and two-phase flow model will be developed for 

the wellbore, while a radial two-phase flow of oil and water is assumed for the reservoir 

system. 
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Figure 5. 1. Schematic of a production volumetric reservoir for two-phase flow 
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5.2. Formulation of Pressure Profiles 

It is known that for pseudo-steady state flow, the rate of change of pressure with respect to 

time is constant and is given for a reservoir operating at a constant total terminal rate of 

qtsc (Dake, 1998). This type of flow occurs if the outer boundary is completely closed. 

Therefore, the pressure will decline when fluids are removed from the reservoir since fluids 

cannot flow across the reservoir boundaries. 

Reservoir Pressure Profile. The constitutive relations for fluid and rock properties for two-

phase flow in porous media are given below (Aziz and Settari, 2002; Dake, 1998; Lee and 

Wattenbarger, 1996): 

so + sw = 1 (5.1) 

Pcow = Po − Pw (5.2) 

co = −
1

Bo

∂Bo

∂P
 

(5.3) 

cw = −
1

Bw

∂Bw

∂P
 

(5.4) 

cr =
1

∅

∂∅

∂P
 

(5.5) 

cT = coso + cwsw + cr (5.6) 

ko(so) = kkro (5.7) 

kw(sw) = kkrw (5.8) 
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where Pcow is the oil-water capillary pressure; Po and Pw introduce the nonwetting and 

wetting pressures; co, cw, cr, and cT refer to the oil, water, rock and total compressibility, 

respectively; k is the absolute permeability; ko and kw represent the oil and water effective 

permeability; and kro and  krw are the oil and water relative permeability. 

To find the value of  
∂P

∂t
= costant for two-phase flow, the material balance equations are 

used for both fluids as follows. The mass equation for the oil phase is given by Aziz and 

Settari (2002):  

mo = Vbϕρoso (5.9) 

where mo is the oil mass in porous media; Vb stands for the bulk volume; ϕ is the porosity; 

ρo introduces the oil density; and so refers to oil saturation. 

The mass flow rate of the oil phase is given below: 

∂mo

∂t
= ρoqo 

(5.10) 

where qo is the oil volumetric flow rate. 

Substituting Equation (5.9) in Equation (5.10) yields: 

∂

∂t
(Vbϕρoso) = ρoqo 

(5.18) 

Taking the partial derivative of Equation (5.11) gives the following expression: 

Vb [ρoso

∂ϕ

∂t
+ ϕρo

∂so

∂t
+ ϕso

∂ρo

∂t
] = ρoqo 

(5.12) 

Taking the constants (ϕρo) out of the brackets in Equation (5.12) yields: 
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Vbϕ [
so

ϕ

∂ϕ

∂t
+

∂so

∂t
+

so

ρo

∂ρo

∂t
] = qo 

(5.13) 

Following the same steps, the water mass equation will be given as follows: 

Vbϕ [
sw

ϕ

∂ϕ

∂t
+

∂sw

∂t
+

sw

ρw

∂ρw

∂t
] = qw 

(5.14) 

Adding Equations (5.13) and (5.14) leads to: 

Vbϕ [(so + sw)
1

ϕ

∂ϕ

∂t
+

∂

∂t
(so + sw) +

so

ρo

∂ρo

∂t
+

sw

ρw

∂ρw

∂t
] = qt 

(5.15) 

Using the chain rule, Equation (5.15) gives the following expression: 

Vbϕ [(so + sw)
1

ϕ

∂ϕ

∂Po
+

∂

∂t
(so + sw) +

so

ρo

∂ρo

∂Po
+

sw

ρw

∂ρw

∂Po
]

∂Po

∂t
= qt 

(5.16) 

Using the constitutive relationships, Equations (5.11) to (5.16) and Vb = hπre
2, the 

following equation is obtained: 

∂Po

∂t
=

qtscB

ϕcThπre
2
 

(5.17) 

Equation (5.17) represents the rate of pressure change with respect to time for the pseudo-

steady state flow. 

The continuity equations for oil and water phases are given by Lee and Wattenbarger 

(1996) – oil phase: 

1

r

∂

∂r
(r

ko

μoBo
 ρos

∂P

∂r
) =

∂

∂t
(ϕ

so

Bo
ρos) 

(5.18) 

Water phase: 



-117- 
 

1

r

∂

∂r
(r

kw

μwBw
 ρws

∂P

∂r
) =

∂

∂t
(ϕ

s𝑤

Bw
ρws) 

(5.19) 

where  r is the radius; ϕ refers to the porosity; P represents the pressure; μo and μw are the 

viscosities for oil and water; so and sw are the oil and water saturation, respectively; 

ρos and ρws symbolize the densities at standard conditions for the oil and water; and 

Bo and Bw stand for the formation volume factors for oil and water. 

For slightly compressible fluids, Equations (5.18) and (5.19) become – oil phase: 

1

r

∂

∂r
(r

ko

μoBo
 
∂P

∂r
) =

∂

∂t
(ϕ

so

Bo
) 

(5.20) 

Water phase: 

1

r

∂

∂r
(r

kw

μwBw
 
∂P

∂r
) =

∂

∂t
(ϕ

sw

Bw
) 

(5.21) 

Using the product rule on the left-hand side in Equations (5.20) and (5.21) leads to – oil 

phase: 

1

r
(

ko

μoBo
)

∂

∂r
(r 

∂P

∂r
) +

∂P

∂r

∂

∂r
(

ko

μoBo
) = ϕ

∂

∂t
(

so

Bo
) 

 

(5.22) 

Water phase: 

1

r
(

kw

μwBw
)

∂

∂r
(r 

∂P

∂r
) +

∂P

∂r

∂

∂r
(

kw

μwBw
) = ϕ

∂

∂t
(

sw

Bw
) 

(5.23) 

It is known that the formation volume factor and viscosity are a function of pressure, while 

the permeability is a function of oil and water saturation, not pressure. Using the chain rule 

in the second term of Equations (5.22) and (5.23) on the left side results in – oil phase: 
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(5.24) 

Water phase: 

 

(5.25) 

Assuming (
∂P

∂r
)

2

, [
∂P

∂r

∂so

∂r
], and [

∂P

∂r

∂sw

∂r
] are negligible, the oil Equation (5.24) and water 

Equation (5.25) become the following forms – oil phase: 

1

r

∂

∂r
(r 

∂P

∂r
) = ϕ

μoBo

ko

∂

∂t
(

so

Bo
) 

(5.26) 

Water phase: 

1

r

∂

∂r
(r 

∂P

∂r
) = ϕ

μwBw

kw

∂

∂t
(

sw

Bw
) 

(5.27) 

After using the chain rule and applying the partial derivative of the right-hand side of 

Equations (5.26) and (5.27), the following expressions are obtained: 

Oil phase: 

1

r

∂

∂r
(r 

∂P

∂r
) = ϕ

μoBo

ko
[

1

Bo

∂so

∂P

∂P

∂t
+ so

∂

∂P
(

1

Bo
)

∂P

∂t
] 

 

(5.28) 

Water phase: 

1

r

∂

∂r
(r 

∂P

∂r
) = ϕ

μwBw

kw
[

1

Bw

∂sw

∂P

∂P

∂t
+ sw

∂

∂P
(

1

Bw
)

∂P

∂t
] 

 

 

 

(5.29) 

[
1

r
(

ko

μoBo
)

∂

∂r
(r 

∂P

∂r
)] + [

∂P

∂r
(

1

μoBo
)

∂ko

∂so

∂so

∂r
] + [

∂P

∂r
(

1

μoBo
)

∂ko

∂sw

∂sw

∂r
] + [(

∂P

∂r
)

2

ko

∂

∂t
(

1

μoBo
)] = ϕ

∂

∂t
(

so

Bo
) 

[
1

r
(

kw

μw Bw
)

∂

∂r
(r 

∂P

∂r
)] + [

∂P

∂r
(

1

μw Bw
)

∂kw

∂so

∂so

∂r
] + [

∂P

∂r
(

1

μw Bw
)

∂kw

∂sw

∂sw

∂r
] + [(

∂P

∂r
)

2

kw

∂

∂t
(

1

μw Bw
)] = ϕ

∂

∂t
(

sw

Bw
) 
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It is also known that: 

∂

∂P
(

1

B
) = −

1

B2

∂B

∂P
 

(5.30) 

Combination and rearrangement of Equations (5.28) and (5.29) to (5.30) results in: 

Oil phase: 

1

r

∂

∂r
(r 

∂P

∂r
) = ϕ

μo

ko
[
∂so

∂P
−

so

Bo

∂Bo

∂P
]

∂P

∂t
 

 

(5.31) 

Water phase: 

1

r

∂

∂r
(r 

∂P

∂r
) = ϕ

μw

kw
[
∂sw

∂P
−

sw

Bw

∂Bw

∂P
]

∂P

∂t
 

(5.32) 

The fluid mobility is introduced as follows: 

λo =
ko

μo
 

(5.33) 

λw =
kw

μw
 

(5.34) 

The total compressibility for two-phase flow in porous media can be given by the following 

model of Lee and Wattenbarger (1996): 

ct = (
∂sw

∂P
−

sw

Bw

∂Bw

∂P
) (

λt

λo
) 

(5.35) 

Substituting Equation (5.35) in Equations (5.31) and (5.32) gives the following expressions 

– oil phase: 
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1

r

∂

∂r
(r 

∂P

∂r
) =

ϕct

λo

∂P

∂t
 

(5.36) 

Water phase: 

1

r

∂

∂r
(r 

∂P

∂r
) =

ϕct

λw

∂P

∂t
      or        

1

r

∂

∂r
(r 

∂P

∂r
) −

1

r

∂

∂r
(r 

∂Pc

∂r
) =

ϕct

λw

∂P

∂t
 

(5.37) 

Equation (5.36) describes fluid flow through porous media for slightly compressible fluids. 

Equation (5.37) includes the capillary pressure as a variable in the fluid flow. 

Substituting Equation (5.17) in Equation (5.36) leads to: 

1

r

∂

∂r
(r 

∂P

∂r
) =

1

λo

qscB

hπre
2
 

(5.38) 

Using the Darcy equation, Equation (5.38) turns to:  

d

dr
(

q

B
) = − (

2r

re
) qsc 

(5.39) 

Integration of Equation (5.39) gives the volumetric flow rate in the reservoir as shown 

below: 

(
q

B
) = C − (

r

re
)

2

qsc 
(5.40) 

where C is an integration constant. Using the volumetric flux and substituting Equation 

(5.40) in the Darcy equation, the pressure distribution in the reservoir is obtained as 

follows: 

∂P

∂r
= Bl

μl

kl
(

C − (
r
re

)
2

qsc

2πrh
 ) 

(5.41) 
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For a volumetric reservoir ∂P/ ∂r = 0 at r = re. Equation (5.41) gives one possible 

solution C = qsc. Equation (5.41) becomes: 

∂P

∂r
= Bl

μl

kl

qsc

2πh
(

1

r
−

r

re
2

) 
(5.42) 

Equation (5.42) represents the pressure distribution in the reservoir for a two-phase flow, 

which is similar to a single-phase flow except that kl is the effective liquid permeability; 

μl is the liquid viscosity; and Bl is the liquid formation volume factor. 

Flowing Well Pressure. For the fluid flow in a wellbore, a pseudo-steady state is assumed. 

Furthermore, a one-dimensional two-phase flow is assumed for the flow in the wellbore 

with a constant cross-sectional area. In addition, no heat exchange between oil and water 

(thermal equilibrium condition) is assumed.    

The mechanical energy equation (Equation (4.16)) can also be used for developing the 

flowing well pressure where there is a two-phase flow in a wellbore. The procedure is 

similar to the case of the single-phase flow. The main difference will be in the production 

rate, density, and formation volume factor.  

Equation (4.19) is changed to the following forms for two-phase flow in a wellbore – oil 

phase: 

dpo

dℓ
=

g
H
L

 +
fM

2D
 (

4qosc

πD2 )
2

Bo
2

Bo

ρosc
+ (

4qosc

πD2 )
2

Bo
dBo

dp

 

(5.43) 

  Water phase: 
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dpw

dℓ
=

g
H
L  +

fM

2D (
4qwsc

πD2 )
2

Bw
2

Bw

ρwsc
+ (

4qwsc

πD2 )
2

Bw
dBw

dp

 

(5.44) 

For both fluids flowing simultaneously, Equations (5.43) and (5.44) will become: 

dp

dℓ
=

g
H
L  +

fM

2D (
4qtsc

πD2 )
2

Bt
2

Bt

ρtsc
+ (

4qtsc

πD2 )
2

Bt
dBt

dp

 

(5.45) 

The total formation volume factor (Bt) is expressed as follows: 

Bt = Bo (5.46) 

As the water formation factor under most process conditions has a value of 1, and it is a 

weak function of pressure and temperature, it is assumed that the oil formation volume 

factor has the main influence. Hence, the total density is determined as follows: 

ρt = (1 − fw)ρo + fwρw  (5.47) 

where fw stands for the water volume fraction or quality as given below (Duruewuru, 

1985): 

fw =
qwater

qoil
 (5.48) 

5.3. Formulation of Entropy Production 

Reservoir System. Equation (4.24) for single-phase is also valid for each individual phase 

in the two-phase (oil – water) system; however, different parameters and conditions should 
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be considered. Thus, the total entropy production for both oil and water phases are given 

by the following equations: 

∂ST

∂t
]

total
=

∂ST

∂t
]

oil
+

∂ST

∂t
]

water
 

(5.49) 

 

 

∂ST

∂t
]

total
= 2πh [∫ |

ρoscfpβuo
2

ϕsorTBo
r dr|

oil

re

r𝑤

+ ∫ |
ρwscfpβuw

2

ϕ(1 − swc)TBw
r dr|

water

re

r𝑤

] 
(5.50) 

Flowing well System. Also, Equation (4.28) can be used to calculate the total entropy 

change with time for a flowing well as given below: 

∂ST

∂t
]

total
= ∫ |

ρscfM

2DTB
[
4qscB

πD2
]

3

dℓ|
oil

L

0

+ ∫ |
ρscfM

2DTB
[
4qscB

πD2
]

3

dℓ|
water

L

0

  
(5.51) 

Total Entropy Generation. The total entropy production rate for two-phase flow in the 

reservoir and wellbore systems over a time interval from the initial time to the final time 

in the pseudo-steady state is given by the following equation: 

ST =
πre

2h

qsc
∫ (

∂ST

∂t
]

well
+

∂ST

∂t
]

reservoir
)

P̅i

P̅f

ϕ(P̅)ct(P̅)

Bt(P̅)
dP̅ 

(5.52) 

Note that Bt(P̅), ct(P̅), and ϕ(P̅) are functions of the average pressure. Substituting 

Equations (5.50) and (5.51) into Equation (5.52), the following equation is obtained:  

ST =
πre

2h

qsc
∫ (

∂ST

∂t
]

well
(o+w)

+
∂ST

∂t
]

reservoir
(o+w)

)
P̅i

P̅f

ϕ(P̅)ct(P̅)

Bt(P̅)
dP̅ 

(5.53) 
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5.4. Solution Procedure 

A computer program was also developed to simulate and solve the flow of two-phase (oil-

water) equations in both the reservoir and wellbore simultaneously. Both models are 

nonlinear equations that can be solved by a numerical solution method. As it is assumed 

there is no change in temperature of the reservoir nor wellbore but only the spatial change, 

the finite-difference approximation or grid construction is not used as a solution method; 

but Euler’s method is used as the solution method. The solution of both models is obtained 

in terms of pressure and entropy.  

The equations derived in the previous section for two-phase flow in porous media and 

wellbore are not sufficient to fully describe the fluid flow behavior. Additional 

supplementary equations needed in this modelling phase are given below. The Original 

Hydrocarbon In Place (OHIP) is given by Dake (1998) as follows: 

N =
7758Ahϕ(1 − Swi)

Boi
   

(5.54) 

where N is the Original Hydrocarbon In Place; A is the reservoir area; h refers to the 

reservoir thickness; ϕ represents the porosity; Swi is the initial water saturation; and Boi 

denotes the initial oil formation volume factor. 

The capillary pressure as a function of saturation in field units is given by Aziz and Settari 

(2002):  

Pc = Pnw − Pw (5.55) 
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where Pc is the capillary pressure;  ρw stands for the density of water; ρo is the density of 

oil, and h introduces the height of the capillary rise.   

Effective water saturation is expressed as follows (Brooks and Corey, 1966): 

Sew = [
Sw − Swr

1 − Swr − Sor
]  

(5.56) 

where Sew is the effective water saturation; Swr is the residual water saturation; Sor refers 

to the residual oil saturation; and Sw symbolizes the water saturation at a different  Pc. 

The fractural oil and water flow are given by the following expression (Dake, 1998; Lee 

and Wattenbarger, 1996): 

fw = [
qw

qt
]   &  fo = [

qo

qt
] 

(5.57) 

where fw and fo represent the water and oil fractional flow, respectively; qw and qo 

introduce the water and oil production rate, respectively; and qt = qw + qo is the total 

production rate. 

The relative permeability equation as a function of saturation is given by the following 

expression (Brooks and Corey, 1966): 

krw = (swe)
(

2+3λ
λ

) 
   

(5.58) 

where krw is the water relative permeability, and λ characterizes the pore size distribution 

of the porous medium (values range from 0.2 – 5). Higher values of λ are used for highly 

homogeneous porous media for which the pore size distribution is narrow (Mahmoodi et 

al., 2020): 
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kro = (1 − swe)2 (1 − swe)
(

2+λ
λ

) 
   

(5.59) 

where kro denotes the oil relative permeability. 

The solution of the two-phase model is different than the single-phase model in many 

factors, such as relative permeability and pressure profiles. There is a difficulty of 

controlling each phase's production at the surface as the pseudo-steady state is required. It 

is well known that control can be done for the total production rate (oil and water) that 

reaches the surface. In this chapter, an assumption of the fractional flow of each phase was 

made based on past studies of Tillero and Mogollon (2020).  

In the absence of capillary pressure, both oil and water pressure will be the same at the 

bottom of the wellbore; however, the reservoir profiles will be slightly different according 

to Equation (5.42). An assumption of λ (which characterizes the pore size distribution of 

the porous medium) is made, followed by a calculation of relative permeability of each 

phase using Equations (5.58) and (5.59). The calculated relative permeabilities for both 

phases is used to determine the final pressure profiles of the reservoir from rw to re using 

Equation (5.42). The initial relative permeabilities are used to calculate the initial reservoir 

pressure profiles. Then the average pressure is calculated. The average reservoir pressure 

is then used to calculate the total entropy production for both phases using Equation (5.53).   

In the presence of the capillary pressure, a pressure of one phase is assumed, while the 

other phase is calculated using the capillary pressure equation. The next steps to calculate 

the total entropy production rate will be the same as the scenario of the capillary pressure’s 

absence.  
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A flow chart is shown in Figure 5.2. This indicates a step-by-step plan to determine the 

total entropy production and recovery factor for two-phase flow. 

 

 

Figure 5.2. Flowchart for the approach used in two-phase flow. 
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5.5. Limitations of Proposed Models  

Despite the effort towards developing models that describe the entropy production in both 

the reservoir and wellbore for both cases, single-phase and two-phase flow, there are still 

limitations that prevent these models from being applied in various scenarios. Due to the 

complexity of the fluid flow equations, some simplifying assumptions are made. 

Limitations of the proposed models, single-phase or two-phase, can be summarised as 

follows. The volumetric reservoir under pseudo-steady state conditions is the only reservoir 

type used in these models for entropy generation calculations. In addition, the proposed 

models are only applicable to isothermal conditions as the change of reservoir temperature 

is not considered.  

The heat transfer from the fluid to the surrounding environment is not considered while 

developing these models. The only considered energy conversion is the energy dissipated 

from fluid expansion and friction. The two-phase models are only applicable to oil-water 

systems, not oil-gas systems. The form of equations will differ from the proposed models 

in terms of total compressibility, diffusivity equation, and total density while dealing with 

oil-gas systems.  

The reservoir should be homogenous and isotropic. All physical properties of the fluid and 

rock are assumed uniform and do not vary in different directions. The gravitation effects 

in the reservoir are assumed negligible. In the Darcy equation, the gravity term is thus 

neglected. The models consider only the loss of the mechanical energy of the reservoir. 

There are no external sources of energy, such as thermal recovery, water flooding, or any 

form of enhanced oil recovery techniques. 
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5.6. Summary 

It is common in petroleum engineering to have a two fluids flow in a reservoir, either oil-

gas or oil-water. Therefore, for more realistic generalization, the single-phase models are 

extended to two-phase models in this chapter. Most of the previous studies are focused on 

the oil-gas system due to its common existence in reservoirs; however, the oil-water system 

is also common in undersaturated reservoirs. There is limited published work on this 

system, especially in the EGM field. For this reason, this chapter aims to fill this gap and 

enrich the literature on this topic.  

Significant changes were made in single-phase models to address two-phase flow in both 

the reservoir and wellbore. For pressure profiles, important quantities need to be 

introduced, such as saturation, relative permeabilities, and capillary pressure. The same 

assumptions that are made in single-phase models are valid in two-phase models as well. 

It is also important to highlight that hydrocarbon mixture properties are assumed to be 

constant, and the fractional flow of each phase is constant for the entire production time. 

The primary equations to develop the two-phase flow models are the continuity equation 

(conservation of mass), momentum balance equation, energy balance equation, and 

entropy balance equation (second law of thermodynamics). To ensure no gas phase in a 

reservoir or wellbore, the reservoir pressure, as well as BHP, are kept above the bubble 

point. It is important to note that the reservoir is under the influence of natural energy 

exchange mechanisms; no secondary or tertiary enhanced oil recovery technique is used.  
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The final pressure profiles for both reservoir and wellbore for two-phase flow models are 

similar to single-phase flow models except in the relative permeability, viscosity, and 

formation volume factor. Similarly for the total entropy production rate, except in two-

phase models, both phases are flowing simultaneously in the reservoir and wellbore.  

A computer program using MATLAB was developed to solve the two-phase models for 

both the reservoir and wellbore simultaneously. To validate the accuracy of the results, 

CMG simulation software is used and discussed for the two-phase flow models in the next 

chapter.    
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Chapter 6: Results and Discussion 

6.1. Introduction  

As discussed earlier, a comprehensive computer program using MATLAB was developed 

to solve the mathematical models for both single-phase and two-phase flow and to simulate 

the fluid flow problems. Computer Modelling Group (CMG) simulation software was also 

used to validate the results of the proposed models. It is mainly used in the validation of 

pressure profiles and the recovery factor in the reservoir. Both CMG-GEM and CM-IMEX 

were used to simulate the single-phase (dry gas) and two-phase (oil-water), respectively. 

To simulate the pesedo-steady state in CMG for both scenarios (single-phase and two-

phase), only the data that represent the time period with a constant production rate were 

considered for validation phase. Once the production rate decreases, a deviation is 

observed. This will be explained with more details in this chapter.   

This chapter contributes to existing knowledge of EGM applications in porous media by 

providing a comprehensive investigation of the three main hydrocarbon reservoir systems: 

reservoir, wellbore, and near-wellbore. Additionally, an economic analysis is conducted to 

validate the optimum production rate estimations. These two contributions bring us a step 

closer to have a more accurate, reliable, and comprehensive model for entropy generation 

in sub-surface and surface systems of single-phase and two-phase fluid flow reservoirs. 

Having comprehensive models that can be used to reduce the loss of reservoir energy and 

consequently obtain a high recovery factor is one of the research objectives. Furthermore, 
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filling research knowledge gaps in the petroleum industry is another motivation for 

conducting this research. 

A one-dimensional flow is assumed in the wellbore, while a radial flow is assumed in the 

reservoir. Mass, momentum, energy, and entropy balance equations are utilized to address 

the fluid flow behaviour and energy loss in wellbore and reservoir systems. Numerical 

methods are employed to solve the fluid flow and entropy equations. The models are solved 

by an existing numerical scheme programmed in the MATLAB environment with a new 

algorithm. For validation purposes, a commercial simulator, Computer Modeling Group 

(CMG), is employed. 

The main assumptions in this analysis are: (i) the reservoir is assumed to be volumetric, 

(ii) there is a radial flow in the reservoir, while one dimensional in the wellbore, (iii) the 

reservoir is isotropic and homogenous, (iv) the reservoir is under isothermal conditions, 

and (v) the fluid flow is under the influence of pseudo-steady state flow conditions. The 

models that are developed in this study are capable of handling single-phase flow (dry gas 

or oil) and two-phase flow (oil-water). The models in this study give a more rigorous 

formulation of the momentum equation for flow in porous media. Furthermore, a step-by-

step solution is provided for pseudo-steady state radial flow problems for single-phase and 

two-phase flow. In addition, the pressure distribution equation is derived from the energy 

balance equation for the wellbore system.  
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6.2. Single-Phase Models 

The models in this study for single-phase flow are based on a dry gas reservoir. However, 

they are also capable of handling dead oil reservoirs. In this study, the second law of 

thermodynamics addresses EGM in a porous system during fluid production.  Appropriate 

models based on thermodynamics fundamentals are used to investigate the EGM of three 

systems: a reservoir, a near-wellbore, and a wellbore.  

Numerical and analytical methods are used to predict the cumulative entropy production 

in a reservoir and obtain the optimum production rate. The proposed models are first 

developed in two systems only, reservoir and wellbore, to examine their accuracy and 

reliability compared to a previous study (Civan and Tiab, 1989). The models are then 

extended to include the third system, the near-wellbore or the damaged region.  

As shown in Figure 6.1, the skin affects the total entropy production rate as well as the 

recovery factor of the reservoir. For example, at a positive skin factor, the reservoir will be 

at its lowest recovery factor with less energy consumption. On the contrary, at a negative 

skin factor, a high recovery factor is obtained with a high energy loss. Additionally, at a 

positive skin factor, the entropy generation reaches its maximum value earlier compared to 

a negative skin. The distance between the start and endpoints of the entropy generation for 

the positive skin is shorter compared to the negative skin case. 
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Figure 6. 1. Recovery factor versus cumulative entropy production as a function of 

production rate and skin factor. 

 

6.2.1. Model Validation 

For validation purposes, the single-phase models are compared to previous results of other 

studies. To verify accuracy and precision, the data used in the comparison are the same as 

those reported in Civan and Tiab (1989). Table 6.1 shows the details of these data points 

in both SI and field units. 

Figure 6.2 compares the current models and previous models (Civan and Tiab, 1989). The 

research findings in Figures 6.2a to 6.2c are consistent with the results of the study 

conducted by Civan and Tiab (1989). According to Figure 6.2b, a large discrepancy is 

noticed due to unrealistic data/conditions in the study of Civan and Tiab (1989). It is found 
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that as the cumulative entropy production is increased, the recovery factor is reduced. 

Generally, all panels of Figure 6.2 show the same trend as Civan and Tiab (1989), while 

there is an inconsistency in numerical values between them due to using different solution 

methods. Table 6.2 lists the specifications of the current research model.   

As the reservoir pressure profile is an essential input variable for EGM calculations, CMG 

simulation software is used to validate the initial and final pressure profiles estimated with 

the proposed model. There is a good match between the CMG simulator results and the 

current model, based on Figure 6.3. It is worth mentioning that the profiles are obtained at 

a constant production rate. 

Table 6. 1. Data for dry gas well and reservoir systems 

Parameter  SI Unit Field Unit 

D 0.0508 m 2 in 

H 1524 m 5000 ft 

h 7.3152 m 24 ft 

L 2438.4 m 8000 ft 

k 5.0E-15 D 5 mD 

ϕ 0.15 0.15 

rw 0.0508 m 2 in 

re 908.304 m 2980 ft 

Swc 0.20 0.20 

Pi 2.7579E+7 Pa 4000 psia 

(Pwh)f 1.379E+7 Pa 2000 psia 

Pob 1.0E+10 Pa 1.45E+6 psi 
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Table 6. 2. Comparison between the current model and Civan and Tiab (1989). 

Approach  Current Model Civan and Tiab’s Model 

Well pressure profile Using corrected Equation 

(3.17) 

Different model Equation (21) in 

their paper 

Reservoir pressure 

profile 

Using the corrected 

Equation (3.9) 

Different model Equation (C7) in 

their paper 

Total compressibility  Function of pressure Independent of pressure 

Gas density  Varies with pressure Constant at various pressures 

Gas composition  C1 98%, C2 1.5%, and C3 

0.5% 

Unknown  
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(a) Positive Skin Factor Effect 

 

(b) Negative Skin Factor Effect 

Figure 6.2. Recovery factor versus cumulative entropy production based on the results 

of the current model and Civan and Tiab (1989) with / without of skin factors. 
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Figure 6. 3. Pressure versus radius based on the results of the current model and CMG. 

The CMG is used again as a validation tool for the recovery data obtained from the current 

models. Recovery factors at different Bottom Hole Pressures (BHP) calculated by the 

current models are compared with the data obtained from CMG at a constant production 

rate. The result of this comparison is shown in Figure 6.4. As the difference between the 

reservoir pressure and BHP is increased (lower BHP), an increase in the recovery factor is 

noticed. This observation is well known in the oil and gas industry during petroleum 

production. Figure 6.4 displays a good match between the current models and CMG results 

at high BHP. As the BHP decreases, the agreement will be less due to the incapability of 

CMG to maintain a constant production rate for the entire time. As shown in Figure 6.4, 

when the BHP reaches 3000 psi and lower, more deviation is noticed, resulting in a 

considerable discrepancy. 
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Figure 6. 4. Recovery factor versus BHP using the current model and CMG results at 

0.1 m3/s production rate. 
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the proposed model, as shown in Figure 6.5. Adding a new region around the wellbore, an 

increase in recovery factor is noticed, while there is no significant change in the cumulative 

entropy production (see Figure 6.5). The reason for no appreciable change in the 
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addition to the previous finding, the present research reveals that a substantial increase in 

the recovery factor occurs when increasing the production rate. 

In contrast, at lower production rates, an increase in the recovery factor is unnoticeable for 

both damaged and stimulation scenarios. It is clear that there will be no change in the 

recovery factor when there is no skin effect. Adding a new region around a wellbore allows 

the model to incorporate two permeability values: reservoir permeability and new region 

permeability. Therefore, the actual value of the new region's permeability will improve the 

accuracy of recovery factor calculations. The CMG is also employed to verify the actual 

value of a new region radius that corresponds to the skin factor. 

The results indicate that a substantial increase in the recovery factor occurs when increasing 

the production rate. In contrast, at lower production rates, an increase in the recovery factor 

is not noticeable for both damaged and stimulation scenarios. 
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(b) Negative Skin Factor Effect 

 

Figure 6. 5. Impact of recovery factor on total entropy production for one and two 

region cases. 

Adding a new region around a wellbore involves two values of permeabilities in the model, 

reservoir permeability and new region permeability. The actual value of the permeability 
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At a high production rate, a reservoir uses a considerable amount of energy, especially if 

the reservoir is volumetric to maintain a high production rate. This reason explains entropy 

production maximization while increasing the production rate. The reason for having less 

increase in entropy production at high production rates compared to low production rates 

is that at high production rates, the reservoir most likely reaches its maximum energy loss 

level. Hence, as the production rate increases, there will not be enough energy left to be 

lost. In other words, at a specific production rate, the reservoir reaches its maximum energy 

loss. This particular production rate is referred to as an optimum production rate. 

6.2.3. Sensitivity Analysis 

The effects of different parameters such as porosity, temperature, viscosity, BHP, and 

permeability on cumulative entropy production are investigated. The viscosity, porosity, 

and temperature do not have a significant effect on the cumulative entropy generation. 
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(b) Negative Skin Factor Effect 

 

Figure 6. 6. Effect of production rate on cumulative entropy production for one-region 

and two-region cases 

 

 

Figure 6. 7. Effects of viscosity on total entropy production at different production rates. 
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Results are shown in Figure 6.7 to Figure 6.9. The justification of these phenomena for 

gas viscosity and formation porosity is understandable as the change of gas viscosity is not 

considerable if it is a dry gas. Also, the porosity does not change appreciably as it is a 

function of average pressure. As it is clear that the direct change in porosity does not have 

a direct effect on permeability. However, the temperature influence on entropy can be 

justified based on the second law of thermodynamics; however, in a porous system filled 

with dry gas, the change in temperature is not important despite the slight change in entropy 

generation minimization.  

On the other hand, BHP and permeability exhibit a noticeable impact on the cumulative 

entropy production (see Figure 6.10 and Figure 6.11). Figure 6.10 illustrates that at the 

same production rate, there is a slight change in the total entropy production with BHP. To 

justify this finding, when the BHP increases, a decrease in pressure drop occurs, leading to 

less total entropy production. In addition, at a high BHP, the energy loss in the reservoir 

will be lower compared to a low BHP; therefore, the entropy production is less at a high 

BHP.  

Figure 6.11 displays an increase in the total entropy production with increasing 

permeability at different production rates. The increase in the total entropy production is 

significant at low permeability values (within the range of 1E-15 m2 and 1E-13 m2), 

compared to high permeability values. These results are consistent with the preliminary 

results, implying that in the stimulated region (high permeability), the entropy production 

is high, while in the damaged region (low permeability), the entropy production is low. 
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When the permeability increases, the production rate increases as well and consequently, 

the entropy generation increases as described in Figure 6.11. 

 

Figure 6. 8. Effects of porosity on total entropy production at different production 

rates. 
 

 

Figure 6. 9. Effects of temperature on total entropy production at different production 

rates. 
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Figure 6. 10. Effects of BHP on total entropy production at different production rates 

 

 

Figure 6. 11. Influence of permeability on total entropy production at different 

production rates. 
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6.3. Production Optimization Using Entropy Generation 

To obtain the optimal production rate, the normalized cumulative entropy production is 

calculated from Equation (4.29). There is an optimal production rate that leads to a 

reasonable loss of reservoir energy availability but keeps the recovery factor at a high level. 

The entropy production is a function of the production rate and, consequently, the recovery 

factor. Figure 6.12 illustrates the effect of the production rate on both the recovery factor 

and entropy production. The Coefficient Of Performance (COP) is estimated by Equation 

(4.31) to obtain the maximum value, which corresponds to a specific production rate. This 

production rate is the optimal rate that should be obtained for the entire production duration 

to have less energy loss. This result is aligned with a study conducted by Khan et al. (2016) 

in which they concluded that by decreasing the system duty, the energy-savings of that 

system is increased. In the absence of skin effects, it is found that the optimal production 

rate is 1.26 m3/s (3.843 MMScf/D), within the range of the production rates in this study, 

as shown in Figure 6.13.  

According to Equation (4.31), as the maximum entropy production varies, a substantial 

change will occur in the normalized entropy production, causing a variation in the optimal 

production rate, as indicated in Figures 6.13 and 6.14. 

The COP is compared with the model results for the Net Present Value (NPV). The total 

operational costs corresponding to production, total profits, and NPV are calculated using 

Equations (4.32), (4.33), and (4.34), respectively. 
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Figure 6. 12. Cumulative entropy (normalized) and recovery factor versus production 

rate. 

 

Figure 6. 13. Maximum coefficient of performance and optimum production rate based 

on recovery factor and entropy production data. 
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The production rates range from 1.98 to 686.31 MMbbl/year (0.01 to 3.46 m3/s) and are 

evaluated in this study. The NPV, along with the COP, results against the production rate 

are shown in Figure 6.14. According to Figure 6.14, the optimal production rate from the 

COP is close to the value obtained from an NPV consideration. 

As only two parameters (BHP and permeability) from among the five studied in this 

research show a considerable contribution to the total entropy production, the effect of 

these two parameters on the optimal production rate is investigated (see Figure 6.15 and 

Figure 6.16). The importance of permeability and BHP in the optimal production rate is 

further highlighted in Figure 6.15 and Figure 6.16.  For example, a reservoir with a higher 

permeability can achieve a higher optimum production rate compared to a less permeable 

reservoir. In addition, the BHP needs to be kept as low as possible to attain a high optimum 

production rate. 

 

Figure 6. 14. Coefficient of performance and net present value as a function of 

production rate 
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Figure 6. 15. Effect of BHP on the optimum production rate. 
 

 

Figure 6. 16. Effect of permeability on the optimum production rate. 
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6.4. Two-Phase Models 

The single-phase dry gas models are extended to two-phase oil-water fluid flow models. 

Significant changes in the mathematical equations are made to obtain the reservoir pressure 

profiles for both fluids, oil and water. It was found that the two-phase reservoir pressure 

profile is similar to that for a single-phase except in the total compressibility, viscosity, and 

permeability models. The same assumptions for single-phase are applied in the two-phase 

flow models. 

To maintain the production rate constant for both fluids, oil and water, the fractional flow 

of water is assumed to be fixed for the entire period of time. The reservoir pressure, as well 

as BHP, are kept above the bubble point to prevent gas production; in this case, only two 

fluids are flowing in the reservoir and wellbore. It is important to note that the reservoir is 

under the influence of natural energy mechanisms; no secondary or tertiary enhanced oil 

recovery technique is used.  

The results of two-phase models follow the same trend as observed based on the single-

phase models. The two-phase models show that as the recovery factor increases, the total 

entropy production decreases at low production rates. The skin factor effect is significant 

in the recovery factor, while slight changes happen in total entropy generation. For 

validation purposes, the models are tested using real reservoir data, and the outcomes are 

compared to the results of the CMG. As the entropy production cannot be measured or 

estimated using CMG, the recovery factor and production rate data are used while 

comparing the two-phase models and CMG. Good agreement is noticed in the production 
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rate versus time, while there is an excellent match between the recovery factors at constant 

BHP as shown in Figures 6.17 and 6.18.  

Table 6.3 summarizes the formation and fluid property data, while Table 6.4 lists the 

saturation data. 

Table 6. 3. Data for two-phase flow (oil-water system) 

Parameter  Symbol Value Unit 

Reservoir radius 𝑟𝑒 2050  ft 

Wellbore radius  𝑟𝑤 0.25  ft 

Wellbore depth ℎ 1000  ft 

Pore compressibility 𝐶𝑟 0.000004  psi−1 

Water compressibility 𝐶𝑤 0.000003  psi−1 

Oil compressibility 𝐶𝑜 0.00001  psi−1 

Oil density 𝜌𝑜 45  lbm/ft3 

Water density 𝜌𝑤 63.02  lbm/ft3 

Initial reservoir pressure  𝑃𝑖 4000  psi 

Capillary pressure at water/oil contact 𝑃𝑐 0  psi 

Bubble point pressure  𝑃𝑏 1000  psi 

Absolute permeability  𝑘 265  mD 

Porosity  𝜙 0.13  

Reservoir temperature  𝑇 180  F 

Initial water formation factor 𝐵𝑤𝑖 1.003875  bbl/STB 

Initial oil formation factor 𝐵𝑜𝑖 1.103875  bbl/STB 

Water viscosity  𝜇𝑤 0.9975 cp 

Oil viscosity 𝜇𝑜 0.96  cp 
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Table 6. 4. Saturation data 

Sw krw kro 
Pcow 

(psia) 

0.22 0 1 7 

0.3 0.07 0.4 4 

0.4 0.15 0.125 3 

0.5 0.24 0.0649 2.5 

0.6 0.33 0.0048 2 

0.8 0.65 0 1 

0.9 0.83 0 0.5 

1 1 0 0 

6.4.1. Model Validation 

For the validation of two-phase flow model’s results, CMG-IMEX was used.  As CMG-

IMEX models primary and secondary oil recovery processes in the conventional and 

unconventional reservoirs, it can be used to validate the production rate values from the 

experimental data that will be used later in the developed models. Additionally, the CMG-

IMEX was used to validate the recovery factor values obtained from the developed models.  

To validate the accuracy of the results, CMG simulation software is used. Figure 6.17 

shows good agreement between the real data and predictions obtained from CMG; the same 

trend is also noticed for both predictions and real data. An excellent match is achieved 

between the results of the proposed models and CMG based on Figure 6.18, showing the 

recovery factor versus time at a constant BHP. 
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Figure 6. 18. Recovery factor versus time based on the results of the current model and 

CMG at constant BHP. 

 

 

 

Figure 6. 17. Oil production rate versus time based on the results of the field data and 

CMG in the absence of skin factor. 
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6.4.2. Models Results 

The results from the models are divided into two scenarios: in the absence and presence of 

capillary pressure. The results of oil and water phase are display in Figures 6.19 and 6.20. 

To satisfy the assumption of a constant production rate in pseudo-steady state flow 

conditions for two-phase flow, the fractional flow for oil and water is assumed to be 

constant for the entire production time. 

The total entropy production increases as the production rate increases for both oil and 

water despite the skin effect, as shown in Figure 6.19 and Figure 6.20 for oil and water, 

respectively. Figure 6.19 and Figure 6.20 are obtained at Pc = 0. The general trend of total 

entropy production versus recovery factor for two-phase flow is similar to that of the 

 

(a) Oil Fractional Flow (𝐟𝐨) = 0.9 
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(b) Oil Fractional Flow (𝐟𝐨) = 0.7 

 

(c) Oil Fractional Flow (𝐟𝐨) = 0.5 

Figure 6. 19. Recovery factor versus cumulative entropy production based on the 

results of different oil fractional flow at Pc = 0. 
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single-phase flow. The skin factor does not affect the total entropy production significantly. 

However, it influences the recovery factor. This effect is more pronounced in oil, as shown 

in Figure 6.19.  The skin has no considerable impact on total entropy due to high oil 

viscosity as well as the low values of effective permeabilities for both oil and water phases.  

In the water phase, the effect is not appreciable in both entropy production and recovery 

factor (See Figure 6.20).  

 

(a) Water Fractional (𝐟𝐰) Flow = 0.1 
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(b) Water Fractional (𝐟𝐰) Flow = 0.3 

 

(c) Water Fractional (𝐟𝐰) Flow = 0.5 

Figure 6. 20.  Recovery factor versus cumulative entropy production based on the 

results of different water fraction flow at Pc = 0. 
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Furthermore, the recovery factor and total entropy production for a water change slightly 

with an increasing water fractional flow, as depicted in Figure 6.20. This might occur due 

to the low water production rate (low water fraction) and the low value of water relative 

permeability, compared to the oil phase. 

As the reservoir is under a natural energy mechanism, and no Enhanced Oil Recovery 

(EOR) technique is used, the recovery factors for both oil and water are relatively low. The 

BHP is kept equal or above the bubble point pressure, 1000 psi, to avoid any gas production 

at the surface. 

Different fractional flows for both oil and water at the same skin effect are obtained, as 

depicted in Figure 6.21 and Figure 6.22.  As the oil fractional flow increases at the same 

skin effect, both the recovery factor and the total entropy production increase (Figure 

6.21). However, if  production rate decrease, the production time of the reservoir increases, 

which is not always favorable due to high money investment for less production. For the 

water phase, the opposite behaviour is observed. Both the recovery factor and total entropy 

production decrease when the water fractional flow increases, as shown in Figure 6.22. 

The production time decreases as water production increases. 

At a zero skin effect and capillary pressure (Pc = 0), when a high oil production rate and 

low water production rate are experienced, the total entropy production is higher in water 

than in oil, as depicted in Figure 6.23. 
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(a) No Skin Factor Effect 

 

(b) Negative Skin Factor Effect 
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(c) Positive Skin Factor Effect 

 

Figure 6. 21.  Recovery factor versus cumulative entropy production based on 

different values of oil fractional flow for the same skin factor at Pc = 0. 

This phenomenon occurs due to the low water production rate. It is worth mentioning that 

the water production time is significantly higher than oil production time in this case. On 

the other hand, when the production rates of water and oil are the same, the total entropy 

production is almost similar, as shown in Figure 6.24. 
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(a) No Skin Factor Effect 

 

(b) Negative Skin Factor Effect 
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(c) Positive Skin Factor Effect 

Figure 6. 22. Recovery factor versus cumulative entropy production based on different 

values of water fractional flow for the same skin factor at Pc = 0. 

 

 
Figure 6. 23. Comparison between fo = 0.9 and  fw = 0.1 at the same no skin effect 

when Pc = 0 
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Figure 6. 24. Comparison between fo = 0.5 and  fw = 0.5 at the no skin effect when 

Pc = 0. 

The results of the models also reveal that the capillary pressure has a significant impact on 

both the oil and water recovery factor and total entropy production. Figure 6.25 displays 

an example of the effect of capillary pressure on the recovery factor and total entropy 

production when f𝑤 = 0.1. It can be observed that the change in recovery factor (from 

2.5% to 5.5%) is more significant compared to the change in the total entropy production 

(from 4.7E12 J/s to 1.0E13 J/s). The capillary pressure will affect the reservoir pressure 

profiles, leading to variations in both recovery factor and total entropy production. 
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(a) No Skin Factor Effect 

 

(b) Negative Skin Factor Effect 
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(c) Positive Skin Factor Effect 

Figure 6. 25. Effects of capillary pressure on water production Recovery Factor at the 

same skin effect. 

At the same skin effect, the oil production time required to have a higher recovery factor 

increases as the oil production rate decreases, as shown in Figure 6.26. However, at the 

same oil flow rate and different skin effects, the oil production time for the positive skin 

scenario is less than that for both negative and zero skin cases. Figure 6.26 also depicts 

that there is not much difference at the same production rate for the negative and zero skin 

effects.  
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(a) Oil Fractional (𝐟𝐨) Flow =0.9  

 

(b) Oil Fractional (𝐟𝐨) Flow =0.7 
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(c) Oil Fractional (𝐟𝐨) Flow =0.5 

Figure 6. 26. Recovery Factor versus time based on the same value of fo for different 

values of skin factor at Pc = 0 psi. 

The capillary pressure has a strong influence on the reservoir production life. For example, 

at a water fractional flow of 0.5, the recovery factor is much higher when the capillary 

pressure is considered compared to assuming no capillary pressure effect. However, the 

time needed to achieve this result is much higher in the case of capillary pressure, as can 

be seen in Figure 6.27. 
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Figure 6. 27. Effect of capillary pressure on recovery factor versus time based on the 

same value of fw and the same effect of skin factor.  
 

6.4.3. Sensitivity Analysis 

Effect of Viscosity. Most, if not all, of the methods to investigate the effect of temperature 

on oil viscosity are empirical, such as Beal's correlation, Beggs-Robinson's correlation, and 

Glaso's correlation (Ahmed, 2016). Sutton and Farshad (1990) concluded that Glaso's 

correlation gives better accuracy than Beals's and Beggs-Robinson's correlations. Thus, 

Glaso's correlation is used in this study to explore the temperature effect on viscosity (μod) 

and the American Petroleum Institute (API) gravity, as given below: 
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μod = [3.141(1010)](T − 460)−3.444[log(API)]A (6.1) 

The temperature is in R (Rankine), and the coefficient A is expressed as follows: 

A = 10.313[log(T − 460)] − 36.447 (6.2) 

The effect of reservoir temperature is investigated over a wide range, from 120oF to 

200oF. It is well known that viscosity is a function of temperature and density. Therefore, 

any temperature change will considerably affect viscosity. In this research, it was found 

that as the temperature increases, the recovery factor increases and the entropy production 

is also increased. From Figure 6.28, the recovery factor versus entropy production in a 

semi-log scale for different viscosity is plotted. Figure 6.29 shows a semi-log scale for 

entropy production versus viscosity. At low production rates, there is no appreciable 

change in entropy production when the viscosity changes. Simultaneously, at higher 

production rates, there is a noticeable decrease in entropy production as viscosity increases. 

In addition, Figure 6.30 displays the same results on a standard scale for beter clarity. 

Observing more changes in high production rate compard to low production rate is due to 

the higher entropy production when high production rate occurs. The effect of viscosity on 

the recovery factor at a constant production rate is also investigated. It is concluded that as 

the viscosity increases, the recovery factor decreases at a constant production rate based on 

Figure 6.31. This increase is more noticeable at high production rates compared to low 

production rates. 
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Figure 6. 28. Effect of viscosity on entropy production and recovery factor as a 

function of production rates. 
 

 

 

Figure 6. 29. Entropy production versus viscoity at a constant flow rate on a semi-log 

scale. 
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Figure 6. 30. Entropy production versus temperature at a constant flow rate on a non-

log scale. 
 

 

 

Figure 6. 31. Recovery factor versus temperature at a constant flow rate. 
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Effect of API. As indicated before, the API gravity is also affected by temperature. In this 

study, the effect of temperature on API is discussed. A broad range of API values (20 – 60) 

is examined in this research. As depicted in Figure 6.32, as the API increases, both 

recovery factors and entropy production increase. The effect of API on recovery factor and 

entropy production is more noticeable than the effect of viscosity. For example, at 200oF, 

the recovery factor in the case of viscosity is 2.25%, and entropy production is 2.19E11 J/s 

compared to 3.62% and 3.3E11 J/s for API. Entropy production versus API at constant 

production rates is demonstrated in Figure 6.33.  

 

Figure 6. 32. Effect of API on entropy production and recovery factor as a function of 

production rate. 
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Figure 6. 33. Entropy production versus API as a constant flow rate on a semi-log 

scale. 

It is observed that as the API increases, there is an increase in entropy production, 

especially at high production rates. A crude oil's density is an important measure of its 

overall quality. This is because lighter oils are generally easier to produce and refine than 

heavy oils, and therefore tend to have higher enery loss. Figure 6.34 shows the same results 

but on a non-log scale. The effect of production rate and API on the recovery factor is also 

investigated as a function of different production rates. The results are shown in Figure 

6.35 below. 
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Figure 6. 34. Entropy production versus API as a constant flow rate on a standard 

scale. 

According to Figure 6.35, the recovery factor increases as the API increases. This increase 

is more pronounced at higher production rates. It is found that both viscosity and API affect 

the total entropy production and recovery factor. However, the influence of viscosity on 

entropy production is the opposite of the impact of API on total entropy production. This 

is in agreement with the literature.  When the viscosity increases, the oil will be heavier. 

On the other hand, when the density increases, the oil becomes lighter, resulting in higher 

production rate. 
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Figure 6. 35. Recovery factor versus API at a constant production rate. 

Effect of Wettability/Relative Permeability. The effect of wettability on the fluid location 

and distribution in porous media is well known, which leads to the belief that the effect of 

wettability on relative permeability is essential. The data used in this study to investigate 

the effect of wettability on relative permeability (Anderson, 1987) is reported in Table 6.5. 

It is worth mentioning that the reservoir is water-wet oil reservoir. 

Table 6. 5. Oil saturation as a function of contact angle  

Effective Oil Permeability (mD) Contact Angle (degrees) 

561 0 (water-wet) 

472 47 

459 90 

380 138 

357 180 (oil-wet) 



-177- 
 

Wettability is a tendency of fluid to stick to the surface of formation when other types of 

fluid are present. Wettability of rock is measured by a core analysis in a laboratory and 

typically a laboratory measure contact angle between the fluid and the rock. Rock 

wettability is one of the factors whose effect on entropy production is also analyzed.  As 

the relative permeability and capillary pressure are affected by rock wettability, both 

variables are studied.  It was reported in past literature that as the water contact angle 

increases, the effective oil permeability decreases (Anderson, 1986b). It was found that the 

effect of wettability in terms of relative permeability is apparent, as indicated in Figure 

6.36. At 100% water-wet, both the recovery factor and entropy production are at their 

maximum values, which is in agreement with past literature. 

On the other hand, when the rock is 100% oil-wet, the recovery factor and entropy are at 

their minimum. Both cases, fully water-wet and fully oil-wet, are examined under different 

flow rates. At a constant flow rate, the wettability effect on entropy production is 

investigated. It was found that as the contact angle increases, the entropy production 

decreases only for higher production rates based on Figure 6.37, showing entropy 

production versus effective permeability on a semi-log scale. Figure 6.38 also 

demonstrates the entropy production versus the effective permeability on a linear scale. At 

a constant flow rate, it was found that as the effective permeability increases, the recovery 

factor increases. This phenomenon is clearly observable at a higher production rate, as 

indicated in Figure 6.39.  
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Figure 6. 36. Effect of effective permeability as a function of relative permeability on 

entropy production and recovery factor. 
 

 

Figure 6. 37. Entropy versus effective permeability at a constant flow rate on a semi-

log scale. 
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Figure 6. 38. Entropy versus wettability at a constant flow rate on a non-log scale. 

 

Figure 6. 39. Recovery factor versus contact angle at a constant production rate. 

 



-180- 
 

Effect of Wettability and Capillary Pressure.  The capillary pressure is dependent on the 

interfacial tension, pore size, and wetting angle. Capillary pressure is the most fundamental 

rock/fluid property in multiphase flow, just as porosity and permeability are for single 

phase flow in oil and gas reservoirs. Capillary pressure curves directly determine the 

irreducible water saturation, residual oil saturation, and rock wettability and can be used to 

determine water oil contact point and approximate oil recovery. Wettability, pore structure, 

initial saturation, and saturation history are the most important factors that affect the 

capillary pressure and relative permeability (Anderson, 1987a). No direct or simple 

relationship correlates capillary pressure and wettability. However, cores with reservoir 

wettability give the most accurate measurements for capillary pressure and wettability.   

Capillary pressure strongly influences the model, as discussed earlier, when two cases are 

studied: with and without the capillary pressure. However, the capillary pressure shows no 

significant change with a change of the contact angle from 0 to 90o in this study. The impact 

of contact angle variations is significant in relative permeability rather than capillary 

pressure (Anderson, 1987a). As the influence of relative permeability on the entropy 

production and recovery factor is studied, they are also tested against wettability as a 

function of capillary pressure (see Figures 6.40 to 6.43). It worth noting that there is a 

slight reduction in recovery factor upon an increase in the contact angle based on Figure 

6.43. 
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Figure 6. 40. Effect of wettability as a function of capillary pressure on entropy 

production and recovery factor 

 

Figure 6. 41. Entropy versus wettability at a constant flow rate on a semi-log scale. 
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Figure 6. 42. Entropy versus wettability at a constant flow rate on a non-log scale. 

 

 

Figure 6. 43. Recovery factor versus contact angle at a constant production rate. 
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6.5. Summary 

This chapter showed the benefits of Entropy Generation Minimization (EGM) as a useful 

design tool for achieving a higher recovery factor.  The second law of thermodynamics was 

applied with the EGM in a wellbore and porous system during fluid production. The models 

were used to investigate the EGM of three systems: a reservoir, a near-wellbore, and a 

wellbore. 

The results showed how EGM can be used as an effective design tool for investigating 

reservoir energy loss at the various process and thermodynamic conditions, which may 

lead to a higher hydrocarbon recovery factor. General mathematical models that describe 

the fluid flow in both porous media and wellbores are developed. Mass, momentum, energy 

and entropy equations are the main governing equations that are used in developing the 

fluid flow models. The effect of the near-wellbore zone on entropy generation and the 

recovery factor is included mathematically in the single-phase models.  

The results of this research show how the production rate affects the cumulative entropy 

production and the recovery factor in a reservoir. At the same production rate, the entropy 

generation reaches a maximum in a shorter time when the skin factor is positive, while it 

reaches a maximum in a longer time when the skin factor is negative. Moreover, adding 

the skin factor of a new region (damaged or stimulated) around a wellbore to the 

mathematical models enhances the recovery factor. 

For single-phase flow models. An optimum production rate is estimated to decrease 

dissipative energy losses, resulting in an optimum recovery factor. In the absence of a skin 
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effect, it is found that the optimum production rate is 1.26 m3/s (3.843 MMScf/D). At this 

production rate, the recovery factor is 51.54%, while the cumulative entropy production is 

1.05E+20 J/K. 

To design an optimum production system in a reservoir, all properties and variables that 

have a significant effect on total entropy production are identified and considered. In this 

study, only three main variables - production rate, recovery factor, and entropy production 

for each system - are considered. To generalize the optimal conditions for various scales, 

the normalization approach is employed to obtain dimensionless numbers by combining 

the variables. It is evident that the production rate has an essential role in entropy 

production minimization of hydrocarbon reservoirs. 

The single-phase models are extended to incorporate the wellbore condition effect. The 

results from the three-system models are compared to those for two-system models. Adding 

a new region around the wellbore increases the recovery factor, while there is no significant 

change in the cumulative entropy production.  The reason for no significant change in 

cumulative entropy production is because adding a near wellbore system does not affect 

the average reservoir pressure, which has a considerable effect on entropy. The present 

results also show that a substantial increase in the recovery factor occurs with increasing 

the production rate, while at lower production rates, an increase in the recovery factor is 

not significant in both damaged and stimulated scenarios. This could occur because adding 

a new region around a wellbore allows the model to incorporate two permeability values: 

reservoir permeability and new region permeability. Therefore, the actual value of the new 

region's permeability will improve the accuracy of recovery factor calculations. There will 
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be no changes in the recovery factor when there is no skin effect. The CMG is also 

employed to verify the actual value of a new region radius that corresponds to the skin 

factor.   

The effects of different parameters such as porosity, temperature, viscosity, BHP, and 

permeability on cumulative entropy production are investigated. It was found that 

viscosity, porosity, and temperature have no considerable influence on cumulative entropy 

production. However, BHP and permeability exhibit a noticeable impact on cumulative 

entropy production. It is concluded that at a constant production rate, there is a slight 

change in the total entropy production with BHP. A possible explanation is that when the 

BHP increases, a decrease in pressure drop occurs, leading to lower total entropy 

production. Additionally, at a high BHP, the dissipative energy loss in the reservoir will be 

lower compared to a low BHP. 

Furthermore, an increase in the total entropy production with increasing permeability at 

different production rates was observed. The increase in the total entropy production is 

significant at low permeability (within the range of 1E-15 m2 and 1E-13 m2), compared to 

high permeability values. These results are consistent with the preliminary results, 

implying that at the stimulated region (high permeability), the entropy production is high, 

while at the damaged region (low permeability), the entropy production is low. When the 

permeability increases, the production rate increases as well and consequently, the entropy 

generation increases.  
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The wellbore models for single-phase flow that were developed are capable of being used 

in new wells, exploration wells, or wells that have been shut down to determine the 

potential of the well flow. Past models of Civan and Tiab (1989) have been modified and 

extended in this study so that they apply to three-system hydrocarbon reservoirs. 

Furthermore, this study employed newly developed algorithm for solving the modified 

flow conditions and two-phase conditions. 

Two-phase flow models. The skin effect has more influence in the curve’s trend of recovery 

factor versus total entropy production of the oil phase compared to the water phase. This 

behavior might be due to the lower water production rate (low water fraction) and the low 

value of water relative permeability, compared to the oil phase. At the same skin factor 

effect, as the oil production rate decreases, the recovery factor and total entropy production 

increase. However, the reservoir production lifetime increases with a decrease in the 

production rate. On the contrary, the recovery factor and total entropy production decrease 

as the water production rate increases.  

The effect of capillary pressure is important in two-phase flow models. However, the 

change of capillary pressure value does not have a significant impact on the two-phase flow 

results. The strong impact of the existence of capillary pressure on the model is due to the 

change of BHP; when the capillary pressure is assumed to be zero, the BHPs for the oil 

and water are presumed equal. In the absence of capillary pressure, the only scenario that 

the total entropy production is the same for oil and water is when the fractional flow of 



-187- 
 

water is 0.5. At f𝑤 = 0.1 and Pc ≠ 0, the change in the recovery factor is more noticeable 

compared to a change in the total entropy production. 

The effect of temperature and rock wettability is investigated in the models. The viscosity 

and API are both functions of temperature, while the relative permeability and capillary 

pressure are a function of rock wettability. Therefore, viscosity, API, relative permeability, 

and the capillary factor as a function of wettability are investigated and analyzed in this 

study. As the temperature increases, the total entropy production increases as well at high 

production rates. This occurs because when the temperature increases, the viscosity 

decreases, leading to a reduction in the recovery factor and consequently an increase in the 

total entropy production. Various API and viscosity values are used in this study to 

investigate the impact of temperature on the two-phase model results.  

As the water contact angle increases, the oil effective permeability increases. At 100% 

water saturation, both the recovery factor and entropy production are at their maximum. 

On the other hand, when the rock is fully oil-wet, the recovery factor and entropy 

production are at their minimum. Both cases, fully water-wet and fully oil-wet, are 

investigated under different flow rates. It was found that as the contact angle increases, the 

entropy production decreases, especially for higher production rates. In this study, it is 

concluded that the impact of contact angle change is significant in relative permeability 

rather than in the capillary pressure. No appreciable change in either recovery factor, or 

total entropy production, is observed when a range of capillary pressure is tested in the 

two-phase models.  
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Chapter 7: Conclusions and Recommendations 

7.1. Conclusions 

In the modeling, a one-dimensional flow was assumed in the wellbore, while a radial flow 

was assumed in the reservoir. Mass, momentum, energy, and entropy balance equations, 

particularly with Entropy Generation Minimization (EGM), were used to address the fluid 

flow behavior and energy loss in wellbore and reservoir systems. Numerical methods were 

used in solving the fluid flow and entropy equations. The models were solved by a new 

numerical scheme programmed in the MATLAB environment with a new algorithm. For 

validation purposes, a commercial simulator, Computer Modeling Group (CMG), verified 

the predicted results. 

This study contributes to existing knowledge of EGM applications in porous media for 

both academic and industrial purposes by providing a comprehensive entropy investigation 

of the three main sections of hydrocarbon reservoir system: reservoir, wellbore, and near-

wellbore. The model was modified to explicitly near wellbore to account for skin effect 

explicitly on entropy generation.  At a constant production rate, a positive skin factor 

causes a reservoir to consume mechanical energy faster than for the case with a negative 

skin factor. In addition, the purpose of considering the new near well region is to capture 

the effect of damage or stimulation on the area around the wellbore.  

Single-phase models were used to study the effects of different parameters on entropy 

generation. It was observed that the Bottom Hole Pressure (BHP) and permeability have 

the most influence on entropy generation. The influence of relative permeability, viscosity, 
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API, and capillary pressure on total entropy production rate were investigated in two-phase 

flow models. It was found that capillary pressure changes had no effect on the total entropy 

rate, while the decrease or increase of total entropy production on the other parameters was 

more noticeable. The general trend of total entropy production versus recovery factor for 

two-phase flow is similar to single-phase flow. The total entropy production increases as 

the production rate increases for both oil and water phases despite the skin effect. As the 

reservoir is under the natural energy mechanism and no Enhanced Oil Recovery (EOR) 

technique is used, the recovery factor for both oil and water are relatively low, less than 

5%. The BHP is kept equal to or above the bubble point pressure, 1000 psi, to avoid any 

gas production at the surface. 

For the water phase, both the recovery factor and total entropy production change slightly 

with increasing water fraction flow. This might have occurred due to the low water 

production rate (low water fraction) and the low magnitude of water relative permeability 

compared to the oil phase. 

Capillary pressure has moderate influence on the production rate. In the single phase model 

a 2.5% increase in the water recovery factor was observed compared to the “no capillary 

pressure” case when the capillary pressure is considered. However, the change of capillary 

pressure value does not have a significant impact on the two-phase flow model results.  

Pressure profiles and recovery factor outcomes of the proposed models are validated with 

CMG in terms of accuracy and consistency. However, CMG does not have the feature to 

confirm the EGM calculations. 
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These contributions bring the state of knowledge closer to a more accurate, reliable, and 

comprehensive model for entropy generation in sub-surface and surface systems of single-

phase and two-phase flow reservoirs. Having comprehensive models that can be used to 

reduce the loss of reservoir mechanical energy and consequently achieve a higher recovery 

factor is one of the research motivations. A new performance index based on entropy 

generation called COP was developed which can be used to optimize the production rate. 

Additionally, an economic analysis was used to validate the optimum production rate 

estimations. Furthermore, enriching/ filling the research knowledge gaps is another strong 

motivation for conducting this research. 

7.2. Recommendations 

Despite considerable efforts to develop comprehensive models that can predict the energy 

losses in porous media and wellbores, there are still some areas that could not be explored 

fully.  As the fluid flow equations are complex, simplified assumptions were made, which 

may limit the applicability of the proposed models. Therefore, the following 

recommendations are made for more accurate models and widespread application of EGM 

as a design tool for hydrocarbon reservoir. 

A one-dimensional flow under isothermal conditions was the main assumption of 

developing the proposed models in this study. Naturally, fluid flow is three-dimensional, 

which means the flow parameters, such as velocity and pressure, vary in all three 

coordinate directions. Therefore, extending the model to two or three dimensions, as well 

as non-isothermal conditions, is recommended for a better representation. 
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The focus of this study was to investigate the natural reservoir energy generated from the 

reservoir mechanisms, which, as shown previously, are not an effective production 

technique for most of the existing reservoirs. Thus, having a three-phase model instead of 

a two-phase flow model in a reservoir with an external energy provider, such as EOR 

techniques, would be beneficial. 

The current models were developed with the assumptions of reservoir homogenously, and 

simple capillary pressure and relative permeability models. Thus, having a heterogeneous 

reservoir with recent relative permeability and capillary pressure models would strongly 

recommend for better presentations. 

Developing non-dimensional variables for the models is useful for generalization purposes. 

In addition, techniques and methods, such as pore-scale modelling for more complex 

structures and stability analysis for the entire system, could be introduced in the proposed 

models, as well as including the gravity effect in the governing equations. Also, further 

effort could be made to include EGM analysis as a feature for commercial simulators, such 

as CMG and Eclipse. 
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 Appendices  

Appendix A: MATLAB Computer Program  

In this appendix, a brief description of the MATLAB code to solve the equations and 

models is presented.  The program contains the following major components: main file and 

functions. The main file has the general and main commands, and it also can contain more 

than one function. For the sake of brevity, the function, which contains operations on the 

variable within the function workplace, is created separately and then called in the main 

file.  

Single-zone reservoir model code 

Main file 

clc 

clear 

close all 

format long 

mu=0.013E-3;  % Gas Viscosity                       

k=5E-15;      % Gas Permeability                             

h=7.32;       % Formation Thickness                                        

beta=2.031e3; % Non-Darcy Coefficient              

Mw=0.021725;  % molecular Weight 

R=8.314;      % Universal Gas Constant  

SG=0.75;      % Specific Gravity  

re=914.14;    % Reservoir Radius  

s=[5 0 -5];   % Skin Factor 

g=9.81;       % Gravity    

H=1524;       % Well Depth       

Phi=0.15;     % Porosity       

Sw=0.2;       % Water Saturation     

D=0.0508;     % Diameter                 

T=390;        % Reservoir Temperature       

N=5.17E8;     % Original Gas in Place  

  

delta_l=10; 
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L=1:delta_l:H; 

  

Pe=2.76e7;    % Initial Reservoir Pressure  

Pwhf=1.38e7;  % Bottom Hole Pressure  

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

P_hat=Pwhf:300000:Pe; 

qsc=[0.01 0.1 1]; 

a=0; 

LLL=2438.4;   % Wellbore Length 

X=[]; 

ST=[]; 

RF=[]; 

for kk=1:length(s) 

rw=0.0508*exp(-s(kk)); 

 

delta_r=0.001; 

r=rw:delta_r:re; 

  

P_difference=[]; 

t=[]; 

P_avgi=[]; 

P_avgf=[]; 

  

  

t0=149616.9792; tpss=t0=1200*Phi*mu*Ct*re^2/k (in Field 

Units) 

 

for j=1:length(qsc) 

    I=[]; 

    PP=[]; 

    

for n=1:length(P_hat) 

    PPP=[]; 

    

PPP=Pwelli(P_hat(n),qsc(j),T,SG,R,delta_l,D,H,g,L,LLL); 

         

   

    

PP(n,:)=Preservoiri(PPP(end),qsc(j),T,R,SG,mu,k,h,re,beta,

r); 

         

    if (PP(n,end)>Pe) 



-237- 
 

        PP(n,:)=[]; 

         

        break; 

     

    end 

     

    I(n)=Calculate_I(re,r,PP(n,:)); 

       

figure(j^2+kk) 

subplot(1,2,1) 

plot(L,PPP,'r-','MarkerSize',1,'LineWidth',0.1); 

title('Well','FontSize',10,'FontWeight','bold') 

xlabel('Depth (m)','FontSize',10,'FontWeight','bold') 

xlim([0 H]) 

ylabel('Pressure, Pa','FontSize',10,'FontWeight','bold') 

ylim([1.38e7 2.8e7]) 

grid on 

hold on 

subplot(1,2,2) 

plot(r,PP,'r-','MarkerSize',1,'LineWidth',0.1); 

         

title('Reservoir','FontSize',10,'FontWeight','bold') 

         xlabel('Raduis 

(m)','FontSize',10,'FontWeight','bold')  

ylim([1e7 3e7]) 

         ylabel('Pressure, 

Pa','FontSize',10,'FontWeight','bold') 

xlim([rw re]) 

grid on 

hold on 

plot(r,I(n)*ones(1,length(r)),'LineWidth',0.1) 

hold on 

legend('Pressure Distribution','Average Pressure') 

      

P_avgi(j)=I(end); 

P_avgf(j)=I(1); 

delta_P=100000; 

P=P_avgf(j):delta_P:P_avgi(j); 

P_difference(j)=P_avgi(j)-P_avgf(j); 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

 Ct=[]; 

 z=[]; 
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 dzdp=[]; 

 rau=[]; 

 rausc=[]; 

 X=[]; 

for i=1:length(P) 

     

    z(i)=equationz(P(i)); 

    B_g(i,j)=350.958*T*z(i)/P(i); 

    dzdp(i)=dz(P(i)); 

    Ct(i)=1/P(i)-(1/z(i))*dzdp(i); 

    rau(i)=P(i)*(0.02897*SG)/(z(i)*R*T); 

    rausc(i)=rau(i)*B_g(i,j); 

    

    

X(i)=((EntropyTotal(P(i),qsc(j),LLL,h,H,D,T,B_g(i,j),rausc

(i),P_difference(j),rau(i),beta,Phi,Sw,re,delta_l,r,rw)*Ph

i*Ct(i))/B_g(i,j)); 

end 

   

t(j)=t0+(pi*re^2*h/qsc(j))*delta_P*sum(Phi.*Ct./B_g(find(B

_g(:,j),1,'last'),j)); 

  

  

ST(j,kk)=((pi*re^2*h)/qsc(j))*sum(X)*delta_P; 

RF(j,kk)=((t(j))*qsc(j)/N); 

 

end 

end 

  

figure(2) 

    plot(ST(:,kk),RF(:,kk),'LineWidth',1) 

    hold on 

    set(gca, 'XScale', 'log') 

    title('RF vs ST','FontSize',10,'FontWeight','bold') 

        xlabel('Cumulative Entropy Production 

(J/K)','FontSize',10,'FontWeight','bold')  

%         xlim([0 H]) 

        ylabel('Recovery 

Factor','FontSize',10,'FontWeight','bold') 

        ylim([0 1]) 

        grid on 

end 

legend('Civans work s=Positive','Civans work s=0','Civans 

work s=Negative') 
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Functions 

Reservoir Pressure Profile  

function [PP] = 

Preservoiri(PPP,qsc,T,R,SG,mu,k,h,re,beta,r) 

z=[]; 

B_g=[]; 

rau=[]; 

rausc=[]; 

PP=[]; 

for i=1:length(r)-1 

    delta_r=r(i+1)-r(i); 

    z(i)=equationz(PPP); 

    B_g(i)=350.958*T*z(i)/PPP; 

    rau(i)=0.02897*PPP*SG/(z(i)*R*T); 

    rausc(i)=B_g(i)*rau(i); 

    PP(i)=PPP; 

     

    PPP=PPP+delta_r*B_g(i)*((mu/k)*(qsc/(2*pi*h))*(1/r(i)-

(r(i)/re^2))+(beta*B_g(i)*rausc(i)*(qsc/(2*pi*h))^2*(1/r(i

)-(r(i)/re^2))^2)); 

end 

end 

 

Wellbore Pressure profile  

function [PPP] = Pwelli(P,qsc,T,SG,R,delta_l,D,H,g,L,LLL) 

  

for i=1:length(L) 

     

    z(i)=equationz(P); 

    B_g(i)=350.958*T*z(i)/P; 

    rau(i)=0.02897*P*SG/(z(i)*R*T); 

    rausc(i)=B_g(i)*rau(i); 

    v(i)=(4*qsc*B_g(i))/(pi*D^2); 

    fM(i)=(D*P_delta)/(0.5*L(i)*rau(i)*v(i)^2); 

    PPP(i)=P; 

Y=delta_l*((rausc(i)/B_g(i))*(g*H/(LLL)+(fM/(2*D))*(qsc/(p

i*D/4))^2*B_g(i)^2)); 

 

    P=P+Y; 

     

end 

end 
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Wellbore Entropy Generation Minimization 

function [dStdtw] = 

EntropyWell(rausc,rau,H,P,B_g,D,T,P_difference,LLL,qsc,del

ta_l) 

  

LL=linspace(0.1,LLL,100); 

fM=[]; 

v=(qsc*B_g)/((pi*D^2)/4); 

for i=1:length(LL) 

    fM(i)=(D*P_difference)/(0.5*LL(i)*rau*v^2); 

    

dStdt(i)=((rausc*fM(i)/(2*D*T*B_g))*(qsc*B_g/((pi*D^2)/4))

^3)*delta_l; 

end 

     

    dStdtw=sum(dStdt); 

  

end 

 

Total Entropy Generation Minimization 

function [dStdtT] = 

EntropyTotal(P,qsc,LLL,h,H,D,T,B_g,rausc,P_difference,rau,

beta,Phi,Sw,re,delta_l,r,rw) 

  

dStdt=[]; 

u=[]; 

delta_r=0.001; 

r=0.0508:delta_r:re; 

  

for i=1:length(r) 

 

    u(i)=((1-(r(i)/re)^2)*qsc*B_g)/(2*pi*r(i)*h); 

    fP(i)=(1/(beta*rau*u(i)^2))*(P_difference/L); 

    dStdt(i)=delta_r*(2*pi*h)*(rausc*fP*beta/(Phi*(1-

Sw)*T*B_g)*(((1-

(r(i)/re)^2)*qsc*B_g)/(2*pi*r(i)*h))^3)*r(i); 

       

end 

dStdtr=sum(dStdt); 

  

dStdtT=dStdtr+EntropyWell(rausc,rau,H,P,B_g,D,T,P_differen

ce,LLL,qsc,delta_l);      

end 
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Appendix B: Computer Modeling Group (CMG) Code 

The CMG is a reservoir simulation software tool for oil and gas systems with three 

reservoir simulation applications: IMEX, GEM, and STARTS. As the GEM deals with 

compositions and equations of state, it is used in this study for a single-phase case.  

Many models are developed using the GEM-CMG application to investigate all the 

scenarios that are possible. However, in this appendix, the default GEM-CMG model that 

was developed using the same data as used in MATLAB models is used for the purpose of 

validation and attached below. 

** 2019-08-08, 11:42:10 AM, student 

RESULTS SIMULATOR GEM 201610 

 

INUNIT FIELD 

WSRF WELL 1 

WSRF GRID TIME 

OUTSRF GRID SO SG SW PRES 

OUTSRF RES NONE 

WPRN GRID 0 

OUTPRN GRID NONE 

OUTPRN RES NONE 

 

**  Distance units: ft 

RESULTS XOFFSET           0.0000 

RESULTS YOFFSET           0.0000 

 

**  (DEGREES) 

**  (DEGREES) 

RESULTS ROTATION           0.0000  **  (DEGREES) 

RESULTS AXES-DIRECTIONS 1.0 -1.0 1.0 

 

** 

**********************************************************************

***** 

** Definition of fundamental cylindrical grid 
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** 

**********************************************************************

***** 

GRID RADIAL 10 3 6 *RW         0.25 

KDIR DOWN 

DI IVAR         0.389526        0.996448         2.54902         6.52065 

         16.6805         42.6704         109.155         279.231         714.301 

         1827.26 

DJ JVAR              120             120             120 

DK ALL 

 180*24 

DTOP 

 30*5000 

PERMI CON            5 

**  0 = null block, 1 = active block 

NULL CON            1 

NETPAY CON            4 

POR CON         0.15 

PERMJ CON            5 

PERMK CON          2.5 

**  0 = pinched block, 1 = active block 

PINCHOUTARRAY CON            1 

CPOR .0000003 

** new GEM requires END-GRID line for CTPOR/CPTPOR/TPPOR. 

*END-GRID 

CTPOR .005 

CPTPOR .001 

TRPOR 203 

**The following is the fluid component  

**property data in GEM format. 

**The unit system and fluid compositions should 

**be specified in the I/O control section. 

**The units and compositions specified in WinProp 

**are included here as comments for informational purposes. 

** PVT UNITS CONSISTENT WITH *INUNIT *FIELD 

**COMPOSITION *PRIMARY 

**          0.0000000E+00  0.0000000E+00  0.0000000E+00  9.8000000E-01 

**          1.5000000E-02  5.0000000E-03 

**COMPOSITION *SECOND 

**          0.0000000E+00  0.0000000E+00  0.0000000E+00  0.0000000E+00 

**          0.0000000E+00  0.0000000E+00 

** Model and number of components 

MODEL PR 

NC 6 6 
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COMPNAME 'N2' 'H2S' 'CO2' 'CH4' 'C2H6' 'C3H8'  

TRES 203.5  

VISCOR HZYT 

MIXVC 1.0000000E+00 

MW 

2.8013000E+01 3.4080000E+01 4.4010000E+01 1.6043000E+01 3.0070000E+01 

4.4097000E+01  

AC 

0.04 0.1 0.225 0.008 0.098 0.152  

PCRIT 

3.3500000E+01 8.8200000E+01 7.2800000E+01 4.5400000E+01 4.8200000E+01 

4.1900000E+01  

VCRIT 

8.9500000E-02 9.8500000E-02 9.4000000E-02 9.9000000E-02 1.4800000E-01 

2.0300000E-01  

TCRIT 

1.2620000E+02 3.7320000E+02 3.0420000E+02 1.9060000E+02 3.0540000E+02 

3.6980000E+02  

PCHOR 

41 80.1 78 77 108 150.3  

SG 

0.809 0.801 0.818 0.3 0.356 0.507  

TB 

-320.35 -76.63 -109.21 -258.61 -127.57 -43.69  

OMEGA 

0.457236 0.457236 0.457236 0.457236 0.457236 0.457236  

OMEGB 

0.0777961 0.0777961 0.0777961 0.0777961 0.0777961 0.0777961  

VSHIFT 

0 0 0 0 0 0  

VISVC 

8.9500000E-02 9.8500000E-02 9.4000000E-02 9.9000000E-02 1.4800000E-01 

2.0300000E-01  

BIN 

1.3000000E-01  

0.0000000E+00 1.3500000E-01  

2.5000000E-02 7.0000000E-02 1.0500000E-01  

1.0000000E-02 8.5000000E-02 1.3000000E-01 2.6890022E-03  

9.0000000E-02 8.0000000E-02 1.2500000E-01 8.5370405E-03 1.6620489E-03  

 

ENTHCOEF 

-6.5665000E-01 2.5409800E-01 -1.6624000E-05 1.5302000E-08 -3.0995000E-12 

1.5167000E-16  
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-2.3279000E-01 2.3744800E-01 -2.3234000E-05 3.8812000E-08 -1.1328700E-11 

1.1484100E-15  

9.6880000E-02 1.5884300E-01 -3.3712000E-05 1.4810500E-07 -9.6620300E-11 

2.0738320E-14  

-2.8385700E+00 5.3828500E-01 -2.1140900E-04 3.3927600E-07 -1.1643220E-10 

1.3896120E-14  

-1.4220000E-02 2.6461200E-01 -2.4568000E-05 2.9140200E-07 -1.2810330E-10 

1.8134820E-14  

6.8715000E-01 1.6030400E-01 1.2608400E-04 1.8143000E-07 -9.1891300E-11 

1.3548500E-14  

 

HCFLAG 

0 0 0 0 0 0  

ROCKFLUID 

RPT 1 

**        Sg       krg      krog 

**$        Sl       krg      krog 

SLT 

         0.21     0.784       0.0 

         0.32     0.448      0.01 

          0.4     0.288     0.024 

        0.472     0.184     0.052 

         0.58     0.086     0.152 

         0.68     0.024     0.272 

        0.832     0.006     0.448 

        0.872       0.0       0.9 

INITIAL 

 

USER_INPUT 

PRES CON         4000 

SW CON          0.2 

ZGLOBALC 'N2' CON            0 

ZGLOBALC 'H2S' CON            0 

ZGLOBALC 'CO2' CON            0 

ZGLOBALC 'CH4' CON         0.98 

ZGLOBALC 'C3H8' CON        0.005 

ZGLOBALC 'C2H6' CON        0.015 

NUMERICAL 

NORM SATUR 0.015 

NORM GMOLAR 0.015 

NORM AQUEOUS 0.015 

NEWTONCYC 30 

RUN 

DATE 1901 1  1.00000 
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** 

** 

WELL  'Well-1' 

PRODUCER 'Well-1' 

OPERATE  MAX  STG  3050000.0  CONT 

OPERATE  MIN  BHP  2000.0  CONT 

**          rad  geofac  wfrac  skin 

GEOMETRY  K  0.167  0.37  1.0  0.0 

      PERF      GEOA  'Well-1' 

** UBA             ff          Status  Connection   

    1 1 1         1.0  OPEN    FLOW-TO  'SURFACE'  REFLAYER 

    1 1 2         1.0  OPEN    FLOW-TO  1 

    1 1 3         1.0  OPEN    FLOW-TO  2 

    1 1 4         1.0  OPEN    FLOW-TO  3 

    1 1 5         1.0  OPEN    FLOW-TO  4 

    1 1 6         1.0  OPEN    FLOW-TO  5 

DATE 1901 2  1.00000 

DATE 1970 1  1.00000 

 

RESULTS SPEC 'Permeability I'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 5            

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Net Pay'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 4            

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Permeability K'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 
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RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 2.5          

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Permeability J'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 5            

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Porosity'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 0.15         

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Pressure'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 4000         

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Water Saturation'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 
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RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 0.2          

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Global Composition$C' 'C2H6'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 0.015        

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Global Composition$C' 'CH4'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 0.98         

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Grid Thickness'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 24           

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Global Composition$C' 'CO2'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 
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RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 0            

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Global Composition$C' 'C3H8'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 0.005        

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Global Composition$C' 'N2'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 0            

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Global Composition$C' 'H2S'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'All Layers (Whole Grid)' 

RESULTS SPEC REGIONTYPE 'REGION_WHOLEGRID' 

RESULTS SPEC LAYERNUMB 0 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 0            

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

RESULTS SPEC 'Grid Top'   

RESULTS SPEC SPECNOTCALCVAL -99999       

RESULTS SPEC REGION 'Layer 1 - Whole layer' 
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RESULTS SPEC REGIONTYPE 'REGION_LAYER' 

RESULTS SPEC LAYERNUMB 1 

RESULTS SPEC PORTYPE 1 

RESULTS SPEC CON 5000         

RESULTS SPEC SPECKEEPMOD 'YES' 

RESULTS SPEC STOP 

 

 

 


