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Abstract 

This thesis presents novel development and applications of machine learning techniques for 

process fault detection, diagnosis, and prognosis from safety and predictive maintenance 

perspectives. The main contributions of this thesis include the development of (i) new algorithms 

to diagnose the unlabelled faults; (ii) a self-learning tool for fault detection and diagnosis of 

untrained faults; (iii) a forecast model for fault conditions; (iv) a framework for root cause analysis 

in an automated environment; and (v) a methodology for estimating the remaining useful life. 

In the context of Industry 4.0, process plants’ operations have become increasingly autonomous 

and run in an intelligent mode. An intelligent process operation takes advantage of online data, 

uses advanced modelling approaches and utilizes automation to achieve a flexible, smart, and 

reconfigurable operation. In such an autonomous environment, process fault detection, diagnosis, 

and prognosis play critical roles in ensuring its safety and integrity. In this study intelligent fault 

detection and diagnosis methods are developed based on state-of-the-art machine learning 

techniques. Further, this study is extended to calculate the remaining useful life online, using the 

fault to failure transmission time.  

The research study results in five signification contributions. First, a comprehensive review of the 

existing fault detection and diagnosis approaches was conducted to identify the knowledge gaps 

and to develop fault detection and diagnosis approaches that are best suited for Industry 4.0. 

Second, a cognitive fault detection and diagnosis technique using unlabelled process data and an 

anomaly detection technique using machine learning were developed. Third, a self-learning neural 

network and permutation algorithm were developed for prediction of the root cause of a detected 

fault. Fourth, a methodology was developed to early predict faults, based on monitoring the fault 



iii 
 

symptoms using a deep learning algorithm. Fifth, a model was developed to estimate the remaining 

useful life using the system’s failure threshold and a degradation model.  

In this research work, all the proposed models were developed using self-learning methodologies. 

Therefore, the work constitutes an essential step towards developing an autonomous fault 

detection, diagnosis, and remaining useful life estimation tool.  The proposed frameworks are 

validated using experimental data and simulated process system data. 

The findings from this study highlight that by integrating unsupervised and supervised learning, 

without prior knowledge of the fault condition, the proposed machine learning model was able to 

detect and diagnose the fault conditions. Unsupervised learning was used to detect the unknown 

fault conditions, and a neural network permutation algorithm was used to identify the root cause 

for the detected unknown faults. This work also used supervised learning to classify the known 

fault conditions. Furthermore, by investigating the failure condition of the identified root cause 

variable or feature, remaining useful life was estimated by developing a regression model. 

Likewise, this thesis finds the solution for early fault detection in real-time by integrating the deep 

learning tools with unsupervised learning. 
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1 Chapter 1 Introduction  

1.1 The Rationale of the Research  

Fault detection, diagnosis, and prognosis remain as key components in ensuring process safety; 

however, they pose significant challenges for the process industries. Digital systems are widely 

used to assist in process safety and abnormal situation management (ASM) throughout the life 

cycle of process plants. In recent years, there has been a plethora of promotion of digitalization, 

machine learning, and digital twins due to the transformative capability that exists within these 

technologies to improve the operational performance of automated fault detection and diagnosis 

(FDD) and process safety [1].  

Basic process control became highly automated with the third industrial revolution [2]. However, 

in the past decade, automation in FDD has not been realized significantly, and most of the process 

industries still rely on human operators for the decisions regarding abnormal situation management 

and the shutdown of systems’ operations. With the forthcoming industrial revolution and smart 

process plants, providing appropriate, reliable, and automatic decision support to the operators 

about ASM will be an important factor. Therefore, accurate and faster automated FDD and root 

cause analysis for the detected fault condition are becoming important research areas in Industry 

4.0 process safety.  

In the past decade, physical models, data-driven models, and knowledge-based models were 

widely used for process systems’ monitoring and fault diagnosis [3]–[5]. However, model-based 

approaches may lead to difficulties due to the industrial process’s complexity and extreme 

dimensionality, especially when the process system’s or sub-system's mathematical model is 

unavailable [2]. Moreover, the knowledge-based model requires human experts in the industry to 
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develop and initially train the model to define the normal and abnormal conditions of the process 

[6]. The significant involvement of humans in developing these models makes their evolution 

incompatible with Industry 4.0 concepts.    

In the complex process system, data-driven approaches do not rely on a physical system but require 

good quality historical data. For Industry 4.0 and digitalized process systems, with the recent use 

of the IoT and the big data concept, collecting a larger amount of high-quality data is not a complex 

task. However, in the past decades, most of the data-driven approaches have mainly focused on 

supervised learning methods, for which the historical data, containing enough information about 

the normal and abnormal operations, are required.  

To develop an automated FDD and ASM framework, detecting abnormal conditions from 

unsupervised data will be an initial challenge in the data-driven approaches [7]. Moreover, further 

classifying the different fault conditions and determining the root cause of the detected abnormal 

event will be ongoing research. 

For automated FDD, it is important to update the model in an online fashion; the model should 

learn the new fault scenarios without any human interaction.  Chen et al. and Arunthavanathan et 

al. attempted to develop cognitive models to learn fault signatures from data [8], [9]1. From their 

view, traditional statistical approaches are insufficient to develop cognitive models. Moreover, 

statistical models are inefficient for self-updating. Therefore, machine learning approaches will 

play a vital role in the upcoming process of FDD.   

 
1 Reference [9] is based on the result of this thesis. 
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Furthermore, it is also imperative to detect a fault condition as early as possible by using the fault 

symptoms along with autonomous detection. In this way, the FDD method is capable of diagnosing 

and taking mitigating actions before a fault escalates to failure and causes harmful accidents.  

Advancing autonomous fault detection and diagnosis for Industry 4.0 has been reviewed recently 

[7], [10]–[13]. From these reviews, it can be concluded that employing machine learning 

approaches instead of the statistical FDD methods may help to develop smart FDD methods more 

suitable to Industry 4.0. 

Therefore, this research is mainly focused on identifying the knowledge gaps, concentrating on 

automated FDD from safety and integrity perspectives. The research theme is developed to answer 

the following key questions:  

i. What are the important factors influencing FDD methodologies due to the digitalization of 

process systems and the advent of Industry 4.0?  

ii. How can machine learning techniques be used to predict new faults from unlabelled data?  

iii. How can accurate self-learning models be developed to investigate and diagnose the fault 

condition? 

iv. How can the root cause for the detected fault condition be analyzed using machine learning 

algorithms? 

v. How effective is it to develop a fault prognosis model by investigating fault symptoms in 

the process model? 

vi. Can machine learning techniques be used for predicting the remaining useful life by 

analyzing fault to failure transmission?  
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The overall goal of the work is to develop knowledge to enable self-learning FDD models which 

can serve Industry 4.0 transformation. Future research works can focus on interfacing these models 

with online process data, with the development of appropriate internet of things sensor interfaces 

and big data storage concepts. This thesis will further the development of Industry 4.0 concepts.  

1.2 Objectives  

The aim of the research is to identify the gap between current FDD approaches and future needs 

for a digitalized process system in the process industry and to develop automated FDD approaches 

to detect, diagnose, and find the cause of a fault condition. Further, this work investigates the 

possibility of fault prognosis and preventive maintenance by estimating the failure condition early 

and evaluating the remaining useful life of the system. To reach the goal, the following objectives 

have been set for the research. 

Objective 1: Investigate the past, and recent FDD approaches in process safety and identify the 

required changes in the current FDD models to be applied in digitalized process systems and the 

Industry 4.0 smartness concept.  

Objective 2: Propose a self-updating machine learning approach trained using unlabelled data to 

detect and diagnose new process faults.  

Objective 3: Develop a cognitive fault detection and root cause analysis framework in an 

automated environment with less computational time.  

Objective 4: Early detection of the faults by capturing the early fault symptoms using deep learning 

techniques.  

Objective 5: Develop a remaining useful life (RUL) prediction algorithm to estimate the RUL by 

evaluating the fault to failure time. 
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The objectives of the project and the defined research questions of the research are summarized in 

Figure 1.1. 

Research 

Question/ 

Hypothesis

What are the important factors influencing 

FDD methodologies due to the 

digitalization of process systems and the 

advent of Industry 4.0? 

How can machine learning techniques be 

used to predict new faults from unlabelled 

data?

How can accurate self learning models be 

developed to investigate and diagnose the 

fault condition?

How can the root cause for the detected 

fault condition be analyzed using machine 

learning algorithms?

How effective is it to develop a fault 

prognosis model by investigating fault 

symptoms in the process model?

Objective 1: Investigate the past 

and recent FDD approaches in 

process safety and identify the 

required changes in the current 

FDD models to be applied in 

digitalized process systems and 

the Industry 4.0 smartness 

concept. 

Objective 2: Propose a self-

updating machine learning 

approach trained using 

unlabelled data to detect and 

diagnose new process faults. 

 

Objective 3: Develop a 

cognitive fault detection and 

root cause analysis framework 

in an automated environment 

with less computational time. 

Objective 4: Early detection of 

the faults by capturing the early 

fault symptoms using deep 

learning techniques. 

Objective 5: Develop a RUL 

prediction algorithm to estimate 

the RUL by evaluating the fault 

to failure time.

Identified research/question and hypothesis 

Chapter 2 

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Objectives
Thesis 

Chapter

Can machine learning techniques be used 

for predicting the remaining useful life by 

analysing fault to failure transmission? 

 

Figure 1.1 Identified research question and objectives of the research. 

1.3 Scope and Limitation 

The proposed FDD model development and investigation are based on multivariate simulated 

process data due to the unavailability and inaccessibility of real-time data from industrial plants.  

However, experimental laboratory system data are used to test the developed methods. Table 1.1 

summarize the models developed for each objective and data used to test the objectives. 
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Table 1.1 : Research Summary.  

Objective Proposed Model Case study  

1. Identify the knowledge gab between 

recent FDD models and requirement in 

Industry 4.0. 

N/A N/A 

2. Develop a self-learning model to 

detect and classify the fault condition 

using unlabeled data. 

Shallow NN, One-class NN   RT 580 experimental 

setup + TE process data. 

3. Develop a cognitive fault detection 

and root cause approach using unlabeled 

data.  

One-class SVM, Shallow 

NN, and Permutation 

algorithm 

Continuous stirred tank 

heater (CSTH) +  

TE process. 

4. Develop an early detection of the fault 

condition by capturing the early fault 

symptoms. 

CNN, LSTM, and one class 

SVM 

TE process data. 

5. Develop a RUL prediction algorithm 

online. 

One Class SVM, NN, and 

Bayesian Linear 

Regression.  

TE process data. 

 

The proposed FDD methods have been developed and tested in the python environment. Therefore, 

the computational process highly relies on computer specification. In this work, an Intel Core i7, 

3GHz processor with 8GB RAM, has been used in the development and testing. The models are 

expected to perform better with high-performance processors specially designed for artificial 

intelligence, such as tensor processors.   
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1.4 Organization of the Thesis 

This thesis is written in the manuscript format and combines five peer-reviewed journal papers. 

The rest of the thesis is organized as follows: 

Chapter 2 investigates the current approaches in the process of FDD and their integration into 

ASM. Further, the knowledge gap between the current FDD methods and that required for 

digitalized process safety in Industry 4.0 is investigated. This chapter was published in the 

Computers and Chemical Engineering Journal. 

Chapter 3 proposes a cognitive FDD methodology using a machine learning algorithm to detect 

the unknown fault conditions and classify the known fault conditions using unsupervised data. A 

one-class NN method is proposed to detect a fault using unlabelled data and increment output 

layered neural network proposed to classify the fault condition. This chapter also highlights the 

self-learning model, which will continually monitor the system performance and update itself 

when a new fault occurs. RT 580 Experimental data and Tennessee Eastman process data are used 

to validate the proposed algorithm. This chapter was published in the Computers and Chemical 

Engineering Journal.  

Chapter 4 presents a methodology to analyze the root cause of a detected fault condition. In this 

work, the neural network permutation algorithm is integrated with a shallow neural network for 

fault classification and root cause analysis. Also, one-class SVM is proposed to detect the unknown 

fault condition. Data from a Continuous Stirred-Tank Heater (CSTH) and the Tennessee Eastman 

process are used to validate the proposed method. This chapter was published in the Industrial and 

Engineering Chemistry Research Journal. 
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Chapter 5 proposes a deep learning approach to early detect incipient faults by examining the fault 

symptoms in a multivariate process. The hybrid convolutional neural network (CNN) and the long 

short-term memory (LSTM) model are used to forecast the data; CNN is used to extract the input 

features from time-dependent data, and LSTM is used to forecast the fault condition. Also, the 

one-class- support vector machines (OC-SVM) is proposed to predict the fault condition. 

Tennessee Eastman process data are used to validate the proposed model. This chapter was 

published in Process Safety and Environmental Protection Journal.  

Chapter 6 initiates the RUL estimation using fault to failure deviation. FDD and root cause analysis 

methods are similar to those discussed in chapters 3 and 4. Further, the linear Bayesian regression 

approach is proposed to estimate the fault to failure deviation time by analyzing faulty data 

patterns. Tennessee Eastman process data are used to validate the proposed model. This chapter 

has been submitted to IEEE access for peer review.  
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2 Chapter 2 Analysis of Fault Detection and Diagnosis Methodologies in Process 

Systems. 

Preface  

In this chapter, detailed preliminary research has been done to analyze the past, present, and future 

trends in the FDD in the process industry. The review focused on the detailed interconnection with 

FDD, Abnormal management, and risk assessment perspective to the process system safety. The 

content of this chapter has been peer-reviewed and published as a manuscript in the computers and 

chemical engineering journal, 2021. This chapter contributes to the identified objective 1 of the 

thesis as mentioned in chapter 1.  

Abstract 

Industry 4.0 provides substantial opportunities to ensure a safer environment through online 

monitoring, early detection of faults, and preventing the faults to failures transitions. Decision 

making is an important step in abnormal situation management. Assigning risk based on the 

consequences may provide additional information for abnormal situation management decisions 

to prevent the accident before it occurs. This section analyzes the interconnections between the 

three essential aspects of process safety: fault detection and diagnosis (FDD), risk assessment 

(RA), and abnormal situation management (ASM) in the context of the current and next generation 

of process systems. The authors present their thoughts on research directions in process safety in 

Industry 4.0. This article aims to serve as a road map for the next generation of process safety 

research to enable safer and sustainable process operations and development. 
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2.1 Introduction 

Modern process plants are becoming more complicated due to process units’ interconnectivity 

resulting from plantwide control and optimization. In such a plant, control systems connect with 

many sensors and actuators to control plant operations. The sensors aid in monitoring process 

conditions while the actuators control the process by physically adjusting the system’s variables. 

Despite these monitoring and control measures, processes can drift beyond their safe operating 

range due to actuator, sensor, or system faults. These faults may lead to a system failure and 

ultimately cause a plant accident.  

In process systems, potential accidents are prevented using layers of protection. Failures in such 

layers increase accident probability and lead to its consequences. Hazard identification, probability 

assessment, and the consequences of hazardous incidents, considering the layers of protection in a 

system, provide an understanding of the system safety status.  

Hazard identification, FDD, RA, and mitigation action play vital roles in maintaining plant safety. 

Many researchers have reviewed hazard identification approaches [Dunjo et al., Cameron et al., 

and Willey ][1]–[3]. Also, there are several review articles on FDD methods, by [Gao et al., Zhong 

et al., Puncochar and Skach , Md Nor et al., and Hoang and Kang][4]–[8], and on RA in process 

systems, reviewed by [Khan and Abbasi, Khan et al., Swuste et al., and Amin et al.][9]–[11]. 

However, these articles focus on different process safety elements without defining the 

interrelation and the overall ASM process. For process safety management, the methods and 

models used must be analyzed in combination to obtain a holistic view of the safety management 

framework. Therefore, this article attempts to review and analyze process safety elements’ 

methods and models, focusing on their interrelations. Specifically, the article focuses on 

addressing the following questions: 



12 
 

1. How can risk be used for fault diagnosis and abnormal situation management (process 

safety perspective)? 

a. How can fault detection and diagnosis be used from the process safety perspective? 

b. How is abnormal situation management practiced from the process safety 

perspective? 

c. How are FDD and ASM integrated with the safety system? 

d. What are the key knowledge and technological gaps in the preceding areas? 

2. How could operational risk be a tool for process safety management for Industry 4.0? 

a. What are the available approaches for operational risk assessment? 

b. What are the potential uses of machine learning techniques in assessing operational 

risk? 

c. What are the key knowledge and technological gaps in implementing novel 

machine learning tools in process safety management? 

3. What is the way forward with Industry 4.0 to make a smart process plant a safe 

environment? 

2.1.1 Interconnection Between FDD, ASM, and RA 

Based on the SAFEPROCESS committee’s definition, ASM is a centralized, continuous, and 

comprehensive process to prevent and control the potential hazards in process systems [12]. 

Moreover, ASM should identify the deviation from normal operation to faulty and failure 

conditions and bring the system back to normal operation.  

In the process industry, determining the risk margin, using appropriate modeling such as failure 

models, accident models, and risk models, helps to provide information to prevent the fault from 

becoming a failure condition.  



13 
 

A failure model evaluates the accident probability by determining system failure based on a data-

driven or physical model approach. Similarly, the accident model relates to the causes and effects 

to address the consequences. However, to develop the failure model and the accident model, hazard 

identification will be an initial step. When fault leads to failure, the failure model and accident 

model can evaluate the possible hazards and consequences.  

As shown in Figure 2.1, in the process industry, FDD, RA, and ASM may apply in a closed loop. 

Approaches used in FDD to determine the fault condition and are initiated to identify the possible 

hazard. The failure model and accident model evaluate the probability and consequences of the 

system hazard when the process systems fail to identify and control the system’s fault condition 

by ASM.  Assessing a risk margin using risk models gives feedback to ASM regarding the 

hazardous event. With the feedback information, ASM changes the decision to control the 

operation.  

From the Industry 4.0 perspective, interconnecting FDD, ASM, and RA help to develop an 

intelligent safety system by learning the risk and taking necessary action autonomously to prevent 

the hazard.  

Normal 
Process 

Operation

Fault 
Detection and 

isolation

Failure 
modelling

Accident 
Modelling

Risk  
modelling

Prevention 
action

Control action

Abnormal situation management

Risk 
Mitigation

Deviation Fault Failure
Consequences

of Accident

FDD RA

ASM

Probability of accident

 

Figure 2.1 The review framework is based on the relationships among FDD, ASM, RA, and 

process safety. 
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2.1.2 Review Framework  

Several review articles on the recent methods and models for FDD and RA have been published 

and are available in the open literature. However, these reviews have been limited in scope, mainly 

focusing on FDD methods. This review comprehensively studies ASM from a holistic perspective, 

discusses the past and present methods and techniques, and directs the future trend of process 

safety for Industry 4.0. The review’s scope includes the topics directly related to system faults, 

failure analysis, RA, mitigation action, and process safety, published in journal papers.  However, 

to discuss the FDD and ASM standards, some industrial standards and conference papers are used.  

The rest of the sections are organized as follows: Sections 2.2 and 2.3 focus on past and present 

methods and models for FDD and ASM’s role to prevent hazards in process systems. Section 2.4 

summarizes the past and present risk assessment models, failure models, and hazard identification 

to protect the plant from accident consequences. Finally, the last section highlights the next-

generation research needed for Industry 4.0 and its challenges.  

2.2 FDD models and ASM Methods From a Safety Perspective.    

Investigation of past accidents reveals that more than 70% of process accidents have been caused 

by technical and design failures, including piping system failure, deterioration of construction 

materials, corrosion and erosion, mass and heat transfer, and failure of the control system [13]–

[15]. Moreover, the AIChE center for chemical process safety investigation reports that almost all 

accidents are the ultimate result of deviation from expected operations. Abnormal situation 

management is involved and activated when primary process control fails to protect an operation 

from hazardous incidents [16]–[18].  
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ASM does not only mean exposing the process deviation by fault detection and early warning of 

abnormal situations but also appropriately diagnosing the causes and making decisions to bring 

the process back to the normal operation. Therefore, by looking at the overall plant safety process, 

ASM lies between FDD and RA in the management of deviating operations. According to Dai et 

al. (2016), quantitative risk assessment ought to be the first essential step of ASM, to get an initial 

clear outline of the risk scenario to manage. FDD identifies the process deviation and diagnoses 

the root causes.  

Basic process control became highly automated with the third industrial revolution [19]. However, 

in the past decade, automation in ASM has not been realized significantly, and most of the process 

industries still rely on human operators. With the forthcoming industrial revolution and smart 

process plants, providing appropriate, reliable, and automatic decision support to the operators 

about abnormal situations will be an important factor. This section comprehensively reviews the 

past and present models for fault detection and diagnosis.  

2.2.1 FDD Model and Methods Review Framework and Article Selection  

Most of the fault detection and diagnosis models and their applications are available in public 

journals, conferences’ symposiums, and magazine articles. In this section, the authors have made 

an effort to review, categorize, and summarize the technical articles published in scientific 

journals. Since this review’s scope is limited to process fault detection and diagnosis, six key 

journals with similar aims and scope are selected.  

The literature survey is performed based on the keywords: fault detection and diagnosis, abnormal 

situation management, fault causality analysis, fault tolerance, fault prevention, routine 

monitoring, and preventive monitoring.  
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The technical articles’ direct relations to the review’s scopes are filtered. A simple statistical 

analysis is done based on Scopus, the web of science, and IEEE Xplore. Figure 2.2 summarizes 

the number of articles published from 1985 to the present. 

 

Figure 2.2 Distribution of the number of articles related to fault detection and diagnosis in the 

process industry over the past twenty years.        

 [As of 15th May 2020]  

Most of the recent articles related to the focused area in process systems are published in the 

International Federation of Automated Control (IFAC) papers online and IEEE access. Industrial 

Engineering Chemistry Research (I&EC research), Computers Chemical Engineering (CCE), 

Reliability Engineering and System Safety (RESS), and the Journal of Loss Prevention in the 

Process Industries (JLP) widely focus on FDD and related areas of processing system safety.  

I&EC research mainly focuses on physical or chemical-based experimental, theoretical 

mathematical, or informative work. CCE covers the topics related mostly to process dynamics, 

control and monitoring, abnormal event management, and process safety. Also, CCE has published 

significant amount of articles related to fault detection and diagnosis and abnormal situations. JLP 
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mainly emphasizes chemical and process plant safety. RESS is devoted to developing and applying 

complex technological systems’ safety and reliability, mainly focusing on process industries.  

2.2.2 FDD Models and Methods  

Methods and models developed in the past years to detect and diagnose fault conditions use 

mathematical, analytical, data-driven, statistical, computational, and hybrid approaches. Based on 

the FDD methodology classification in the work of Chiang et al., Venkatasubramanian et al., 

Zhang and Jiang, Mouzakitis, and Alzghoul et al. [20]–[24], a refined classification of existing 

FDD methods is shown in Figure 2.3. 
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Figure 2.3 Fault detection and diagnosis methodology classification (Adapted from [24]) 

Since the early 1970s, fault detection and diagnosis in the process industry has been classified into 

four primary methodologies: hardware redundancy, plausibility tests, analytical models, and signal 
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processing methods [20]. The hardware redundancy scheme initially developed the FDD method 

using identical hardware components redundant to the working system. The major drawback of 

this approach is that if an identical component system fails to generate the appropriate output, it 

may fail to detect the fault condition. The plausibility test highly relies on the investigation of 

physics laws in the system process component. When process systems become more complex, 

plausibility tests fail to detect fault conditions due to the physics laws’ assumptions and real-time 

system accuracy. After Industry 3.0, to tackle the drawbacks mentioned above, hardware 

redundancy and plausibility tests have been replaced by computer-based analytical or data-based 

models. Apart from these models, signal processing methods use steady-state condition evaluation 

of the process signals to evaluate the fault condition. However, for complex process systems with 

many process parameters, this method is insufficient.  

In this review, we mainly focus on reviewing the current state of the FDD methodologies. 

Computerized analytical redundancies and software-based redundancy models are primarily 

focused and further categorized as 1. analytical model based 2. knowledge-based, and 3. data-

driven methods.  

2.2.2.1 Analytical Model-Based Approaches  

Analytical model-based approaches use first principles to develop mathematical models of the 

system. As shown in Figure 2.4, these model outputs are compared with an actual plant’s measured 

data to obtain the fault knowledge. The process systems measured data are incorporated with 

system noise, disturbance, and other uncertainties. Also, the model output includes errors due to 

the model accuracy and design assumptions. Therefore, when processing residual using measured 

and model data, the appropriate threshold is applied to evaluate the analytical models’ fault 

condition.  
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Parameter estimation, state observer, and parity relations are the classified approaches in the 

analytical-based FDD [20], [21], [25]. Gertler, Ding, and Isermann [26]–[28] further 

recommended for the analytical model-based approach primary contexts.  
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2. State Estimator and observer
3. Parity space
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Figure 2.4 General Schematic description of the analytical model-based method (Adapted from 

Ding et al. (1999) [29]) 

However, from recent research, applying merely analytical model-based FDD will be ineffective 

due to the process system’s complexity. Table 2.1 summarizes some of the recently developed 

analytical-based models.  

Table 2-1 Analytical model-based approach in FDD 

Model 

Classification 

Method Approach  

As based on 

Parameter 

Estimation 

Least squares (LS) Least-squares [30] 

Parameter estimation with recursive least squares  [31] 

Recursive Least Squares method with exponential 

weighting [32] 

Regression 

Analysis 

Recursive ridge regression parameter estimation [33] 

Bounding 

Parameters 

Bounded error parameter estimation [34] 

Parameter uncertainty  [35] 
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State Estimation 

and Observer 

Observer-Method Observer-based approach [36] 

Observer approach with unknown input [37] 

Observer gain matrix [38] 

Kalman Filter 

 

Bank of Kalman filter [39] 

Linear Kalman filter [40] 

Kalman Filter [41] 

Extended Kalman filter [42] 

Extended Kalman filter [43] 

Interacting Multiple Model Kalman filter [44] 

Two-stage Kalman filter [45] 

Decentralized Kalman filter [46] 

Fast converting Kalman filter [47] 

Particle Filter  [48] 

Intelligent particle filter  [49] 

Kalman filter with least square residual  [50] 

Parity space State space-based 

method 

Parity relation based residual generation  [29] 

Parity space and CUSUM [51] 

Introduce stationary wavelet transform in the 

traditional parity relation based residual generator [52] 

Input output-based 

methods 

Parity equations based on the input-output model [53] 

 

2.2.2.2 Knowledge-Based Approaches  

The knowledge-based methods are appropriate when a detailed mathematical model is not 

available, and the number of inputs, outputs, and states is relatively small [54]. However, with the 

development of computational applications and software packages, the knowledge-based method 

becomes more applicable to complex systems. There are not many recent survey articles published 

related to knowledge-based approaches based on FDD. However, Frank, Venkatasubramanian, et 
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al., Gandhi et al., and Dai and Gao [55]–[57] have performed comprehensive surveys of the 

qualitative approach for FDD.  

The knowledge-based methods are a qualitative approach of model-based and history-based 

methods [24], [55], [58]. Causal analysis, expert systems, pattern recognition, and qualitative trend 

analysis (QTA) are commonly applied knowledge-based methods of FDD in process safety. As 

illustrated in Figure 2.5, the knowledge-based FDD method is developed based on a large amount 

of data. Model-based qualitative methods are generated based on understanding the physical 

system and learning from the model’s data, while historical-based qualitative methods learn from 

the measured data.  
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Figure 2.5 Knowledge-based model 

Readers are recommended to read works by Chiang et al. and the Vesely et al. [20], [59] for the 

model-based qualitative approaches’ primary principles. Table 2.2 summarizes most of the 

commonly used knowledge-based approaches.  
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Table 2-2 Knowledge-based approach in FDD 

Knowledge-based 

model 

classification 

Methods/model 

approach 

Approach 
M

o
d
el

-b
as

ed
 

Q
u
al

it
at

iv
e 

M
et

h
o

d
 

Causal 

method 

 

Fault tree 

Directed graph 

Fault tree [60]–[62] 

Stochastic approach [63]–[67] 

Abstraction 

Hierarchy 

Functional 

Structural 

Functionally abstract information in FDD. [68], [69] 

Structural Approach. [70] 

H
is

to
ry

-b
as

ed
 

Q
u
al

it
at

iv
e 

m
et

h
o
d

 

Expert 

system 

Heuristic 

Algorithm/rules 

Fuzzy classifier  [71] 

Fuzzy logic system  [72] 

Fuzzy-genetic algorithm [73] 

Fuzzy rules integrate with genetic algorithms  [74] 

QTA  (QTA) - Principle Component Analysis (PCA) [75] 

QTA-based diagnostic system [76] 

 

2.2.2.3 Data-Driven Approaches.  

Data-driven approaches are the quantitative approach of history-based models. Data-driven 

methods can capture information and be translated to knowledge without much information about 

the physical system [24], [54], [77], [78]. Therefore, these models do not rely on the system’s first 

principles or in-depth system information, which means that data-driven approaches are most 

suitable for modern complex and large-scale process systems. 

As shown in Figure 2.6, data-driven models have been primarily developed offline using process 

history data with scopes for updating in real-time. However, data preprocessing and 

sampling/variable selection are essential steps to develop or update the model in both situations. 

The preprocessing step improves the model input data’s quality by supplying missing data, 

removing outliers, and normalizing [79]. The sample/variable selection procedure determines the 
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operating conditions of the system. A model can be developed based on the preprocessed input 

data by applying a statistical or machine learning approach.   

The constructed models are verified and updated based on testing and real-time data. In the 

monitoring stage, the control limit or data pattern indicates abnormal events. Especially in machine 

learning approaches, a developed model can improve repeatedly based on real-time performance.  
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Figure 2.6 The generic framework of Data-Driven Approach 

Yin et al. and Arunthavanathan et al. classify the data-driven approaches as traditional statistical 

and novel machine learning approaches [80], [81]. Traditional statistical models are designed to 

infer the relationships among the variables to estimate the model, using a sample population and 

hypothesis. In contrast, machine learning models are designed for more accurate predictions based 

on supervised or unsupervised learning.  

A Traditional Statistical Approach 

The data-based traditional statistical approaches are classified as univariate and multivariate [82].  

Almost all real-time process systems contain multiple variables. Consequently, multivariate 

approaches are extensively used in recent data-driven approaches. However, in the univariate 

methods, each variable is monitored individually to obtain fault detection using each variable 
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threshold limit. Figure 2.7 classifies the traditional statistical approach applied to fault detection 

and diagnosis.  

Univariate Approach 

According to Kano et al. and MacGregor and Kourti, statistical process controls (SPC) such as the 

Shewhart control chart, cumulative control charts (CUSUM), and exponentially weighted moving 

average control charts (EWMA) are broadly applied to investigate the univariate features in 

process systems [83]–[85]. These methods attempt to distinguish between normal and abnormal 

operations by setting upper and lower control limits using estimations. The univariate methods are 

commonly used for uncorrelated process data. Alternatively, when the process data variables are 

highly correlated, multivariate statistical analysis is applied to develop the model [86].  

Multivariate Approaches 

Due to the process complexity and highly correlated nature of process data, multivariate techniques 

have been extensively used in current decades. A principal component analysis (PCA) and partial 

least squares (PLS) methods have widely used Gaussian approaches, and the significant advantage 

of these methods is their ability to handle highly correlated data without preprocessing [87]. These 

two methods are used for feature dimension reduction and are combined with other statistical 

hypothesis testing algorithms such as T2, ANOVA, and the MANOVA test to make them ideal 

methods for complex system FDD [85]. Readers are recommended to read works by Zhiqiang and 

Song and Ding for multivariate approaches’ primary principles [88], [89]. Table 2.3 includes the 

most recent cited journal articles related to univariate and multivariate approaches.  
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Figure 2.7 Statistical methods used to evaluate the fault condition. 

B Machine Learning Approach 

In this review, the authors distinguish statistical, knowledge-based, and machine learning 

approaches. Machine learning models learn from data based on patterns or inferences without 

depending on rules. In contrast, knowledge-based models learn from data following rules, and 

statistical models formulate the relationships to develop knowledge from input data. Liu et al. and 

Lei et al. have recently reviewed the machine learning approaches for fault detection and diagnosis 

[90], [91]. From their review, based on the learning process, machine learning techniques are 

classified as supervised and unsupervised learning. In the supervised learning process, a user 

provides information to train the computation model how to learn, and in unsupervised learning, 

the process model learns by itself. 
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Supervised Machine Learning 

Supervised learning depends on a historical data set that contains a large amount of faulty and 

normal data [57], [92]. Therefore, it is required to collect all the fault condition data in the system-

level approach to develop the model. However, it is challenging for a newly developed system to 

follow this approach due to the lack of faulty data. The study has also identified the Neural 

Network (NN) and Support Vector Machines (SVM) are commonly used supervised machine 

learning techniques to categorize the fault conditions.  

The use of NN in process systems for fault detection began in the late ’80s. Hoskins and 

Himmelblau, Venkatasubramanian and Chan, and Lit et al. investigated and applied NN-based 

approaches to detect and diagnose the fault condition in process systems [93]–[95]. The NN-based 

FDD algorithms are capable of handling nonlinear dynamic system data. Therefore, sufficient 

research interest was shown in the early 90s; however, due to the requirements for computation 

capability and data collection for normal and abnormal conditions, developing models based on 

NN has become complex. 

The SVM-based approach for FDD for nonlinear systems has been developed from statistical 

learning and pattern recognition, proposed by Vapnik [96], [97]. He introduces the kernel trick to 

create nonlinear binary classifiers and succeeds with the application. The SVM aims for 

classification by avoiding the general machine learning problems such as model selection, 

overfitting, nonlinearity, dimensionality, and a local minimum [98]–[100]. After the invention of 

the kernel trick, SVM became one of the major research topics in FDD. However, SVM was 

initially developed for binary classification and has been effectively extended for multiclass 

classification with recent research [101].  
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SVM and NN approaches are capable of classifying normal conditions and fault deviation. 

However, to isolate and analyze the fault condition, these two approaches have required 

modification in the algorithm or are interfaced with other approaches, such as probabilistic or 

physical system models. Some of the recent approaches based on NN and SVM are delineated in 

Table 2.3.  Moreover, supervised learning approaches are better suited for classification but cannot 

be generalized.   

Unsupervised Machine Learning 

One of the major drawbacks of supervised learning is that labeled data are required to train the 

model. However, in the process industry, generating data with such information will be a 

challenge. Consequently, the unsupervised learning approach has become popular in machine 

learning FDD in recent years.  

Unsupervised machine learning models are trained using unlabelled historical data. However, by 

finding a hidden pattern from the data, these models select classification tags using the algorithm. 

The clustering and anomaly detection are widely used unsupervised model behaviors in FDD 

[102], [103]. Clustering is a process of aligning the set of data as a smaller group and is used for 

multiclass classification. Anomaly detection is a binary classification to determine the outlier. 

Recent unsupervised approaches for FDD are included in Table 2.3.  

C Probabilistic Methods 

The Hidden Markov Model (HMM) and the Bayesian Network (BN) based approaches commonly 

used FDD methods built on the stochastic probabilistic theories. HMM is a graphical model with 

random variables that use the Markov property described by an undirected graph. The Bayesian 
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network is a directed acyclic probabilistic graphical model applied in various applications, 

including FDD. Table 2.3 illustrates recent FDD approaches based on BN and HMM.    

Table 2-3 Data-Driven Approach in FDD 

Data-Driven 

Model 

Method Approach 

Traditional 

Approach  

Univariate / 

Multivariate 

CUSUM and PCA based approach  [104] 

PCA based T2 and Q statistics method [105] 

Statistical Process Control (SPC) based on PLS and PCA [85] 

Independent component analysis and SPC [83] 

PCA based Hoteling’s T2 -statistic, Q-statistic and Q-residual 

contribution  [106] 

Machine 

Learning 

Supervised Neural Network [107], [108] 

Support vector machine  [109] 

One-class support vector machines [110] 

Support vector machine [111], [112] 

Unsupervised One-class support vector machine  [113] 

PCA T2 statistic; hierarchical clustering, K-Means, Fuzzy C-Means 

clustering, and model-based clustering [114] 

Support vector clustering (SVC)-based probabilistic approach [115] 

Generative adversarial network (GAN) [116] 

Incremental one class NN  [117] 

Probabilistic 

– stochastic  

Bayesian 

Network 

Bayesian network inference [118] 

Hybrid dynamic Bayesian networks (DBN) [119] 

Multi-time slice dynamic Bayesian network with a mixture of the 

Gaussian output  [120] 

Bayesian network, and Conditional Gaussian Network (CGN) [121] 

Dynamic Bayesian network with fuzzy sets theory [122] 

HMM Hidden Markov chain model [123] 

Hidden Markov model-based independent component analysis [124] 

Hidden Markov Model (HMM) for abnormalities detection, and 

Bayesian Network (BN) diagnoses the ,28s of faults [125] 

Machine learning (ML)-based Hidden Markov model (HMM) and the 

principal component analysis (PCA) model [126]   
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2.2.2.4 Current Research Trends in Data-Driven Approaches and Challenges for Industry 

4.0 

Process data are becoming more sophisticated and highly correlated due to process systems’ 

growth, based on technological progress and Industry 4.0. Therefore, shallow machine learning 

approaches are becoming insufficient to learn large deep process data. In recent years, deep 

learning (DL) approaches have been developed to learn the mapping from collected featured data 

to detect faults. After the year 2006, DL became most popular in FDD, due to the continuous 

increase of computational ability in the past decades and the development of NN optimization 

algorithms [127].  

Wu and Zhao, Jia et al. and, Khan and Yairi have contributed surveys of recent deep learning 

approaches in FDD [128]–[130]. They reported that the Convolutional Neural Network (CNN), 

Recurrent Neural Network (RNN), Autoencoder (AE), and Restricted Boltzmann Machine (RBM) 

enable widely applied recent DL methods for FDD. Autoencoder approaches are further classified 

as stacked autoencoders (SAE) and variational autoencoders (VAE). As for RBM, methods are 

further classified as the Deep Belief Network (DBN) and Deep Boltzmann Machine (DBM). 

Shrestha and Mahmood, and Saufi et al. review and describe each deep learning approach’s 

detailed architecture and algorithm in their review [131], [132]. Table 2.4 presents a comparison 

and use of the deep learning model in FDD.  
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Table 2-4 The comparison of DL methods 

Deep Learning 

Model 

Training 

Type 

Training Algorithm Use of ASM 

CNN Supervised Gradient descent-based 

Backpropagation 

Automated feature extraction, 

FDD, and Estimation of RUL  

RNN Supervised Gradient descent and 

Backpropagation 

through time 

RUL estimation, Failure 

prognosis, and FDD 

AE SAE Unsupervised Backpropagation  Anomaly detection, Failure 

Prognosis RUL estimation, and 

FDD 

VAE Anomaly detection, RUL 

Estimation 

RBM DBM Unsupervised Backpropagation Fault diagnosis.  

DBN Feature extraction, Failure 

Prognosis, and FDD 

Beyond fault detection and diagnosis, DL models are used to evaluate the remaining useful life 

(RUL), failure prognosis, and system health monitoring. Therefore, current researchers mainly 

focus on DL approaches to develop future process safety tools for the smart plant. Table 2.5 

summarizes the recent research contribution based on DL approaches. However, due to 

forthcoming approaches, a few contributions from other areas, and some of the conference articles 

with useful technical contributions, are also included in Table 2.5.  
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Table 2-5 The recent DL approaches used in ASM 

DL Model Approach and suggested ASM applications  

CNN Automated feature extraction [133], [134] 

Fault identification, detection, diagnosis and, 

classification  [135]–[137] 

Estimate RUL [138]–[142] 

Prognostic and health management [143] 

RNN Estimate RUL [144]–[147] 

Failure prognosis [148]–[153] 

FDD in chemical process [154], [155] 

Autoencoder SAE Anomaly detection [156] 

RUL Estimation [157] 

Prognosis and health monitoring  [158] 

VAE Anomaly detection [159], [160] 

RUL estimation [161], [162] 

Restricted 

Boltzmann 

Machine 

DBN Anomaly detection  [163] 

RUL and health monitoring [164] 

FDD in process systems [165], [166] 

DBM 
FDD in process systems [167] 

Hybrid CNN-LSTM Estimate RUL [168], [169] 

Fault prognosis [170] 

AE - LSTM FDD [171] 

 

2.2.3 The Comparison of FDD Approaches  

Based on the article reviews in sections 2.2.2.1, 2.2.2.2, and 2.2.2.3, FDD Analytical/Software-

based methods are compared based on the performance and summarize in Table 2.6. This 

comparison relates to the fundamental classification of FDD.   
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Table 2-6: Qualitative comparison for FDD methods discussed in section 2.2 

 
Model-Based 

Approaches 

Knowledge-

Based 

Approaches 

Data-Driven Approaches 

Statistical 
Machine 

Learning 

Diagnosis Ability Good Excellent Satisfactory Good 

Detection Speed 

Quick Quick 
It depends on 

data size 

Depending on 

data size and 

computational 

speed 

Isolability Satisfactory Good Excellent Good 

Identifiability Good Satisfactory Excellent Good 

Model 

Development 

Complexity 

Hard Medium Easy Easy 

Handling 

nonlinearity  
Poor Satisfactory Good Excellent 

Generalization 

Capability 
Good Satisfactory Poor 

Poor 

(Unworkable) 

Robustness  Poor Satisfactory Good Excellent 

 

2.3 ASM Approaches to Protect the Hazard Using FDD 

Process systems can be protected from hazards by providing appropriate prevention and control 

by ASM. This section discusses the approaches and safety standards used in the process industry 

in ASM.  

2.3.1 The Recent Trend in ASM Approaches  

ASM approaches aim to provide early detection and timely corrective action in the process 

industry. The traditional ASM approaches such as Alarm Management (AM) and the Safety 

Instrumented System (SIS) alert the operators and take necessary actions for the system to proceed 
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in a safe state [172], [173]. Whenever a system deviates from its normal operations, guidance on 

safety integrity levels, based on IEC 61508 and 61511 standards, determines SIS’s required 

performance to reduce the system risk by implementing a Safety Instrumented Function (SIF). In 

many instances, this approach is ineffective due to the detection time and unplanned equipment 

shutdown. Further, most of the FDD approaches used in ASM fail to diagnose the source of faults. 

Therefore, in the past decade, ASM prevention and control highly rely on emergency shutdown 

and human interactions to repair the system. However, most plants attempt to avoid an emergency 

shutdown if they can do so without any risk [172], [174]. If a shutdown occurs, plant operation 

will be significantly restricted, and this may lead to mass loss of production, loss of profit in the 

economy, equipment damage, and a considerable degree of an internal investigation. 

2.3.1.1 Alarm Management  

Process alarm design, installation, and management are mainly based on industrial standards, e.g., 

EEMUA 191 British standards, and ANSI/ISA 18.2 American standards. 

There are not many reviews of alarm management in the process systems published in past years. 

Alford et al., Wang et al., and Goel et al. review the alarm management guidelines, regulations, 

standards, and challenges in process systems [175]–[177]. From their review, alarm flooding, 

nuisance alarms, and operator workload are major alarm management issues. Based on the 

investigations of major process industry accidents such as Mile Island (1979), Bhopal (1984), and 

disasters in three Milford Haven accidents, a common alarm management issue was identified as 

alarm flooding.  

Many researchers have aimed to provide appropriate methods to eliminate alarm flooding in recent 

years. Some of the contributions are summarized in Table 2.7.  
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Table 2-7 Alarm management issues and recent contributions 

Alarm 

Management 

Issue 

Contribution 

Alarm 

Flooding 

Smith-Waterman algorithm for pattern matching of alarm flood sequences used 

to eliminate the alarm flooding  [178] 

Determine the causes of alarms of an alarm flood  [179] 

Detection of frequent alarm patterns using the Itemset mining method  [180] 

PrefixSpan sequential pattern recognition algorithm is used for alarm pattern 

detection   [181] 

The exponentially attenuated component analysis is used for an early alarm 

flood classification [182] 

Online alarm flood classification [183] 

Semi-supervised machine learning and cased based reasoning used for alarm 

flood issues  [184] 

Operator 

workload 

Quantify the effectiveness of alarm management based on the human factor  

[185] 

Assist operator during critical events using the probability of the event and risk 

priority   

Data-driven method is used to construct an operator workflow model in 

response to the alarm  [186] 

Effective 

alarm 

management  

Intelligent alarm management framework  [187] 

Alarm and event management based on alarm historical log data set [188]  

False alarm management   [189] 

Sequential pattern mining is used for alarm management  [190] 

 

A Recent Trend in Alarm Design and Installation  

In general, when a fault is detected, a sound or flashing alarm is activated to alert the operator. 

However, this alarm does not provide more information regarding faults or failures. Rather than 

using a loud or flashing alarm, a graphical visualized interface would be a better solution for 

conveying the fault or failure information to operators. In current decades, industrial alarms have 
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been implemented using a Distributed Control System (DCS) or Programmable Logic Controller 

(PLC) interconnected with the Human-Machine Interface (HMI), helping to build the alarm system 

with visualized and graphical methods [187]. All DCSs are installed with an inbuilt alarm display 

[191]. Also, the DCS is the most scalable device, with a large number of input-output ports with 

appropriate data transmission facilities. Therefore, in recent decades, the DCS has been commonly 

used in alarm management.  

2.3.1.2 Safety Instrumented System (SIS) 

The main drawback of alarm systems is the necessity of manual intervention of the operator. SIS 

was initially invented by the International Electromechanical Commission (IEC) in electrical, 

electronic, and programmable electronic safety-related systems for IEC 61508 publication 

standards (1998). American standards ANSI/ISA 84.00.01 (2004), adopted with IEC 61511 

standards (2003), support reliable SIS design in the process industry. Recently, the IEC 61511 

standards (2016) have been updated with a focus on security levels and functional safety.  

Based on the standards, the general SIS system comprises sensors, logic controllers, and actuator 

devices [192]. Sensors sense the data from the operation (such as temperature, pressure, or flow 

data). Logic controllers are the heart of the system and process the operating data (PLC, DCS, or 

any microprocessor-based system), and an actuator controls the valves.  

SIS’s have been implemented to prevent the process systems or plants from becoming a hazardous 

environment. Therefore, the failure rate and reliability of the SIS play major roles in industrial 

implementation. Reliability calculation goals are frequently allocated to each safety instrumented 

function (SIF) performed by an SIS, and detailed reliability analysis is carried out to prove 

compliance to these calculated goals. Lundteigen and Rausand (2010) define the function that is 
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performed by an SIS as SIF [193]. SIF targets for reliability in the process industry are set by IEC 

61508 and IEC 61511 standards. These standards are used to measure reliability and distinguish 

among four safety integrity levels (SIL). The reliability calculation goal determines the average 

probability of failure on demand (PFD). Current approaches for SIS reliability analysis are 

summarized in Table 2.8.  

Table 2-8 SIS reliability analysis methods 

Reliability quantification 

methods 

References  

Reliability block diagram (RBD) PFD calculation using a reliability block diagram [194]  

Fault tree analysis (FTA) FTA using priority AND gates [195] 

Safety loop for PFD calculations [196] 

FTA uses to evaluate the PFD of SIS [197] 

Markov Models (MM) Markov model with constant failure rates [198] 

Multiphase Markovian approach [199] 

Based on different demand modes [200] 

Petri-Net (PN) approach PFD calculation is based on FTA, MM, and PN [201] 

PN modeling [202] 

Monte Carlo (MC) Simulation  MC simulation [203] 

MC and RBD [204] 

 

2.3.2 ASM Challenges in Industry 4.0 

A smart process system for Industry 4.0 requires automated SIS and repair to bring the abnormal 

condition to normal operation without human intervention. Therefore, fault detection time and 

repairing process time will play major roles in next-generation ASM research.  

Moreover, a fault to failure transmission is a critical issue in ASM. Past decades of research trends 

demonstrate that process systems’ early warning and timely diagnosis help prevent loss by 
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appropriately modeling the failure condition. Adhitya et al. performed an experimental study to 

quantify an early warning system’s benefit [185]. They found that early warning was effective in 

reducing diagnosis delay, and this was subjectively perceived to be beneficial by the experiment’s 

contributors. However, it did not improve the diagnosis accuracy.  

2.4 Review of Risk Assessment Approaches 

A process accident generally follows the sequence of initiation (starting event for the accident), 

propagation (maintaining or expanding an event to prolong an accident scenario), and termination 

(an event that stops the accident). Hazardous events continuously change in each stage of accident 

scenarios. Therefore, appropriately investigating the accident scenario at each stage is important 

in process safety management to identify the hazardous environment. System failures cause 

process systems accidents. Therefore, investigating system failure will be the initial starting point 

to determine the hazardous event and examine the accident’s initiation.  

By properly evaluating the risk assessment and applying appropriate ASM to the process, the 

system will help control a system hazard before it leads to an accident. As shown in Figure 2.1, 

when the fault to failure transition leads to an accident, the failure model determines the system 

failure probability, consequences of failure are quantified by the accident model, and risk models 

assess the risk based on the obtained failure probability and consequences.  

Many researchers have reviewed methods and tools for process safety, including hazard 

identification, risk assessment, and safety management based on accident models and failure 

models. Khan and Abbasi, have investigated the available risk assessment techniques and methods 

[9], [205]. Khan et al. also have developed a risk-based approach to measure process safety using 

a set of safety performance indicators [206]. Swuste et al. have investigated leading and lagging 
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safety indicators for process safety [10]. Amin et al. recently performed a bibliometric analysis of 

process safety under the key areas, performance tools, and leading research contributions [207]. 

This section reviews the past and present failure models, accident models, and risk models that aid 

decision making during abnormal situation management.  

2.4.1 Review Framework and the Selection of the Articles 

Most of the risk assessment approaches are available in public journals, conferences’ symposiums, 

and magazine articles. However, this review article summarizes the technical articles published in 

scientific journals. Since this review’s scope is limited to process systems, seven key journals with 

similar aims and scope are selected; the number of publications in the journals is summarized in 

Figure 2.8. 

The literature survey is performed based on the keywords: Quantitative risk assessment, Risk 

assessment, Failure models, Accident models, Consequence Model, Risk model, Risk Analysis, 

and Failure analysis. The technical articles’ direct relations to the scopes are filtered for the study. 

A simple statistical analysis is done based on Scopus, the web of science, and IEEE Xplore. 
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Figure 2.8 Risk assessment review article published in the relevant journals [As of 27th July 

2020] 

The largest number of articles related to the subject areas are published in RESS, JLP, and CCE. 

The foci of RESS JLP and CCE are discussed in section 2.2.1. The Risk Analysis journal provides 

a crucial point for new developments in the field of risk analysis. Safety Science has mainly 

focused on articles based on accidents and disasters of special significance. Process Safety 

Progress mainly addresses hazardous chemical management and leak prevention, risk assessment, 

process hazard evaluation, and preventive maintenance related to process safety. Papers related to 

process system safety, including modeling, accident investigation, risk assessment, and safety-

related topics, are the main concern areas for Process Safety and Environmental Protection. 
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2.4.2 System Failure, Risk Assessment, and Risk Mitigation 

The process system design or plant implementation are the main factors in hazard identification 

and RA [208]. If a system or a plant applies proper abnormal situation management, alarm 

management, and SIS, the probability of a hazardous event might be reduced. However, when a 

fault occurs and leads to failure and an accident, investigating the accident scenario and finding 

the accident’s cause will be the RA’s starting process. 

Using the RA in the safety perspective of system failure analysis, it is important to investigate the 

systems’ fault, failure condition, and the accident that occurred due to the failure. Therefore, 

investigating and modeling the fault to failure probability by failure modeling, and studying the 

accident scenario with initiating events and consequences with the accident model, will be the first 

tasks for the RA perspective of system failure.   

The relationships among RA, FDD, and ASM are discussed in Figure 2.9. Using the appropriate 

fault analysis, process systems can implement appropriate safety barriers to reduce accident 

probability. Therefore, developing accurate accident models based on process system failure may 

suggest the required fault detection and diagnosis models and alarm or SIS management applicable 

to the system.  
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Figure 2.9 Process system failure to accident relationship based on risk assessment. 

2.4.3 Review of Accident and Failure Models 

Accident modeling is a methodology used to relate the cause and consequences of the incident that 

leads to the accident from system failure. It is necessary to analyze hazard identification and risk 

assessment based on the available process information to evaluate the system’s risk from a process 

failure perspective with an accident model. A relative ranking, hazard checklists, hazard surveys, 

safety reviews, what-if analysis, failure mode and effect analysis (FMEA), and hazard and 

operability (HAZOP) studies are commonly used hazard identification methods in the process 

industries [209]. A HAZOP is the most widely used hazard identification approach in the process 

industry, and its study approach has been modified over the years based on evolving technologies 

[210].  
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2.4.3.1 Accident Models Classifications  

An accident models’ development starts with the domino theory introduced by Heinrich in 1941 

[211]. Different reviewers have classified accident models. Qureshi classified the models into 

traditional and modern accident models [211]. Al-Shanini et al. have further classified traditional 

models into sequential and epidemiological models, and modern accident models are classified 

into systematic and formal models [212]. In their recent review, Fu et al. classified accident models 

as linear and nonlinear, based on the accident’s logical sequence [213]. On the basis of accident 

models currently used in the process industry and from the work of Hollnagel, accident models in 

process systems are also classified as sequential models, epidemiological models, and systemic 

models in this review [214].  

Sequential models represent the accident as the outcome of a series of individual steps, based on 

the order of occurrence of the accident.  Epidemiological accident models describe an accident as 

analogous to a disease resulting from a combination of latent and active system failures.  

Systemic accident models are based on system theory; rather than treating accidents as a sequence 

of cause-effect events, accident models describe losses as the system’s unexpected behavior based 

on the system component’s uncontrolled operation. A systemic accident model must be developed 

due to process systems' complexity [215]. However, these models are mainly used by academic 

researchers to analyze accidents.  

Dynamic sequential accident models classified by Al-Shanini et al., and dynamic risk analysis 

based on sequential models, represent the accident scenario and combine with other systemic 

approaches to accommodate nonlinear and complex interactions as dynamically updating features 
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in a single model [212]. Accident prevention models, dynamic risk assessment, and commonly 

used process accident models are classified in Figure 2.10. 

Process systems 
accident models

Sequential ModelEpidemiological Models Systematic Models

Static
Dynamic 
models

System 
Conceptual 

model

Cognitive 
system 
model

Swiss cheese model 

Fault tree 

Event Tree

Failure mode and 
effective analysis

Cause consequence 
analysis

AcciMapp [222]

STAMP [223] FRAM [225]

CREAM [224]

SHIPP model 
[217][218]

Process 
accident 

prevention

Dynamic risk 
analysis

Mapping bow-tie 
into BN [219]

DEMATEL-BN 
[220]

BSPN [221]

System hazard identification, prediction and prevention (SHIPP) ; Decision making trial
and evaluation laboratory (DEMATEL) ; Bayesian Network (BN) ;  Bayesian Stochastic Petri Nets (BSPN) ; Systems- theoretic accident model and processes (STAMP) ; 

Cognitive reliability and error analysis method (CREAM) ; Functional resonance accident models (FRAM)

Offshore oil and gas 
process accident 

model [216]

 

Figure 2.10 Process system accident and failure models and reference citation (adopted from 

[212]) 

2.4.3.2 The Recent Trend in Accident Models and Failure Models  

Dynamic risk assessment, dynamic safety analysis, and dynamic accident models are forthcoming 

keywords and research areas for process accident models. The dynamic Bayesian network and 

Petri-nets are commonly used approaches to study the dynamic behavior of the system in recent 

years [216]–[218]. Combining these approaches with conventional accident models will result in 

the development of dynamic accident models in the future.  
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2.4.4 Review of Risk Modeling  

After the Industry 3.0 era, risk assessment has emerged as an essential and systematic tool that 

plays a critical role in overall safety management. Many reviewers have reviewed and classified 

process systems’ safety-related risk assessments in the past. Khan and Abbasi presented a 

comprehensive analysis of the quantitative and qualitative risk assessment models available up to 

1998 [9]. Tixier et al. listed and reviewed 62 risk analysis approaches in both qualitative and 

quantitative terms for general plant industries [219]. Marhavilas et al. reviewed and presented the 

qualitative, quantitative, and hybrid risk assessment approaches from 2000 to 2009 [220]. 

Researchers have focused on quantitative and hybrid approaches in recent decades due to their 

safety risk mitigation and decision-making abilities. Necci et al. reviewed quantitative risk 

assessment for process industries, specifically regarding the domino accident theory [221]. Villa 

et al. reviewed risk assessment methods to enable dynamic risk assessment for next-generation 

implementation [222]. Recently, Kabir and Papadopoulos reviewed and comprehensively 

described Bayesian network approaches and Petri net approaches used in the risk assessment 

process [223].  

RA methods are classified as quantitative, qualitative, and comprehensive methods [224], [225]. 

The qualitative techniques are based on analytical estimation and human ability [222], [225]. The 

quantitative approaches quantify the risks and further estimate and express them using 

mathematical relations based on real-time accident data. The comprehensive methods effectively 

incorporate the benefits of qualitative and quantitative methods. Therefore, these approaches are 

currently widely used in risk assessment techniques. Figure 2.11 summarizes the present risk 

assessment model classifications.  
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Figure 2.11 Risk Assessment Approaches 

2.4.5 Machine Learning Approaches for RA and Industry 4.0 Challenges 

Machine learning algorithms have aided risk assessment in recent years. However, there are very 

few articles found which relate them to process systems. Due to Industry 4.0 and an increase in 

intelligence ability in the dynamically changing risk, process system researchers intend to apply 

machine learning algorithms for dynamic risk assessment in the near future.  

Paltrinieri et al. and Hegde and Rokseth recently reviewed machine learning approaches for risk 

assessment [226], [227]. They report that the automotive and construction industries are leading 

the adoption of ML for risk assessment. Furthermore, they have found that ANN, SVM, Decision 

Tree, K-means, and Naïve Bayes are the most commonly used machine learning approaches in 
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RA. The most recent ML approaches from other process-related applications for RA are 

summarized in Table 2.9. 

Table 2-9 RA ML model recent approach summary 

Method/Model Approach  

ANN Natural Language Processing [228] 

Mamdani Fuzzy Neural Network [229] 

ANN to train both simulator and plant parameters. [230] 

Multilayer perception ANN   [231] 

SVM Hazard identification and prediction using SVM [232] 

Decision Tree Decision Tree is used as a black box [233] 

K-means FMEA model using double hierarchy hesitant fuzzy linguistic term sets and 

k-means clustering is developed to evaluate and cluster the risk [234] 

K-means based risk assessment using pipeline data [235] 

Naïve Bayes Naive Bayes classifier [236] 

Random Forest Random forest classifier [237] 

 

2.5 Next-Generation Process Safety and Risk Management Based on Process System 

Failure 

With extended technology, process system plants become more complex and advanced. Hence, 

process safety will be a challenging topic in the upcoming years. Industry 4.0 and smart industrial 

development process systems confer several effects on the design and development of the largest 

plant industry [238]–[240]. This will profoundly affect FDD methods and models, risk assessment 

approaches, and ASM strategies. 

Based on Industry 4.0, next-generation plant development might improve with smart technologies 

such as smart sensors, IoT, and advanced communication. As a result of smart plants and physical 
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system complexity, data-based approaches with a large amount of data can be more operable to 

implement FDD and RA models and methods. Therefore, handling large process system data, big 

data analysis, and cloud computing may involve model implementation.  

With the changes in the next generation of process plant based on the Industry 4.0 era, some of the 

impacts on process safety elements models and methods are as follows:  

1. Due to a large amount of sensor data to detect the abnormal behavior of the system, deep 

learning approaches may be more employable models in future FDD. When implementing 

learning from a large amount of data, the processing time must be considered from a safety 

perspective. Therefore, data processing, computation, and speed of data communication 

will significantly affect the models.  

2. Process plant prognosis and health management based on failure prognosis and RUL are a 

current trend in fault detection and diagnosis. Failure prognosis can predict the failure, and 

RUL can predict the gap in time between fault and failure. A hybrid approach based on 

data-driven models, such as supervised and unsupervised machine learning, and system 

model descriptions such as graphical, stochastic approaches, will be forthcoming models 

for developing failure prognosis and RUL.  

3. To implement the SISs with automated fault correction before system failure, success of 

future ASM will depend on skillful utilization of the following Industry 4.0 technologies:   

Industrial Internet of Things (IIoT), Cybersecurity with a wireless communication 

layer, Real-time constraints including data digitization and extensive data 

processing, big data and cloud computing, system modularization to replace or 
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expand individual modules, intelligent advanced controllers, digital twins (a 

combination of IoT and ANN). 

4. The ability to implement repair, replacement, or maintenance for basic controllers based 

on the fault prognosis and RUL will be another contributor in process plant economics.  

5. With Industry 4.0 era and smart plants, system safety highly depends on the sensors and 

other physical components, such as controller devices, communication devices, protocols, 

and actuators. Therefore, the reliability of the components will be a primary concern in 

process safety.  

6. With smart technologies and combining plant units with digital communication may 

increase failure probability and risk.  Therefore, implementing risk assessment models with 

different scenarios will challenge the next generation. Developing accident models based 

on the dynamic risk assessment will be another addition to process safety.  

Overall, the next generation in process safety highly depends on electronics, communication, 

advanced controller devices, and computational algorithms such as machine learning and state-

space stochastic models. However, dealing with the smart plant, the Industry 4.0 era, and with 

frequently modifying safety standards in process safety will be an incredible challenge for 

forthcoming safety generation.  

2.6 Conclusions 

This review’s main objective is to illustrate the safety framework for the process industry by 

integrating fault detection and diagnosis, abnormal situation management, and risk assessment. 

The review’s main scope was restricted to published journal articles on topics directly related to 

these three areas. Limited conference papers and industrial standards were also reviewed to discuss 
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the safety levels and standard industrial approaches related to process safety. Overall, this review 

article mainly focused on researchers interested in process systems and process safety.  

It is noted that FDD researchers tend to focus more on data-driven quantitative approaches than 

model-based system descriptions and knowledge-based methods. Moreover, rather than traditional 

fault detection and diagnosis, implementing failure prognosis and remaining useful life approaches 

are becoming a major topic in current and future research, to facilitate predict the failure scenario 

as early as possible. Less complex smaller applications may involve analytical modeling 

approaches. However, large scale complex applications will continue to use data-driven 

approaches to evaluate the fault condition.  

This section also summarizes the abnormal situation management industry standards and 

techniques, including alarm management and safety instrumented system approaches, to maintain 

safe operation in process systems.  

Failure models, accident models, and risk models are further reviewed in this article. The transition 

from static risk assessment considering a single accident scenario to a dynamic quantitative 

accident scenario has been a recent dominant trend and a prospective upcoming research area.  

Finally, with improving technology and the upcoming smart industry integrated safety framework, 

research interest is discussed. To keep up with Industry 4.0, fault detection and diagnosis must 

focus on early failure prognosis, and the process needs to operate in a more autonomous fashion, 

including automation of the abnormal situation management tasks. The risk assessment should 

also focus on the evolving nature of risk to consider the potential design and operational failure 

scenarios. However, appropriate data collection and failure probability prediction, dynamic risk 
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forecasting, autonomous safety instrumented system development, and obtaining risk margins for 

abnormal situation management will be a technical challenge for future research.  
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3 Chapter 3 Cognitive Fault Detection and Diagnosis Using Artificial Intelligent 

Preface  

A version of this manuscript has been published in the Computer and chemical engineering 

Journal. In this chapter, a cognitive fault detection and diagnosis methodology has been developed 

using unsupervised process data. Anomaly detection and classification machine learning 

algorithms were used in the methodology. This chapter contributes to the targeted 2nd objective 

of the thesis defined in chapter 1.  

Abstract 

Fault detection and classifications using supervised learning algorithms are widely studied; 

however, lesser attention is given to fault detection using unsupervised learning. This work focused 

on the integration of unsupervised learning with cognitive modeling to detect and diagnose 

unknown fault conditions. It is achieved by integrating two techniques: (i) incremental one class 

algorithm to identify anomaly conditions and introduce a new state of fault to the current fault 

states if an unknown fault occurs, and (ii) dynamic shallow neural network to learn and classify 

the fault state. The proposed framework is applied to the well-known Tennessee Eastman process 

and achieved significantly better results compared to results reported by in literature. Laboratory 

experiments are also performed using a pilot-scale system to test the validity of the approach. The 

results confirm the proposed framework is an effective way to detect and classify known and 

unknown faults in process operations. 

3.1 Introduction 

Safety and reliability are essential for chemical process industries. Ensuring safety requires 

continuous monitoring of an operation and efficient detection of abnormalities. Online monitoring 
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and fault detection and diagnosis are becoming more and more attractive research and application 

areas [1]–[3].     

Model-based and data-driven methods are commonly used approaches to detect and diagnose 

faults [2]. The model-based approaches heavily depend on the mathematical model of the system 

and its components. To detect fault using the model-based approach, the developed mathematical 

model predicts the model output and compares it with plant data. The resulting residual is used to 

detect fault conditions.  

The model-based approaches are limited to linear and some specific nonlinear models, and the 

model-based fault detection methods used filter-based models such as the Kalman filter (KF), 

extended KF, and particle filters, which are effective tools for fault detection [2], [4]. However, 

these methods assume prior knowledge of measurement noise statistics. Therefore, when outliers 

exist in measurement, the KF based fault detection approaches cannot distinguish between fault 

and outlier.  Apart from fault detection, fault diagnosis is quite a challenge for the model-based 

approaches. The model-based fault diagnosis is categorized as deterministic systems, stochastic 

systems, discrete-event, and hybrid systems, as well as network and distributed diagnosis systems 

[5]. A nonlinear stochastic dynamic process system can develop combined with particle filters and 

interactive multiple model estimation [6]. The proposed method detects and provides fault 

information accurately for known faults. For a complex system defining the mathematical models 

and defining fault conditions beforehand are challenging [6].  

The data-driven approach requires good quality historical data from the system. The data-driven 

fault detection and diagnosis are categorized as traditional statistical methods and novel machine 

learning approaches [7]. Principle component analysis (PCA) and statistical pattern classifiers are 
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commonly used statistical approaches. Among the machine learning approaches, the neural 

network (NN) and support vector machines (SVM) are more commonly used.  

However, most of the data-driven research efforts were dedicated to the supervised learning 

methods, where the data-driven model has enough information about all the different types of 

faults. The supervised learning methods heavily rely on prior knowledge of the fault type, several 

functional forms, and fault conditions. Due to the system's complexity, process data features 

exhibit nonlinear behavior. Many researchers currently follow different machine learning 

approaches to develop a model based on prior knowledge gained from nonlinear data. The 

nonlinear data-driven approach can use the neural network with a multilayer perceptron and a 

hyperbolic tangent as the nonlinear element to detect and diagnose faults [8]. The SVM fault 

diagnosis method suggested a better success rate compared to the neural network in the case of a 

test application [9]. NN and SVM fault detection methodologies were critically reviewed by Jack 

and Nandi (2002), and improvement of the overall generalization performance was demonstrated 

using a genetic algorithm [10]. The one-class support vector machine is also proposed for fault 

detection and diagnosis in a processing plant [11]. Gao et al. (2016) suggested PCA integrated (to 

reduce the feature dimension) multiclass SVM coupled with the grid search method (for improved 

optimization) based process supervision and fault diagnosis [12]. Yin and Hou (2016) reviewed 

the research and development of fault diagnosis and monitoring approach based on SVM and 

showed the advantages in generalization performance and for small samples. The Monte Carlo 

dropout can also be used to enhance the supervised learning pipeline; the resulting neural network 

can detect and diagnose unseen initial fault states [13]. Zhao and Lai (2019) proposed a novel 

statistical feature extraction method, namely, the neighborhood preserving neural network for 
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nonlinear data-driven fault detection techniques through preserving the local geometric structure 

of normal process data [14].   

More recently, hybrid approaches are being commonly used to detect and diagnose faults. Hybrid 

approaches are generally a combination of model-based approaches and data-driven approaches. 

Amin et al. proposed a hybrid approach to integrate the PCA and T2 statistics with a Bayesian 

Network (BN) model [3]. Galagedarage and Khan proposed a combination of the Hidden Markov 

Model (HMM) and BN, where the HMM detects the abnormalities based on historical data and 

the BN diagnoses the fault and finds the root cause [1]. In fault detection and diagnosis, hybrid 

approaches are mainly used to find the root cause.  

The developed methodology used in this section is able to detect the unknown fault states by using 

an incremental one-class neural network and classify the known fault by using a shallow neural 

network. A similar approach was investigated by Chen et al. using the concept of cognitive fault 

diagnosis by using a reservoir neural network and one class support vector machine (OC SVM) 

without the prior knowledge of fault states and signatures [15].  

The main contributions of the present work include: i) development of an incremental one class 

NN algorithm to detect unknown faults, ii) use of a shallow neural network to learn the known and 

unknown faults and develop a model to classify the different fault conditions, and iii) testing the 

effectiveness of the proposed algorithm and model using a fault-finding experimental setup (RT 

580) and the benchmark Tennessee Eastman process. 

3.2 Background and Related Work 

Most fault detection algorithms are based on mathematical models, where the dynamic behavior 

of a system is modeled using mathematical equations and compared with the real system behavior.  
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However, for a complex process system, such a model may not be accurate or available. When the 

mathematical models are more complex or unavailable, data-driven approaches are used. These 

approaches highly depend on data, including data for all different fault conditions. However, in a 

complex process system or a newly developed process, getting all possible fault states’ data 

remains a challenge.  

Recent research on fault detection and diagnosis mainly focuses on detecting unknown faults by 

using very limited knowledge or data.  OCSVM is used to detect the anomalies and integrated the 

output to calibrate the posterior probabilities to manage the false alarms [16]. OCSVM also used 

to discriminate between a normal and a faulty condition for automated bearing fault detection and 

diagnosis [17]. Yin et al. applied the robust one-class SVM to detect the fault conditions using 

only the normal data for training [18]. A novel hybrid method was proposed by Yan et al. to detect 

faults and perform online classification without any faulty training data [19]. They developed a 

framework using the extended Kalman filter model and the recursive SVM. One class neural 

network (OC-NN) proposed by Chalapathy is similar to the OCSVM, OC- NN combines the ability 

of deep networks to extract a progressively rich representation of data along with the one class 

objective [20]. 

3.2.1 Cognitive Fault Detection and Diagnosis 

Cognitive fault detection and diagnosis is a forthcoming research area in many engineering 

disciplines.  Alippi et al. proposed a Hidden Markov model-based cognitive fault detection and 

diagnosis methods for distributed sensor networks [21]. The fuzzy cognitive network (FCN) based 

fault detection approach was introduced by Karatzinis et al.; FCN is an operational extension of a 

Fuzzy Cognitive Map (FCM). FCM has been used by various researchers for pattern recognition 
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and decision making [22]. Papakostas et al. introduced the FCM for the pattern classification 

problem, and Frolich proposed an improved FCM based classifier [23], [24].  

However, the most recent research on cognitive fault classifications is based on supervised 

learning. Chen et al. proposed a memory-based approach to detecting the unknown faults based 

on learning on the model space and one-class SVM for fault detection [15].  

This work introduces the unsupervised NN approach for unknown fault detection in algorithm 1 

and general shallow NN for known fault classification by using supervised learning in algorithm 

2. Section 3.2.2 describes the one-class NN method for unknown fault prediction, and section 3.2.3 

describes the shallow NN-based classification for known fault classification.  

3.2.2 One Class Neural Network 

OC NN is similar to the OCSVM that separates all the data points from the origin. OC- NN can 

exploit and improve features obtained from unsupervised learning specifically for anomaly 

detection. In this approach, the model is not trained with predicted output. Unlike supervisor 

learning, this model is trained and tested using process data. OC- NN evaluates data samples based 

on decision scores to differentiate anomalies in complex data sets where the decision boundary 

between normal and anomalies is highly nonlinear.   

Chalapathy et al. proposed a shallow neural network with one output model to detect anomalies 

[20]. The suggested model is shown in Figure 3.1. 
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Figure 3.1 One Class Neural Network Model 

In the above neural network, ‘γ’ is the scalar matrix from the hidden to the output layer, ‘α’ is the 

weight matrix from the input to the hidden layer, F is the feature space or the variables that are 

used in the NN input nodes, ‘β’ is the bias matrix, g is the NN activation function, and N is the 

number of samples from the origin.  

The OC-NN objective is formulated as, 

 
1

2
‖𝛾‖2

2
𝛾,𝛼,𝛽
𝑚𝑖𝑛 +  

1

2
‖𝛼‖𝐹

2 + 
1

𝛼
.

1

𝑁
[∑ max(0, 𝛽 −  〈𝛾, 𝑔(𝛼𝑿𝒏:)〉)𝑁

𝑛=1 − 𝛽]   (3-1) 

From Equation 3.1, bias ‘β,’ weight matrix ‘α,’ and the output matrix ‘γ’ can be optimized by a 

minimization approach. Chalapathy et al. described the optimization algorithm for OC- NN by 

optimizing ‘α’ and ‘γ’ separately while updating the ‘β’ based on optimized ‘α’ and ‘γ’ [20].  
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Similarly, the optimization for β, 
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In OC- NN algorithm, the input layer feeds the set of multivariate samples and calculates the data 

sample decision score by a single output for a single data sample [20]. Equation 3.2 shows the 

optimization of ‘α’ and ‘γ’ using the ‘β’ value.  Similarly, Equation 3.3 shows the optimization of 

‘β’ by using the optimized ‘α’ and ‘γ’ values. Initial decision scores are managed to compute for 

each data sample based on the optimized γ, α, and β values. By using the decision score, normal 

and abnormal data samples are classified. Finally, with the optimized model, positive decision 

score data will identify as a normal condition, and a negative decision score will be defined as an 

abnormal condition.  

In this section, an incremental OC-NN algorithm is developed using a dynamically changing NN 

model. For example, all the data samples with a negative decision score are counted as the number 

of anomalies in the data frame and compared with the marginal level to detect abnormal conditions. 

Once an abnormality is found by the OC- NN, the model identifies the newly detected fault 

condition. Detected fault features are identified by operational knowledge, and incremental OC- 

NN model learned and trained itself to detect the unknown faults. Also, the classification NN 

updates itself for the classification by including the newly detected fault.  The complete algorithm 

is detailed in section 3.3.  

3.2.3 Fault Classification  

In this work, shallow NN is used to classify the faults states based on a supervised learning 

approach. NN model output dynamically changes based on detected unknown fault conditions. 

Therefore, the developed model learns and tests itself according to the detected faults by algorithm 

1.  For example, if an unknown fault is detected by the OC-NN model, the shallow NN output is 
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augmented by 1. Detected unknown faults are labeled as a new fault condition and are updated by 

the NN. Figure 3.2 shows the proposed NN model for classification.  

If a known fault occurs, identified fault states are classified based on the trained model.  

Input layer

j = 0

Hidden layer

j = 1

 n  Dynamic output

(Number of detected faults)

j = 2

Wight matrix  θ 

Output 

 y_predict 

Bias matrix 

 b 

Bias Node

Wight matrix  θ 

Bias Node

Bias matrix 

 b 

 

Figure 3.2 Dynamic output Neural Network. 

The dynamic output neural network objectives are formulated as,  

𝑎 𝑖
𝑗

= 𝑔(𝑥𝑖 . 𝜃𝑖
𝑗

+  𝑏𝑗)          (3-4)  

Where, ′𝑎 𝑖
𝑗
′ is an activation of node ′i′ in layer ‘j’, ′𝜃𝑖

𝑗
′ is the weight matrix from layer ‘j’ to ‘j+1’, 

𝑏𝑗 is the bias matrix in each layer. Initial data samples are defined as (𝑥𝑖) in the input layer, and 

for hidden and output layers (j – 1), node value is defined as ′𝑥𝑖′.  

In the proposed model, a neural network with backpropagation and sigmoid activation function is 

used to optimize the weight matrix ′θ′ and bias ′b′. For a dynamic output classification model, a 

shallow NN output label is updated with identified new fault conditions. Both proposed NNs are 
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fully connected and receive information from each constructed node. The complete algorithm is 

presented in section 3.3.  

3.3 Cognitive Fault Diagnosis Methodology  

This section describes the complete framework of the proposed model. NN-based anomaly 

detection is used in this section to detect the anomalies from the origins. The OC-NN modified as 

incremental OC-NN is used to detect the unknown faults from existing faults and non-fault 

conditions. To classify the captured faults, a dynamic output NN is modified and developed based 

on a shallow neural network and backpropagation.  

The complete proposed framework is shown in Figure 3.3. Initially, OC- NN model and shallow 

classification NN models are trained by using nonfaulty data. Time-dependent data samples are 

framed by moving ‘n’ sampling window and tested for the anomaly. In the tested data frame, all 

the anomaly samples are counted, and the total number is compared with a predefined marginal 

level. From the experiment, the marginal level varies with the noise level in the data samples. If 

trained and tested data has a 5% noise level, expected results are obtained when 20% anomalies 

are considered as the marginal level. However, with a 10% noise level in training and test data, 

25% of anomalies provide expected results within a data frame.     

If the number of data points marked as anomaly exceeds the marginal level, the tested data frame 

is detected as having an unknown fault, and the OC- NN model is updated by using the detected 

unknown fault data frame and previously trained data frame for unknown fault detection. At the 

same time, the shallow NN output node is incremented and labeled with a new fault condition for 

further fault classification.  
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In the incremental OC- NN test, if counted anomaly detection points remain within the marginal 

level, the data frame is identified as having a known fault condition. Therefore, the data frame 

directly feeds into the shallow NN to classify the fault condition. 

The proposed incremental OC-NN structure is shown in Figure 3.1. The NN model is developed 

based on the features in data samples as an input layer, 50 hidden layers, and one output layer.   

The proposed shallow classification NN structure is shown in Figure 3.2. The NN is initially 

modeled using the data features as the input layer, 60 hidden layers, and a single output layer to 

classify the no-fault condition. However, the model learns itself and dynamically changes its 

output based on the number of detected faults.  

The sigmoid neural network activation function is used in both algorithms.  
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Figure 3.3 The Framework to develop cognitive fault diagnosis model 

Incremental OC-NN parameters γ, α, and β are optimized using the method proposed by 

Chalapathy [20] and are detailed in section 3.2.  An incremental one-class algorithm is summarized 

in algorithm 1. The number of iterations was defined based on a trial-and-error method. From 

experiment 500 to 1000, iterations gave an acceptable range; this may vary based on a different 

type of data.  
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Shallow neural network parameters θ and b values are optimized using backpropagation and Adam 

optimizer. Algorithm 2 summarizes the dynamic output shallow NN. The number of optimizing 

epochs was defined based on a trial-and-error method. Approximately 300 to 700 iterations gave 

a better-optimized result from the experiment. However, this approximation is more suited to the 

selected data, and it may vary with the different data samples and features.  

 Algorithm 1 Incremental OC- NN 

1 Input Nonfaulty data, ‘n’ sample window time-dependent data. 

2 Output Set of decision scores (for one data frame) / update OC- NN 

3 while (1: ‘n’ sample window) :  

4  Define ‘β’ value 

5  for (1: No of epochs) 

6   Update (‘α’ and ‘γ’); optimize the NN weights and output layer 

7   Optimize the r-value using updated ‘α’ and ‘γ’. 

8  end  

9  Compute the decision score for each sample: d(n)  

10  if decision score (d(n) ≥ 0) then 

11   Normal data point 

12  else  

13   Anomaly_count = Anomaly_count + 1 

14 end  

15  After ‘n’ samples 

16  if Anomaly_count > Marginal level 

17   Detect fault and run 2nd ‘n’ window using   – 13 

18   if Anomaly_count > Marginal level 

19    Update the incremental OC- models 

20    Update dynamic output NN layer 

21   else Define the unknown fault as false alarm 

22  else Jump to Dynamic NN, for fault classification 

23 Repeat step 3 for next windowed samples.  
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If the incremental OC-NN identifies new faults, the shallow classification NN will update the 

output layer and train the model with the newly detected fault by running lines 6 to 10 in algorithm 

2 to classify the same fault in the future. Initially, no-fault data is used to train the model with one 

output node. Moving forward, a sliding ‘n’ window in the data set will detect the new/unknown 

faults. Whenever the unknown fault is detected, the sampling window is used to train the shallow 

NN. 

Algorithm 2 Dynamic output Shallow NN.  

1 Input: Nonfaulty data or ‘n’ window time-dependent data. 

2 Output: Dynamic output NN 

3  Initialize the θ and b 

4  Define the input layer (number of features) and the hidden layer 

5  Update output layer (based on incremental OC- NN) 

6  for (1: No of epochs) 

7   Optimize θ and b 

8  end 

9 return {Dynamic output NN} 

 

3.3.1 Experimental Test of the Developed Algorithm  

The developed algorithm is tested on a laboratory-scale pilot plant. Armfield RT 580 Fault finding 

system liquid level and flow rate cascading experiment have been done to collect no-fault and fault 

data. The details of the experimental setup are presented in the RT580 experimental manual. In 

this experimental process, the tank level and the tank input flow rate variables are used to monitor 

the fault condition.  

The experimental data plot is shown in Figure 3.4. Fault 1 was introduced between 500 – 900 

samples, and fault 2 was introduced between 1200 – 1500 samples. According to the experimental 
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setup, fault 1 defines the deviation in the process liquid level in the tank, and fault 2 defines the 

deviation in the flow rate. 

 

Figure 3.4 RT 580 Experimental Result. 

The complete test process is shown in Figure 3.5. In this experiment, 1500 data samples with two 

feature data (process tank level and flow rate) are used to test the algorithm. An incremental OC- 

algorithm defined in algorithm 1 was used to detect the anomaly sample points in the data frame. 

Initially, nonfaulty 300 data samples were fed into the algorithms to train the model. By training 

the models, the incremental OC- NN model parameters γ, α, and β were optimized using algorithm 

1, and the shallow NN model parameters θ, and b were optimized using algorithm 2. 

After 300 samples, data were divided into 100 sample frames and fed into the trained model to 

detect anomaly points. In the data frame, if the number of anomalies is less than the marginal level, 

the model defines the tested data frame as a known fault state and sends the data frame to algorithm 

2 for classification.  
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Figure 3.5 Experimental test flow diagram. 

If the number of anomaly points is larger than the marginal level, incremental OC-NN and shallow 

NN would get updated based on the newly detected unknown faulty data frame. In this experiment, 

two data frames were used to confirm the unknown fault condition before updating the NN models. 

Therefore 200 samples were used in the testing to update the models. Table 3.1 shows the training 

dataset used in algorithm 1.  

Table 3-1 Incremental NN model and dataset for RT 580 experiment. 

Incremental Model Data Set for algorithm 2 

Initial 300 non-Faulty data 

Model 1 Initial + 200 F12 

Model 2 Model 1 + 200 F22 

 
2 Dataset identified by the one class NN for unknown faults. 
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Table 3.2 shows the RT 580 experimental data fault detection test result based on the developed 

algorithm.  

Table 3-2 Test fault and classification model update. 

Fault  

Fault 

ID 

Introduced fault 

sample 

Fault detection Classification Model update (for 

algorithm 2) 

Fault 1 1 500 - 900 sample 

Between 500 – 600 

samples 

Model updated with 500 – 700 

samples  

Fault 2 2 

1200 - 1500 

sample  

Between 1200 – 

1300 samples 

Model updated with 1200 – 1400 

samples 

The cognitive fault detection and classification results are shown in Table 3.3. From the developed 

algorithms, faults can be isolated and classified as a different fault condition. However, different 

fault characteristics initially should be defined by human knowledge with data. In this experiment, 

fault id 1 defined as a fault 1 at 500 samples. With experience in data at the 500th sample fault 

identified in the process tank level. Same as fault id 2 defined as a fault 2 at 1200 samples. With 

experience in the data, 1200th sample’s fault identified in the flow rate level. 

Table 3-3 Experimental result with classification and model develop. 

Sample 

window 

Results Sample 

window 

Results 

0-2 Trained the algorithm 1 and 2 8  98 % fault 1 classification 2% 

Nonfaulty classification 

3-4 100% Nonfaulty classification 9 – 11 97% Nonfaulty classification  

5 Unknown fault detected and 

algorithm 1 updated.  

12 Unknown fault detected and 

algorithm 1 updated. 

5-6 Label as fault 1 and trained 

algorithm 2. 

12-13 Label as fault 2 and trained 

algorithm 2. 

7  100% fault 1 classified  14-15 97% fault 2 classified 



91 
 

3.4 Application of the Proposed Models and Algorithm  

This section describes the use of the developed model for a complex industrial problem. The 

Tennessee Eastman challenge process was used for this study. Fault detection and diagnosis 

performance were investigated by using the developed model, and the results were compared with 

other recently developed algorithms.  

Down and Vogel proposed the TE process that provides realistic industrial process control and 

monitoring model [25]. The process model shown in Figure 3.6 consists of five major units: 

reactor, condenser, compressor separator, and stripper. TE process contains 41 measured variables 

and 12 manipulated variables. Based on the real chemical process, the TE produces two products 

from four reactants. It contains eight different feed components labeled (A-H). The gaseous 

reactants A, C, D, and E, and the inert B are fed to the reactor where the liquid products G and H 

are formed. The species F is a by-product of the process.  
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Figure 3.6 TE process flow [25] 

Out of the 41 measured input variables, 22 variables are (XMEAS1 to XMEAS22) continue 

process measurements, and the other 19 variables (XMEAS 23 to XMEAS 41) are composition 

measurements. There are 21 process faults in the TE process, as summarized in Table 3.4.  

Out of the 21 faults in the TE process, IDV4, IDV9, and IDV11 are a good representation of 

overlapping information, and also, they are difficult to classify [6]. Therefore, to test the proposed 

algorithm, TE process faults IDV 1, 4, 5, 6, and 11 have been selected to perform the experiment.  

MATLAB Simulink was used to simulate the nonfaulty and faulty data with a specified time frame. 

And Python tensor flow library was used to implement the proposed algorithm.  
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Table 3-4 Tennessee Eastman process faults. [25] 

Variable Description Type 

IDV1 A/C feed ratio, B composition constant (Stream 4)3 Step 

IDV2 B composition, A/C ratio constant (Stream 4) Step 

IDV3 D feed temperature (Stream 2) Step 

IDV4 Reactor cooling water inlet temperature3 Step 

IDV5 Condenser cooling water inlet temperature3 Step 

IDV6 A feed loss (Stream 1) 3 Step 

IDV7 C header pressure loss - reduced availability (Stream 4) 3 Step 

IDV8 A, B, C feed composition (Stream 4) Random variation 

IDV9 D feed temperature (Stream 2) Random variation 

IDV10 C feed temperature (Stream 4) Random variation 

IDV11 Reactor cooling water inlet temperature Random variation 

IDV12 Condenser cooling water inlet temperature Random variation 

IDV13 Reaction kinetics Slow drift  

IDV14 Reactor cooling water valve Sticking 

IDV15 Condenser cooling water valve  Sticking 

IDV16 Unknown   

IDV17 Unknown   

IDV18 Unknown   

IDV19 Unknown   

IDV20 Unknown   

IDV21 The valve for Stream 4 was fixed at the steady-state position  Constant position 

3.5 Results and Discussion 

In this chapter, the proposed method is tested using the TE data. 3300 Data samples with 22 

measurement variables/data features are used for testing.  Out of 20 different fault types, five 

 
3 Fault conditions that are tested by the algorithm.  
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selected faults were used to test the developed algorithm. IDV 4, 11 are especially focused due to 

the data overlapping along with faults, IDV 1, IDV 5, and IDV 6.      

One thousand nonfaulty data samples and 500 data samples in IDV 1 and IDV  5 faults, and 400 

data samples in IDV 6 and IDV 11 faults were generated as time-series data to test the proposed 

models. 

3.5.1 Incremental One-Class NN Test Results 

The proposed incremental OC-NN model was initially trained by using 500 no-fault data samples. 

The rest of the time series data samples are fed into the moving 100 sample windows and divided 

as data frames. Each frame is tested by an optimized NN model to generate the decision scores for 

each sample separately. Based on the decision score, data samples in the frame are distinguished 

as normal or abnormal data points. Each abnormal point within a data frame is counted, and the 

total number is compared with an acceptable, marginal level. If the counted anomaly points exceed 

the marginal level, the data frame is detected as having an unknown fault condition, and the NN 

model is updated for further detection. In the incremental one-class NN model, known and 

unknown fault are detected without any label or prior knowledge in each data frame. Therefore, 

the unsupervised learning approach proposed in the model is tested based on each sample's 

decision scores.  
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Figure 3.7 Incremental OC- NN results 

Incremental OC-NN test results are shown in Figure 3.7. Without any further knowledge, the first 

unknown fault (IDV 1) was detected at the 10th sampling window. Once the unknown fault is 

detected, the model is updated with 500 no-fault data samples and 200 detected fault data samples 

to detect unknown faults in the future. The complete model updating framework is shown in Table 

3.5.  

Table 3-5 Incremental NN model and dataset. 

Incremental Model Data Set 

Initial 500 NF 

Model 1 Initial + 200 F14 

Model 2 Model 1 + 200 F24 

Model 3 Model 2 + 200 F34 

Model 4 Model 3 + 200 F44 

 

 
4 Data frame identified by the incremental one class NN for unknown faults 
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3.5.2 Cognitive Fault Detection and Diagnostic Test Results  

To test the developed cognitive fault detection and diagnosis method, generated TE Time-

dependent data samples are used.  

Table 3-6 Test fault detection and model update. 

Fault  

Fault 

ID 

Introduced 

fault sample 

Fault detection Models update  

IDV 1 1 1000 sample 

Between 1000 – 1100 

samples 

Models updated with 1000 – 1200 

samples  

IDV 4 2 1500 sample  

Between 1500 – 1600 

samples 

Models updated with 1500 – 1700 

samples 

IDV 5 3 2000 sample 

Between 2000 – 2100 

samples 

Models updated with 2000 – 2200 

samples 

IDV 6 4 2500 sample 

Between 2500 – 2600 

samples 

Models updated with 2500 – 2700 

samples 

IDV 11 5 2900 sample 

Between 2900 – 3000 

samples  

Models updated with 2900 – 3100 

samples 

In the cognitive approach, the initial incremental OC-NN and the shallow neural network models 

were trained by 500 no-fault data samples. The rest of the 2800 samples were divided into moving 

100 samples window data frames. Each frame was fed into the incremental OC-NN model to detect 

the unknown fault conditions.  If incremental OC- NN detects the unknown fault condition, both 

models will get trained and updated with the detected unknown fault data, and the process is 

repeated. Table 3.6 shows the incremental OC-NN fault detection and both model updates time 

frame for the generated 3300 data samples. With the incremental one-class NN testing, if the data 

frame is identified as having a known fault condition, the data frame is fed into the shallow NN 

and classified as a detected known fault state. In this approach, fault detection is achieved by the 

unsupervised OC-NN model, and fault classification is achieved by the supervised shallow NN.  
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Table 3.7 shows the incremental OC-NN and the shallow NN model updates and results. In this 

experiment, we tested the cognitive approach to detect the unknown fault condition without prior 

knowledge. Further experimental results prove that all the updates and results will be generated 

based on the unknown fault detection and classification by the developed algorithms. In a way, the 

developed algorithms were updated based on the newly detected unknown fault conditions, and 

the classification was continued for known fault states until the data frame ended.   

Table 3-7 Data frame moving samples and obtained result. 

Sample window Model update and Results 

0-5 Trained algorithm 1 and 2 

6 - 9 100% Nonfaulty classification 

10 Unknown fault detected and algorithm 1 updated.  

10 - 12 Label as fault 1 and trained algorithm 2. 

12 - 14 99% fault 1 classified  

15 Unknown fault detected and algorithm 1 updated. 

15 - 17 Label as fault 2 and trained algorithm 2. 

17 – 19  100 % classified as fault 2.  

20 Unknown fault detected and algorithm 1 updated 

20 -22  Label as fault 3 and trained algorithm 2. 

22 – 24 100 % classified as fault 3. 

25 Unknown fault detected and algorithm 1 updated. 

25 – 27  Label as fault 4 and trained algorithm 2. 

27 – 28 99% classified as fault 4.  

29  Unknown fault detected and algorithm 1 updated 

29 – 31 Label as fault 5 and trained algorithm 2. 

31 – 33  99% classified as fault 5. 
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3.5.3 Comparison of the Proposed Models with Recent Studies 

The proposed model effectively detects the fault within an expected window frame. In this 

approach, we divided the dataset into data frames and fed the frames into the NN models. 

Therefore, the NN model response will get faster than commonly used NN models. In real-time, 

smaller sampling intervals and a high-performance computer will give a better result in terms of 

detection time. This study used 100 sample windows running with intel core i5 with 4 GB RAM, 

and took 80-sec running time for every 100 samples.  

Tables 3.8 and 3.9 demonstrate the strength of the developed methodology. Unknown faults are 

detected within the expected time frame. However, due to the data sampling frame, a minimal 

delay will there be for detection.  

Table 3-8 Performance comparison of the proposed system (Samples). 

Fault  Fault ID Incremental OC- NN model 

(maximum #5 of samples) 

HMM model (# of samples) 

(Galagedarage et al. (2019)) 

IDV 1 1 100 92 

IDV 4 2 100 325 

IDV 5 3 100 90 

IDV 6 4 100 241 

IDV 11 5 100 335 

Almost 100% accuracy is shown in the NN classification model with 200 samples of training data. 

 

 

 

 

5 # - Number of  
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Table 3-9 Classification ratio by using Shallow Neural Network (%). 

Fault  Fault ID Classification accuracy (%) 

Dynamic output NN 

model (Proposed 

Model) 

SVM PCA 

Jing et al. (2014) 

IDV 1 1 99  93 97 

IDV 4 2 100  65 92 

IDV 5 3 100 73 98 

IDV 6 4 99  77 99 

IDV 11 5 99  30 83 

The main contribution and usage of the proposed model are as follow. This work is a 

straightforward method to apply machine learning techniques to detect and classify fault 

conditions and update the model over time. The main goal of this method is to learn and update 

the model without prior knowledge, which will be engaged to learn the fault over time and update 

the model itself. From the experimental result and case study, it is shown that the developed 

algorithm is capable of detecting the unknown fault within the time frame and classifying the 

known fault with high accuracy.  

The proposed approach is flexible to accommodate different sampling times for time-dependent 

data. For example, for a corrosion experiment, larger time interval (Week or Month), or for a 

process industry, very short time interval (millisecond or second) data can be fed into the model 

in real-time to distinguish the normal and abnormal behavior as well as to classify faults.  

Further developing this method to find the causalities or fault features for the variable deviation 

would be beneficial to develop a state of solution for fault detection and diagnosis using a 

comprehensive machine learning concept.  
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3.6 Conclusions 

This section introduces a cognitive approach to fault detection and diagnosis. The proposed model 

is able to update itself based on the detected unknown fault conditions and keep on updating further 

whenever an unknown fault is detected. This framework is proposed based on the incremental one-

class NN algorithm and the shallow NN with dynamically changing output nodes. An unsupervised 

learning approach is used by the incremental one-class NN to detect the fault condition without 

any prior knowledge, and the shallow NN uses a supervised learning approach to classify the 

known fault conditions.  

As the main objective, this paper investigates the fault without prior knowledge of the fault 

numbers and type. Laboratory experiments and simulated data are used to test the developed 

method. The results confirm the benefits of the algorithm in cognitive fault detection. This 

framework is recommended for data with limited knowledge of fault. This framework can be 

extended to find the root cause of each identified fault. Also, with the appropriate 

numerical/mathematical model of the system, this framework can be expanded to distinguish 

between uncertainty and actual fault.  
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4 Chapter 4: Autonomous Fault Diagnosis and Root Cause Analysis Using Machine 

Learning Techniques.  

Preface 

A version of this manuscript has been published to the Industrial & Engineering chemistry research 

Journal. In this chapter, Autonomous root cause analysis methodology has bee been developed 

using a neural network permutation algorithm. Also, the developed methodology detects and 

diagnosis the fault condition online using self-updating models. This chapter contributes the 

targeted 3rd objective of the thesis defined in chapter 1.  

Abstract  

In this era of Industry 4.0, there are continuing efforts to develop fault detection and diagnosis 

methods that are fully autonomous; these methods are self-learning, with little or no human 

intervention. This work proposes a methodology for the autonomous diagnosis of the root cause 

of detected fault in a complex processing system. The Methodology comprises steps to detect and 

classify any newly encountered fault, classify the known faults, and find the root cause of the 

detected fault condition. The one-class SVM model is used in the framework to detect the 

unlabeled fault, and the neural network is used for fault classification and root cause analysis. The 

developed Methodology is capable of self-updating the fault database by detecting and diagnosing 

any new fault condition. A permutation algorithm is applied in the neural network framework to 

extract the variable’s contribution to the classified fault condition. Also, the Spearman rank 

correlation approach is used to investigate and justify the data correlation and causation. The 

proposed framework is tested using a continuous stirred tank heater and the benchmark Tennessee 

Eastman process. 
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4.1 Introduction  

In process systems, a deviation of an observed variable from an acceptable range is defined as an 

abnormal event. A process can be brought back to its desired operating state if an abnormal event 

is managed promptly and properly. However, due to poor abnormal situation management, the 

process industry suffers from financial and environmental losses; in extreme cases, this may lead 

to injuries and fatalities. In the past and current decades, numerous studies have been done to 

investigate as well as to prevent abnormal events and provide solutions for effective abnormal 

situation management (ASM).  

The key components of an ASM framework are process monitoring, fault detection, and diagnosis. 

Physical models, data-driven models, and knowledge-based models are widely used in process 

systems’ monitoring and fault diagnosis [1], [2]. Using these approaches, physical models are 

difficult to implement due to the complexity and extreme dimensionality of the industrial processes 

[1]. A knowledge-based model requires human experts in the industry to develop and train the 

model and to define the normal and abnormal events [3]. The data-driven approaches do not rely 

on the system’s physical model but require good quality historical data [2]. In the past decades, 

mostly supervised learning methods have been used in data-driven models, requiring a large 

volume of labelled historical data with sufficient information about the normal and abnormal 

operations.  

However, a vast portion of the historical data is unlabelled in the process industry. In Industry 4.0 

era, a key challenge is to develop autonomous fault detection and diagnosis model that will be self-

learning for any newly encountered fault. To develop an autonomous fault diagnosis system, the 

FDD method should be capable of classifying the normal and abnormal conditions from unlabelled 

data and linking the observed phenomena to the root cause.  
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Several models and frameworks have been proposed to develop smart process monitoring and 

maintenance systems over the years. The framework for a smart controller solution for the process 

industry was recently developed based on self-awareness, self-diagnosis, self prognosis, and self-

healing [4]. Machine learning, root cause analysis, and case-based reasoning are heavily integrated 

with other common frameworks [4], [5]. The concept of cognitive fault diagnosis based on 

reservoir NN and OC- SVM approach was used to detect a fault condition using unlabelled data 

[6]. Also, OC- NN and shallow NN approaches are integrated to detect the unknown fault condition 

and classify the known fault condition by the models [7]. However, both approaches investigated 

fault without analyzing the clear root cause of the detected fault condition.  

The root cause analysis of an abnormal event is another challenge in the multivariate complex 

process system due to the data correlation, which has been a very active research topic in the last 

two decades. Root cause analysis methods have been used for studying plant-wide oscillation [8]. 

Among the reviewed methods, the spectral envelope method was found to be commonly used to 

determine the causal analysis in the frequency domain [9]. A model-based graphical approach, 

namely, the adjacency matrix method, has been used, but the method relies to a great extent on the 

process model; therefore, it has limited use for complex systems [9]. Granger causality analysis is 

another simple approach to measure the causal effect among the process variables [10]. The 

transfer entropy method also can be used to define the root cause by finding a suspicious variable 

among all process variables by utilizing a reconstruction-based contribution method [11]. The 

Bayesian network (BN) approach is also widely used in process systems to analyze the root cause 

due to the model’s flexibility with requirements for historical data [12], [13]. However, the existing 

statistical, probabilistic, and stochastic root cause analysis approaches detailed above still lack the 
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capability to be adopted to autonomous fault diagnosis and the growing complexity of the Industry 

4.0 environment.  

Therefore, from the literature, it is obvious that to develop a smart process plant, it is important to 

develop self-learning cognitive models to detect, diagnose and define the root cause to maintain 

the process systems in line with Industry 4.0 concepts.  

The main objective of the present work includes i. develop a process monitoring system that can 

detect an unlabelled fault state from the raw sensor data.  ii. Perform root cause analysis for 

complex process system data using a neural network permutation algorithm, iii. Integrate well-

known one-class SVM and NN models to detect the unknown fault condition and classify the 

known fault condition, iv. Also, this work presents the Methodology to self-update the model 

whenever a new fault is identified by the FDD algorithm. Figure 4.1 illustrates the proposed 

integrated model for the autonomous FDD. 

One class SVM Shallow NN 
(Include Permutation Algorithm )

Unlabelled 
sensor data

Labelled 
Data

Fault Classification

Root cause analysisOnline Update Model
 

Figure 4.1: FDD integrated model to detect and diagnose unlabeled fault conditions. 

The main contribution of this work includes an investigation of autonomous fault diagnosis and 

root cause analysis, using a machine learning algorithm on the process systems without prior 

knowledge of the fault state, by integrating OC-SVM to capture the unknown fault condition and 

NN to classify the known fault condition and determine the root cause for the classified fault. To 

the authors’ knowledge, there is no existing work on autonomous fault diagnosis and root cause 

analysis on the TE process. All existing work on fault diagnosis and root cause rely on prior 
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knowledge of the fault pattern. This work also contributes to the machine learning approach to 

learn the dynamically constructed fault dictionary, including the fault’s root cause in real-time, by 

self-updating the models in online conditions.  

The rest of the section is organized as follows. The well-known mechanism of OC- algorithm and 

classification algorithm is introduced for primary fault detection and diagnosis. Then, the proposed 

Methodology that consists of the correlation test and neural network model is implemented with 

root cause diagnosis, using a permutation algorithm described in detail. To develop and test the 

proposed Methodology, a continuous stirred tank heater (CSTH) process system with five 

variables is used. The TE process system with 22 variables is used for a benchmark to test and 

evaluate the proposed method. Finally, major findings, conclusions and further work of this study 

are summarized.  

4.2 Background 

Considering Industry 4.0 and the predicted future trends in the implementation of autonomous 

fault detection and diagnosis, it is important to detect a fault condition using unlabeled data when 

data may exhibit less information about the fault condition. Anomaly detection and clustering in 

machine learning algorithms are widely used in unsupervised models [14]. Also, to diagnose the 

fault condition, it is essential to investigate the fault by classifying the fault condition and defining 

the root cause for each fault condition. To address the identified challenges, in the proposed 

Methodology, an FDD model is configured to detect the unknown fault using one-class SVM and 

to analyze the root cause for the detected fault using NN and a permutation algorithm.  
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4.2.1 One Class SVM for Unlabelled Fault Detection  

In the one-class SVM method, a hyperplane is constructed in the SVM instead of a hypersphere. 

The hyperplane separates the target class data points with the maximal margin from the origin, 

where all the outliers are assumed to fall on the plane through the origin [15]. The one-class SVM 

has been successfully implemented for process system fault detection. Malfunction in a chiller 

system [16], various faults’ detection in Tennessee Eastman process data [17], and the temperature 

sensor fault case study in a microreactor system [18] are a few recent applications.   

OC- SVM maps the training data points into the feature space corresponding to the kernel to 

separate them from the origin with a maximum margin. For the test data points, the value of OC- 

SVM decision function g(x) is determined by evaluating the side of the hyperplane where it falls 

in feature space. To evaluate the outlier, the decision function g(x) will return the value of +1 for 

the target class region and -1 for outliers. The decision function of g(x) is given by:  

 𝑔(𝑥) = 𝑠𝑖𝑔𝑛 (𝑤.(𝑥𝑖)− 𝜌)        (4-1) 

where, ‘′ is a nonlinear mapping function to represent a data point ′𝑥𝑖′ in feature space. ′𝑤′ and 

′𝜌′ are the hyperplane characteristics of the algorithm, which has a maximal distance from the 

origin. Therefore, the main goal of an algorithm is to determine the hyperplane to separate the 

target class from the origin. The following quadric programming minimization equation is used to 

separate the target class samples from the origin.  

  
1

2𝑤,𝜀𝑖,𝜌
𝑚𝑖𝑛 ‖𝑤‖2 − 𝜌 +

1

𝑁𝐶
∑ 𝜀𝑖

𝑁
𝑖=1        (4-2) 

Subject to 𝑤.𝑥𝑖 ≥ 𝜌 − 𝜀𝑖, ∀𝑖  𝜀𝑖 ≥ 0 
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In Equation 4.2, N is the number of training samples. ′𝜀𝑖′ is a slack variable for data point 𝑥𝑖 that 

allows 𝑥𝑖 to locate outside the decision boundary and not meet the margin requirement at a cost. 

The variable ‘C’ is the asymptotic fraction of outliers allowed in the training dataset, C ∈ [0,1]. 

Scholkopf et al. (2001) proved that C is both the upper bound on the fraction of outliers and the 

lower bound on the fraction of support vectors [15]. Also, they proved that support vectors are the 

points residing in the exterior of data distribution; hence the interior data points are discarded after 

the training[15], [19]. Therefore, the one-class SVM can be trained using the selected data points. 

In Equation 4.1, the nonlinear function  connects the input domain 𝑋 and the feature space (𝐹). 

The inner product of   is computed by evaluating a kernel function and used for nonlinearization,  

𝑘(𝑥𝑖 , 𝑥𝑗) =  (𝑥𝑖).(𝑥𝑗)         (4-3) 

Appropriate selection of kernel function avoids the explicit mapping between the 𝑋 → 𝐹. The 

commonly used kernel functions are discussed in[15], [16], [19], [20]. 

In the past and in recent years, support vector data description (SVDD) and OC- SVM have been 

used in many applications to determine the anomaly points and detect the operation deviation. For 

the past two decades, one-class support vector classifiers have been the most popular research topic 

in data-driven fault detection methods [19]. However, one of the main drawbacks observed in OC- 

SVM is that training data may contain some outliers due to the data noise that will reduce the 

performance of the classifier. To overcome this issue, robust one-class SVM with Gaussian-based 

penalization is proposed by Prayoonpitak and Wongsa [20] to eliminate the outlier from the 

training dataset. Further, to eliminate the suspected outliers from the training data, the concept of 

automatic adjustment in the tuning parameters is proposed iteratively, using a bisection algorithm 



111 
 

[17]. Arunthavanathan et al. [7] proposed method based on the number of anomalies in the training 

data frame using one-class SVM, the margin level depended on the data noise level.   

An incremental one-class SVM was initially proposed based on the batch algorithm to detect the 

multiple deviation points [18]. An incremental one-class approach was developed by using the 

learning by the model algorithm. In the FDD application, incremental learning uses each one class 

learner to represent each fault condition by updating the model [6]. Furthermore, to detect the 

unknown fault condition, an incremental one-class NN approach was proposed by Chalapathy et 

al. [21]. 

4.2.2 Fault Classification Using NN.  

Neural network fault classification methods were initially proposed using the multilayer, 

feedforward, analog perception, and the generalized delta learning rule [22]. A supervised learning 

approach based on back propagation learning was proposed by Venkatasubramanian et al. [23], 

and the feasibility of this approach is demonstrated through a neural network-based fault diagnosis 

case study. 

In autonomous fault detection and diagnosis, dynamic fault classification has received more 

attention in recent years. Dynamic fault classification models run in an adaptive mode, learn the 

detected fault condition data pattern automatically, and use the fault signature to classify the fault 

condition in the future. Lit et al. proposed the dynamic fault classification method based on an 

artificial neural network with a moving window to segment training, and the subsequently trained 

network is applied in the online process data [24]. A two-stage neural network model was proposed 

by Maki and Loparo, the first stage detects the dynamic trend of each measurement, and the second 

stage detects and diagnoses the fault. In the proposed model, a moving time window technique is 
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used to track dynamic data and detect the transient state of the fault [25]. Also, for the dynamic 

fault classification, neural network-based unmeasurable operating variables in chemical processes, 

using the moving time window approach, are proposed by Yang et al. [26]. 

However, all these approaches have used the moving window to test fault detection. To detect the 

dynamic fault condition, dynamic output neural network was proposed by Arunthavanathan et al. 

[27]. The dynamic output neural network is formulated based on the number of detected faults in 

real-time and the number of neural network outputs modeled in the output layer. The complete 

model is described as follows:  

Input layer
Hidden layer

j = 1

 n  Dynamic output

(Number of detected faults)

j = 2

Weight matrix  θ 

Output 

 y_predict 

Bias matrix 

 b 

Bias Node

Weight matrix  θ 

Bias Node

Bias matrix 

 b 

 

Figure 4.2 Dynamic output neural network. [27] 

The dynamic output neural network is illustrated in Figure 4.2, and the objectives are formulated 

as follows: 

𝑤𝑖
𝑗

= 𝑔(𝑥𝑖. 𝜃𝑖
𝑗

+ 𝑏𝑗)          (4-4) 
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where ′𝑤 𝑖
𝑗
′ is activation of node ‘i’ in layer ‘j’, including hidden and output layers. Initially, for 

an input layer, ′𝑥𝑖′ is an input variable adopted in the input layer, and for further hidden and output 

layers, ′𝑥𝑖′ is an updated activation node, ′𝜃𝑖
𝑗
′ is the weight matrix for each layer, and ′𝑏𝑗′ is a bias 

matrix in each layer. ′𝑔′ is a nonlinear activation function. To determine the appropriate input and 

output relationship, a different activation function is used. The SoftMax activation function is used 

in the proposed Methodology to evaluate the fault classification index. The transformation is 

shown in Equation 4.3 and is finally connected to the SoftMax function to determine the network 

output, as shown in Equation 4.5.  

𝑆(𝑦𝑖) =  
e(𝑦𝑖)

∑ e
(𝑦𝑗)𝑁

𝑗=1

          (4-5) 

In Equation 4.5, ′𝑦𝑖′ is an input vector and can take any value between -/+ . ′𝑦𝑗′ is a normalized 

output vector with a value range between 0 and 1. ′𝑆(𝑦𝑖)′ is a softmax transformation of  𝑦𝑖, and 

‘N’ defined the nodes in the output layer. 

4.2.3 Root Cause Analysis Based on Permutation Feature Importance. 

Permutation feature importance was initially proposed to estimate the feature importance in the 

trained models. Breiman [28] proposed a permutation algorithm in a random forest approach. In 

the proposed model, permutation importance is defined as the mean decrease in accuracy of the 

trained model when each feature is permuted [28]. This approach disturbs the relationship between 

input variables and output targets; therefore, the drop in model accuracy is defined as the target 

classification dependence on the impact variable.  

To rank the importance of input parameters, Sung [29] proposed a method to measure the 

importance of input by observing the change from mean squared error (MSE) when the input is 
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deleted from the neural network [29]. However, when noisy and redundant inputs are present, this 

method fails to determine the correct observation. To overcome this issue, de Oña and Garrido 

[30] proposed a method to introduce noise to one of the inputs, while all other remaining variables 

are kept at the original noise level in the machine learning model, and the MSE between model 

output before and after the noise addition is compared to determine the cause variable [30].  

In our proposed algorithm, while shuffle the data points in one variable, all other variables data 

points are fixed and the NN accuracy is tested before and after shuffling, finally MSE is used to 

determine the important variable. Complete algorithm development is described in section 4.3.1.3.  

4.3 The Methodology for Autonomous Fault Detection  

As described in Figure 4.3, this work proposes a fully autonomous workflow to detect, diagnose 

and find the root cause for an abnormal event.  

In offline conditions, one-class SVM and Neural Network models are trained by using nonfaulty 

data. However, in the multivariant raw sensor data sets, data points are far from each other. 

Therefore, before applying the data to the algorithms, a standard scaler is used to remove the mean 

and scale the data points between 0 and 1.   

The Spearman correlation test is used to determine the highly correlated variables among the 

multivariant data sets and remove one of the highly correlated variables before training the models. 

Section 4.4.1 describes the correlation test and the outcome result.  

In online conditions, the trained one-class SVM and NN models are used for real-time monitoring. 

The raw sensor data is scaled using a standard scaler and sampled using a moving window, and 

tested for anomaly by using one-class SVM. The number of anomalous points are counted within 

the window and compared with the predefined margin. If the number of anomalous data points 
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exceeds the margin, the tested data window is identified as having unknown fault symptoms.  The 

newly identified faulty data is concatenated with the faulty data in the existing data repository. The 

concatenated data is used to retrain the one-class SVM model. Also, the detected data frame is 

labelled as a new fault condition and used to train the NN with an updated output node.  

In the anomaly test, if the counted anomaly detection points remain within the allowable margin, 

the data frame is identified as having the known fault condition. Therefore, without any model 

updates, the data frame is fed into the NN model to classify the fault condition, and the NN 

permutation algorithm is used to identify the root cause for the detected fault condition. In this 

approach, models are trained in offline conditions only at the initial stage, and subsequently, the 

model updates them by itself in online condition whenever the new fault is identified.  
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Figure 4.3 The proposed Methodology 
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4.3.1 The Proposed Framework 

The proposed framework is divided into three major algorithms. Algorithm 1 is most similar to the 

one-class SVM proposed by Chen et al. [6]. However, it modified to learn by itself to update the 

model whenever a new fault condition is detected in the online condition. Algorithm 2, similar to 

the dynamic output neural network proposed by Arunthavanathan et al. [27]. The proposed model 

was modified for online updates with the monitored NN hyperparameters such as learning rate and 

a number of epochs for better accuracy and less loss. During the online updates, existing NN and 

one-class SVM parameters are recalled and used as an initial value to update the models. Finally, 

algorithm 3 is proposed in this work to define the root cause by detecting the important variable 

for the classification of the well-trained NN model in algorithm 2.  

4.3.1.1 Incremental One-Class SVM 

OC- SVM is developed in algorithm 1 to determine the decision score +1 to -1 by using Equation 

4.1. To optimize the 𝑤 and 𝜌 parameters, the gamma function and radial basis function kernel with 

a 1e-3 learning rate are used in the model architecture. To detect the fault condition, 100 sampling 

moving windows are fed into the OC- SVM and the number of outliers tested within the window. 

The length of the window depends on the nature of the process systems and the frequency of 

sensing the data. The fault margin is developed based on the experimental result in normal 

operating conditions. In the proposed algorithm, OC- SVM marginal level is determined by the 

number of anomalies counts in the data frame. The results are reported with different noise levels 

in the training data; the margin was increased to 20% for 5% noise level, and the margin was set 

to 25% for 10% noise level in the data. Therefore, the OC- SVM fault margin is developed as 

follows, 
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𝑀𝑎𝑟𝑔𝑖𝑛 = max(𝑎𝑛𝑜𝑚𝑎𝑙𝑦𝑐𝑜𝑢𝑛𝑡) + 𝛿 ∗ max (𝑎𝑛𝑜𝑚𝑎𝑙𝑦𝑐𝑜𝑢𝑛𝑡)    (4-6) 

 In the Equation 4.6, max (𝑎𝑛𝑜𝑚𝑎𝑙𝑦𝑐𝑜𝑢𝑛𝑡) defines the maximum number of anomalies in the 

nonfaulty training dataset, and 𝛿 defines the noise margin.  

Algorithm 1: Incremental one-class SVM 

Offline training of model/Online Update 

1a. Input  Nonfaulty preprocess data with nonfaulty label / detected faulty data with the 

updated label. 

2a. Output optimized OC- SVM /updated OC- SVM decision function. 

3a.  for (1: length_data): 

4a.   Optimize the 𝑤 and 𝜌 in the SVM decision function defined in Equation 

4.1. 

  end 

5a.  Run the validation nonfault preprocess data set to validate the decision 

function.  

6a.  Set the #anomaly margin using validation data.  

Online/Real-time test 

1b. Input Preprocess data sampled using ‘n’ window. 

2b. Output set of decision score/anomaly count for each windowed sample. 

3b.  for (1: length_data): 

4b.   Compute the decision score for each sample: g(n) 

5b.   if (g(n) == -1) then 

6b.    Anomaly_count = Anomaly_count+1 

7b.   else 

8b.    Normal operation condition.  

  end 

9b.  if (Anomaly_count > Margin): 

10b.   Abnormal operation detected and new fault label created. 

11b.   Update the incremental OC- Model using the current and past 

sampling window.  

12b.   Update the dynamic output NN (Algorithm 2a) using current and 

past sampling windows.  
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13b.  else:  

14b   Run the algorithm 2 Online/Real-time test for fault classification. 

4.3.1.2 Dynamic Output Neural Network  

To determine the root cause using the permutation algorithm to obtain the feature importance in a 

neural network, it is important to train the NN with minimal mean squared error. Algorithm 2 is 

developed by appropriately selecting the parameters.  

A dynamic output NN model architect with the number of features in the input layers, dynamically 

changing output layer, and one hidden layer with 68 neurons. A ReLu activation function is used 

in the hidden layer, and SoftMax activation provides a better solution for binary one-hot encoding 

classification. An Adam optimizer with an initial 1e-3 learning rate is used to optimize the 

parameters using backpropagation, and categorical cross-entropy is used as a loss function to 

determine and validate the developed model. When learning and updating the NN model online, 

the Adam optimizer learning rate is optimized by running it with the range of the learning rate. 

The number of epochs for the NN learning also optimized using model accuracy and the mean 

squared error.  

Algorithm 2: Dynamic output NN 

Offline train model / Online Update 

1a. Input Nonfaulty preprocessed data with a nonfaulty label (one-hot encoding) / 

detected faulty data with the updated label. 

2a. Output Dynamic output NN model. 

3a. Randomly initialize the weights 

4a. Implement the forward propagation and determine the cost function.  

5a.  for (1: length_data): 

6a.   Perform forward propagation and back propagation to optimize the w 

and b in Equation 4.3.  

  end 
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7a. Verify the backpropagation by using MSE and determine the appropriate learning rate 

for the optimization algorithm. 

8a.  NN_Model is developed for label prediction. 

 

Online/Real-time classification 

1b. Input Preprocess data is sampled using the ‘n’ window. 

2b. Output Fault classification for a known and labeled fault condition. 

3b. Develop/updated NN model (input sample) 

4b.  for (1: length_input sample): 

5b.   Predict the one-hot encoding classification for each sample. 

6b.   Convert the predicted one-hot encoding label to a classified label.  

  end 

7b. Using the classified label, define the test accuracy.  

 

4.3.1.3 Permutation Algorithm for Root Cause Analysis 

A permutation feature importance algorithm highly depends on fitted machine learning models. 

Therefore, it is important to implement high accuracy predictive models and cross-validate prior 

to the algorithm development. In the proposed method, algorithm 2 dynamic output NN model 

fitted with the permutation algorithm to determine the feature importance.  

Algorithm 3: Permutation algorithm to determine the impact variable in NN classification. 

1 Input Trained and Fitted shallow Neural Network model validates mean absolute error 

(MAE).  

2 Output High impact variable due to the fault occurrence. 

3  for (j = 1: number_of_column/variable):  

4   Generate permuted test data: (𝑝𝑗,𝑖, 𝑦𝑖)𝑖=1
𝑛  , where 𝑝𝑗 ∈ 𝑥 randomly shuffled 

jth column variable from the dataset; 𝑛  is the number of samples from a 

previous window and current data window. 

5   Generate prediction target from the developed model:  Data set real output 

𝑦𝑥, and permuted prediction, �̂�𝑝𝑗,𝑖
. 
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6   Permutation importance score calculation using mean absolute error:  

Perm_MAE (𝑦𝑥,�̂�𝑝𝑗
) = 

1

𝑛
∑ |𝑦𝑥,𝑖 − �̂�𝑝𝑗,𝑖

|𝑛
𝑖=1                (4-7) 

Permutation score for jth column variable =
|Perm_MAE −MAE|

𝑀𝐴𝐸 𝑥 100
  (4-8) 

 

  end 

7  Analyze the permutation importance score of each variable.  

Using the randomly shuffled predictor as a permutation, the permutation importance score 

compares the importance of each feature to an identically distributed predictor and reduces 

potential bias. Additionally, in this approach, the score is produced using the test data, which 

provides a more accurate portrait of how the model is affected due to the variable changes. The 

disadvantages of the permutation test observed by Hooker and Mentch [31], based on the tree-

based algorithm. For highly correlated variables with more than 85% of correlation, rate are 

discussed in various publications [31], [32]. 

However, to overcome the identified issue in the permutation algorithm, it is important to analyze 

the data correlation prior to applying the neural network model and eliminate one of the highly 

correlated variables from the data. Also, it is important to train the NN model with over 95% 

accuracy to obtain the appropriate root cause variable. Therefore, in the proposed method before 

training the NN, the Spearman correlation test has been done.  

4.4 Algorithm Development and Testing 

To test the proposed framework, CSTH model datasets were initially used in the testing. The CSTH 

is a commonly used subsystem in most of process systems. Thornhill et al. (2008) [33] proposed 

the CSTH simulation model. The developed model is highly nonlinear, and it contains real 

disturbance data [33]. In a simple CSTH model, cold and hot water are mixed and heated using 
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steam through a heating coil. Finally, the cold and hot water are drained off through a long pipe, 

as shown in Figure 4.4. The input of the model steam and cold water valves are operated by an 

electronic signal in the range of 4-20mA. The outputs are measured for temperature, level, and 

cold water flow rate, nominally in the range of 4-20mA [33].  

 

Figure 4.4 The continuous stirred tank heater [33] 

Two fault scenarios, as detailed in Table 4.1, have been considered in this experiment to test the 

model input fault condition. In F1 fault condition, fault is applied in the steam valve position, and 

in F2 fault condition, the fault is introduced in the cold-water valve. In each fault condition, 1400 

nonfaulty samples and 100 faulty samples are generated for the experiment.  

Table 4-1 Fault description in the CSTH 

Fault ID Fault Description  

F1 Steam valve position 

F2 Step change in cold water valve 

4.4.1 Experimental Procedure  

Step by step algorithm development and the experimental procedure are given below. In offline, 

the raw sensor simulated data are preprocessed initially using zero mean and unit variance. Scaled 

data then fed into the Spearman correlation test to eliminate one of the correlated variables. In the 
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online and real-time processes, all moving window samples are preprocessed using the same mean, 

and the unit variant is determined in the offline condition with nonfaulty data.  

Step 1: Initially, 300 data samples from the non-faulty condition data were used to train algorithms 

1a and 2a offline.  

When training the NN model, it is important to develop the model with high accuracy. Therefore, 

the Adam optimizer learning rate is tested over the range of learning rates.  

By properly selecting the learning rate and a number of epochs in the NN model, accuracy can be 

maintained over 95%.  Figure 4.5 shows the different learning rates and the number of epochs’ 

impact on the accuracy. For the current CSTH system, a 0.1 learning rate with 150 epochs gives a 

better performance for the initial trained and validated data.  

     

    

Figure 4.5 Proposed NN model accuracy and loss over the number of iterations. 

Step 2: Preprocessed multivariate sensor data (with multiple sensors) are windowed with 100 

samples and fed into the trained one-class SVM described in algorithm 1b to determine the process 
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deviation.  If a number of anomalies in the data sampling window exceeds the marginal level, the 

data window is defined as a possible fault condition and updates the one-class SVM and dynamic 

output NN. In the tested data sample window, a number of anomalies are within the margin, data 

window is fed into the dynamic output NN to classify the fault condition. 

Once the new fault is detected online, the data window is forced to do the correlation test and 

remove one of the correlated variables from the dataset before training the dynamic output NN. 

This test has been done to overcome the permutation algorithm issues. From the experiment, a 

Spearman correlation over 0.7 is defined as a high correlation in the proposed model. Any 

correlation value of 0.7 or less does not affect the permutation test in the proposed model.  

The one-class SVM results for CSTH fault F1 and fault F2 are shown in Figures 4.6a and 4.6b. In 

both cases, the fault is introduced at the 1000th sample and detected accordingly. Further, as shown 

in Figure 4.6, based on the fault condition F1, the Spearman correlation test does not recognize 

any high correlation variables. As in fault condition F2, the cold-water flow and water flow valve 

correlation are recognized as high correlations due to the step changes in cold water.  
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       (a) 

       

      (b) 

Figure 4.6 OC- SVM test and Spearman correlation test for CSTH fault. 

Step 3: After testing the anomaly condition using one-class SVM, and if the data samples are under 

the anomaly margin, samples are fed into the NN to classify the fault condition.  

Step 4: The classification NN model is further investigated with a permutation algorithm, as 

described in algorithm 3. The NN model uses a permutation algorithm to test each sampling 

window to define the most contributed variable for fault classification after determining and 

eliminating the correlated variable. By using this method, for each fault condition, the cause 

variable or root cause is determined online.  

For the CSTH tested fault condition, the root cause variable is correctly identified by the proposed 

algorithm. As shown in Figure 4.7 and Table 4.2, the root cause for fault F1 is defined as a steam 

valve variable, where the cause for the operation deviation is determined as the steam valve 

position. Similarly, the root cause for fault F2 is determined as a cold water valve, where the cause 

of fault F2 is the step-change in the cold water valve.  
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Figure 4.7 Fault F1 and F2 root cause analysis using permutation algorithm. 

Finally, the proposed model is evaluated by the CSTH process model and the dataset. Identified 

fault symptoms are detected at the same sampling window, and the root cause for the data deviation 

is detected accurately by the NN permutation algorithm.  

Table 4-2  Fault Comparison 

Fault ID Fault Description Root Cause / Contribution of variable 

NN permutation 

algorithm 

Elapsed Time (sec) 

F1 Steam valve stiction Steam Valve  4.1 

F2 The step-change in cold water Cold-water valve 4.2 

Furthermore, the proposed framework is developed using a python platform and tested using a 

core i7 intel microprocessor, with 3.0 GHz speed and16 GB RAM configuration. As shown in 

Table 4.2, diagnosing the fault condition took less than 5 sec.  This time duration is calculated 

based on NN running time to diagnose the fault condition online. However, Elapsed time does not 

include the one-class SVM run time and model update time.  

4.5 Application and Benchmarking  

The application of the proposed approach to detect and diagnose the fault condition autonomously 

is tested on the benchmark TE process data. Fault diagnosis performance of the proposed method 
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and its run-time are compared with those of the recently proposed symbolic dynamic-based 

normalized transfer entropy model [34]. 

TE process data are generated using a simulated model developed by Down and Vogel (1993) [35]. 

As shown in Figure 4.8, the TE process consists of a reactor, a condenser, a compressor, a 

separator, and a stripper. By feeding the A, C, D, and E to the reactor liquid, products G and H are 

produced. The species F is a by-product of the process.  

 

Figure 4.8 Tennessee Eastman process flow [36] 

In the TE process, a total of 53 measured variables can be generated in the simulation process. Out 

of the 53 measured variables, 22 process variables are continuous process measurement, 19 

variables are composition measurement, and the remaining 12 variables are manipulated variables. 

To test and apply the proposed framework, 22 continuous variables, listed in Table 4.3, are used. 

 Table 4-3 TE process continues process variables. 

Index Description Index Description 

XMEAS1 A feed (stream 1)  XMEAS12 Separator level 
XMEAS2 D feed (stream 2)  XMEAS13 Separator pressure 
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XMEAS3 E feed (stream 3) XMEAS14 
Separator underflow (stream 

10) 
XMEAS4 Total feed (stream 4)  XMEAS15  Stripper level 
XMEAS5 Recycle flow (stream 8) XMEAS16 Stripper pressure 

XMEAS6 Reactor feed rate (stream 6)  XMEAS17 
Stripper underflow (stream 

11) 
XMEAS7 Reactor pressure XMEAS18 Stripper temperature 
XMEAS8 Reactor level XMEAS19 Stripper stream flow 
XMEAS9 Reactor temperature  XMEAS20 Compressor work 

XMEAS10 Purge rate (stream 9) XMEAS21 
Reactor cooling water outlet 

temperature 

XMEAS11  Separator temperature  XMEAS22 
Condenser cooling water 

outlet temperature D 

In the TE simulation process, 21 different process faults can be generated. Faults IDV 1 to 8 are 

related to step changes in the related variables42. Faults IDV 9 to 12 are related to random variation 

of the variables. Slow drift in a reaction kinetic fault is demonstrated in IDV 13. Faults IDV 14, 

15, and 21 are related to sticky valves. The remaining Faults IDV 16 to 20 are faults with unknown 

causes. Table 4.4 summarizes the faults that are tested using the proposed models, and faults are 

selected in each common type.  

Table 4-4 Selected TE process fault condition for testing. 

Fault ID Description Variable Type 

IDV1 A/C feed ratio, B composition constant (Stream 4) Step 

IDV4 Reactor cooling water inlet temperature Step 

IDV5 Condenser cooling water inlet temperature Step 

IDV6 A feed loss (Stream 1) Step 

IDV11 Reactor cooling water inlet temperature Random variation 

IDV12 Condenser cooling water inlet temperature Random variation 

IDV14 Reactor cooling water valve Sticking 

IDV15 Condenser cooling water valve  Sticking 

To demonstrate the algorithms, 1500 data samples are generated from each fault condition. In the 

generated samples, 1000 to 1100 samples are under normal operations, and the remaining 400 to 

500 samples are under fault conditions. 
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As described by the algorithm steps in section 4.1, 500 nonfaulty preprocessed samples are used 

to train the one-class SVM and dynamic NN offline. In the online real-time process, 100 samples 

of a moving window are generated to follow the remaining steps.  

4.5.1 Proposed Algorithm Test 

Proposed stand-alone fault detection and diagnosis with the proper root cause analysis test result 

are demonstrated with the two different stages. OC- SVM, described in the algorithm 1 testing 

result, demonstrates the fault detection using unsupervised data, and the NN model described in 

algorithms 2 and 3 analysis results demonstrates the fault classification and the root cause for the 

classified fault and fault diagnosis time. 

4.5.1.1  One Class SVM Algorithm Test 

Figure 4.9 shows the one-class SVM testing result for each selected fault condition. For IDV12, 

the Fault was introduced at 1100 samples and detected in 12th sampling window. The rest of the 

faults are detected in the 11th sampling window and where actual faults are introduced at the 1000th 

sample.  
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Figure 4.9 TE process data fault detection using one-class SVM (Algorithm 1) 

4.5.1.2 Autonomous and Self-Update Test 

The autonomous fault detection and classification test results are shown in Figure 4.10 and Table 

4.4. To test the autonomy and model self-learning, TE process faults condition data are 

concatenated to provide different and same fault conditions over the different operating points, as 

shown in Table 4.5.  

Table 4-5 TE fault condition for automated test 

Data sample Fault condition 

1-1000 No-fault condition 
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1001-1500 Fault 1 

1501-2000 No-fault condition 

2001-2500 Fault 4 condition 

2501-3000 Fault 11 

3001-3400 Fault 4 

3401-3700 Fault 1 

Fault and fault free combined data are sampled using 100 sampling windows and fed into the one-

class SVM to detect the unknown fault condition. As shown in Figure 4.10, in test 1, non-faulty 

data have trained the OC-SVM and NN offline, and the test results are shown for 1 – 1000 samples 

and 1501 – 2000 samples detected as a normal fault condition. In test 2, after the fault 1 condition 

is detected at the 1001 sample point, the OC-SVM and NN model self-learn using normal and fault 

1 data. As shown in Figure 4.10 in test 2, 1001 – 1500 samples and 3401 – 3900 samples are 

detected. In test 3, after fault 4 is detected at the 2001 sample point, the NN model self-updates 

using no-fault, fault 1, and fault 4 data. As shown in the result, 2000 -2500 samples and 3001 – 

3400 data samples are detected.  

 

Figure 4.10 Autonomous and model self-update test. 

In this way, whenever a new fault is detected, OC-SVM is updated to further detect the new fault 

condition, and NN is updated with a new label to classify the same fault condition. Also, Figure 

4.10 illustrates that once the fault is detected and updated by the one-class SVM, the same fault 
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will not be detected further as a new fault condition. Table 4.6 summarizes the model update, 

detection, and classification test for this concatenated TE process data.  

Table 4-6 Data samples and obtained results using one-class SVM and NN 

Data sample  Model update and results 

1 – 600  Offline trained OC-SVM and NN.  

601 – 1000 No-fault classified (100%) 

1001 – 1300 Fault 1 detected and OC-SVM and NN updated.  

1301 – 1500 Fault 1 classified using NN. (98%) 

1501 – 2000 No fault classified using NN. (97%) 

2001 – 2300 Fault 4 was detected and OC-SVM and NN were 

updated.  

2301 – 2500  Fault 4 classified (97%) 

2501 – 2800 Fault 11 detected and model update.  

2801 - 3000 Fault 11 classified (96%) 

3001 – 3400 Fault 4 classified (94%) 

3401 – 3700  Fault 1 classified (96%) 

 

4.5.1.3 Permutation and Root Cause Analysis Test 

The NN model permutation algorithm testing result is illustrated in Figure 4.11. As mentioned in 

section 4.1 in step 4, after the one-class SVM test, the moving data window is fed into the NN to 

demonstrate the fault classification and determine the permutation’s importance. The permutation 

score for each variable is calculated using algorithm 3. Using the number of experiments, 25% of 

the maximum permutation score is defined as a marginal score to analyze the root cause for the 

detected failure condition. The proposed algorithm testing result shows the accurate root cause 

analysis for the detected fault condition. For example, as illustrated in Figure 4.11, the IDV 5 

result, the root cause for the fault is analyzed as the XMAS22 variable. From Tables 4.3 and 4.4 



133 
 

in the supporting information, the IDV 5 fault condition in the TE process system is defined as 

‘condenser cooling water inlet temperature,’ and the analyzed root cause ‘XMEAS22’ variable 

correctly predicts the cause variable by the permutation algorithm.  
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Figure 4.11 TE process fault root cause analysis 

The proposed NN permutation algorithm results are compared with recently developed fault 

diagnosis and root cause analysis methodologies. As shown in Table 4.7, the proposed NN 

permutation algorithm accurately detect the root cause for each fault condition. Moreover, 

compared to recently developed transfer entropy and the SDNTE approach, the developed model 

shows a faster response to diagnose and define the root cause for each fault condition. In Table 

4.7, elapsed time for the proposed algorithm defines the time duration to attain the fault diagnosis 

and root cause variable after the fault detection.  
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Table 4-7 TE process Diagnosis and root cause analysis comparison  

 

• PCA- Principal component analysis, SDNTE - symbolic dynamic-based normalized transfer entropy, RBMCA - Reconstruction based multivariate contribution analysis, and SGD – Signed 

directed graph. 

Fault 

ID 

Fault Description Root Cause / Contribution of variable 

Proposed Method Rashid et al (2018) [34] Amin et al (2018) 

[37] 

He et al (2014) [38] 

NN-Permutation Transfer Entropy SDNTE 

 

PCA, T2, and BN RBMCA+Fuzzy-SGD 

  Root Cause 
Variable 

Elapsed Time (s) Root Cause 
Variable 

Elapsed Time (s) Root Cause 
Variable 

Elapsed 
Time (s) 

Root cause Variable Root cause Variable 

IDV1 A/C feed ratio, B 

composition constant 

XMEAS16 

XMEAS9 

XMEAS13 

XMEAS7 

6.0  

 

 

 

 

 

Not Tested 

XMEAS4 XMEAS21 

XMEAS23 

XMEAS7 

IDV4 Reactor cooling water inlet 

temperature 

XMEAS21 

XMEAS9 

6.0 XMEAS9 XMEAS9 

XMEAS26 

IDV5 Condenser cooling water 

inlet temperature 

XMEAS22 

XMEAS11 

6.1 XMEAS11 XMEAS22 

XMEAS11 

IDV6 A feed loss XMEAS1 6.3 XMEAS6 - 

IDV11 Reactor cooling water inlet 
temperature 

XMEAS21 

XMEAS9 

7.1 XMEAS21, 
XMEAS32 

68.9 XMEAS21, 
XMEAS32 

16.2 XMEAS9 XMEAS37 

XMEAS9 

IDV12 Condenser cooling water 

inlet temperature 

XMEAS22 7.8 XMEAS22 79.9 XMEAS22 18.1 XMEAS11 - 

IDV14 Reactor cooling water valve XMEAS21 

XMEAS9 

6.3 XMEAS21, 
XMEAS32 

69.7 XMEAS32 17.8 XMEAS9 - 

IDV15 Condenser cooling water 

valve 

XMEAS22 

XMEAS11 

7.1 XMEAS11, 

XMEAS22, 
XMEAS33 

71.2 XMEAS11, 

XMEAS33 

18.2 XMEAS11 - 



136 
 

4.6 Conclusions  

In this study, a novel autonomous approach is proposed for online fault detection, diagnosis, and 

root cause analysis using machine learning approaches that can be integrated with Industry 4.0 

concepts. Self-learning and online updating one-class SVM and NN models are used to detect the 

unknown faults and classify the known fault conditions. Specifically, the NN permutation 

algorithm has been combined with the input data correlation test for the first time in this work to 

determine the root cause of the detected abnormal condition. In addition, online updating, a self-

adjusting learning rate, and the number of iterations for NN optimization have been proposed to 

achieve better accuracy in the NN classification. Also, the required computational time is tested 

and compared. In the proposed algorithm, NN with a smaller number of layers is optimized to 

shorten the computation time and meet the requirements for online applications. 

The proposed model is evaluated using CSTH process data with 5 variables and TE process data 

with 22 variables. The results confirm the benefit of the algorithm compared with recently 

developed algorithms. The proposed framework is recommended for Industry 4.0 process system 

abnormal situation management to diagnose the root cause of faults in real-time. The proposed 

framework can be further integrated on the Internet of Things (IoT) to analyze process fault 

conditions in real-time and in a remote monitoring setting. Also, when implementing the proposed 

Methodology in a large-scale process plant, with the appropriate communication protocol in the 

IoT, the root cause for a detected fault can be easily isolated by the process subsystems.  
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5 Chapter 5 Process Fault Prognosis Using Deep Learning 

Preface 

A version of this manuscript has been published in the process safety environmental protection 

Journal. In this chapter, an early fault detection algorithm has been developed using CNN-LSTM 

integrated methodology. Also, the developed methodology used one-class SVM to analyze the 

fault condition from predicted synthetic data. This chapter contributes to the targeted 4th objective 

of the thesis defined in chapter 1. 

Abstract  

Early fault detection and fault prognosis are crucial functions to ensure safe process operations. 

Fault prognosis can detect and isolate early developing faults as well as predict fault propagation. 

To promptly detect potential faults in process systems, it is important to examine the fault 

symptoms as early as possible. In recent years, fault prognosis approaches have led to the 

remaining useful life prediction. Therefore, in a process system, advancing prognosis approaches 

will be beneficial for early fault detection in terms of process safety and to predict the remaining 

useful life, targeting the system's reliability. In data-driven models, early fault detection is regarded 

as a time-dependent sequence learning problem; the future data sequence is predicted using the 

previous data pattern. Studying recent years' research shows that a recurrent neural network (RNN) 

can solve the sequence learning problem. This work proposes an early potential fault detection 

approach by examining the fault symptoms in multivariate complex process systems. The proposed 

model has been developed using the Convolutional Neural Network (CNN)- Long Short-Term 

Memory (LSTM) approach to forecast the system parameters for future sampling windows' 

recognition and an unsupervised One-class-SVM used for fault symptoms' detection using 
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forecasted data window. The performance of the proposed method is assessed using Tennessee 

Eastman process time-series data. The results confirm that the proposed method effectively detects 

potential fault conditions in multivariate dynamic systems by detecting the fault symptoms early 

as possible.  

5.1 Introduction 

In process systems, when a fault occurs in a machine or equipment, it may take a significant time 

to detect it. However, when the fault occurs, it gradually leads to performance degradation until a 

failure occurs. A failure in a machine has the potential to seriously affect the safety and reliability 

of the plant. It is important to detect and identify a fault as early as possible and investigate its root 

causes, to prevent system failure.  With the advent of Industry 4.0, the complex combinations of 

process, sensor, control, and information technology in process plants warrant the need to develop 

and apply autonomous failure prognosis and early detection techniques.  

Early fault detection and condition monitoring techniques can be divided into three categories: 

model-based, data-based, and expert knowledge-based [1]. The model-based approaches are 

developed using the laws of physics of the system, and they give precise results when the physical 

system is described adequately with the right model assumptions [2]. However, due to the 

complexity and unknown dynamics of process systems, it is difficult to develop such mechanistic 

models. To overcome this issue, expert systems have been developed based on expert knowledge 

of the system and a failure data history. Information used in an expert system generally includes a 

knowledge base of expert opinions about the process accumulated over a long time and a basis of 

rules for applying this knowledge to a particular problem [3]. The rules are formulated based on 

human expertise and heuristic algorithms. Li et al. have reported that accurate physical models or 

expert models are not available in most of the process systems [4].  
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The data-driven approaches are traditionally used as feature extraction methods combined with 

statistical analysis for detecting a deviation in-process data [5]. However, in recent years, due to 

the requirements of autonomous operation in Industry 4.0, shallow and deep learning algorithms 

are more commonly used for data-driven analysis [6].  

Due to the complexity in process systems, industrial data are highly correlated and multivariate. 

Therefore, it is necessary to develop prognosis models to handle multivariate data. In recent years 

deep neural network approaches have been used in multivariate data analysis. Convolutional 

Neural Network (CNN), Recurrent Neural Network (RNN), Autoencoder (AE), and Restricted 

Boltzmann Machine (RBM) approaches are widely applied in recent deep learning methods for 

fault diagnosis and prognosis.  

In recent research, for detecting and diagnosing a fault, CNN approaches are used for feature 

extraction from 1-D sensor data [7]. Cheng et al.,  Liu et al., and Hoang et al. have proposed a 

similar 1-D CNN approach to extract features from raw data and integrate the CNN model with a 

fully connected neural network for fault classification and diagnosis [7]–[9]. Liu et al., and Hoang 

et al., have also suggested the use of an RNN based model to predict the fault condition using time-

series process data [8], [9]. Zhang et al., and Wang et al., have proposed an RBM-based fault 

prognosis approach for chemical process systems [10], [11]. Lin and Tao, and Verstraete et al., 

have developed an autoencoder-based fault prognosis and health monitoring approach [12], [13]. 

DNN approaches are applied as supervised learning models to predict the known fault condition 

in these cited works.  

To the best of our knowledge, most of the deep learning prognosis models forecast the fault 

condition based on available supervised data. However, when developing a deep learning 
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methodology for fault prognosis and fault prediction, the following drawbacks and challenges are 

considered:  

1. It is difficult to detect a fault condition promptly using unsupervised data. 

2. Predicting the fault condition using offline risk calculation based on a normal dataset is not 

accurate.   

3. Feature extracting and forecasting the multivariate process data to call attention to a system 

fault early pose problems.  

To overcome the above-mentioned drawbacks, a multistep multivariate CNN-LSTM deep neural 

network interface with a one-class support vector machine (OC-SVM) is proposed in this article. 

As shown in Figure 5.1, in the proposed model, the CNN LSTM model uses CNN to extract the 

features of the input time data and uses LSTM to forecast the synthetic process data from the 

previous data samples. Finally, OC SVM is used to predict the fault symptoms using the forecasted 

data sample from the CNN LSTM model.   

CNN-LSTM

Non linear – Feature 
Extraction and data forecast 

[Online] 

Multistep time 
series synthetic data window

Multivariate time 
series data OC-SVM

Offline trained 
model with fault 

margin

Online update model

Detect fault condition for 
multivariate multistep 

forecasted data [Online] 

Fault condition window 
sample ahead

 

Figure 5.1 Model integration in the proposed method. 

This section is organized as follows: Section 5.1 describes the fundamental objective of the 

proposed work, and section 5.2 reviews the background information. The proposed hybrid network 

for fault prognosis is described in section 5.3. Applications of the proposed method and test results 
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are presented in sections 5.4 and 5.5, respectively. Some concluding remarks are presented in 

section 5.6.   

5.2 Background and Related Work 

Most of the recent fault prognosis methodologies have been developed based on data-based 

models. Deep learning has become one of the most important methods in the field of machine 

learning and has been recently used to forecast future data patterns. In recent years, as an emerging 

artificial machine learning method, deep learning approaches have been applied in process plant 

fault prediction and prognosis because of their powerful pattern learning and function mapping 

capabilities.  

The use of ANN in process system fault detection and the diagnosis was initially proposed by 

Hoskin and Himmelblau [14]. Later, NN models were applied in many process systems for fault 

detection and diagnosis. Sorsa and Koivo proposed an artificial neural network-based 

methodology for the heat exchanger of a stirred tank reactor system to detect and classify 10 fault 

situations [15]. However, there are large quantities of temporal information available in a process 

system that contribute to fault prediction but cannot be extracted by ANN. A deep learning 

approach of the recurrent neural network (RNN) has a strong ability to capture hidden correlations. 

RNN has been applied to process big data in applications for image captioning, voice conversion, 

and natural language processing, and also for dealing with process faults. However, the original 

RNN has the problem of vanishing gradients because of the later node perception of the previous 

nodes decreases.  

Long short-term networks were initially proposed by Hochreiter and Schmidhuber to solve the 

above-mentioned problem [16]. Compared to the conventional RNN, an LSTM network performs 
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well in extracting the features of time series for a long-time span. Zhao et al. proposed a fault 

diagnosis method based on the LSTM network; the novel method can directly classify the raw 

process data without specific feature extraction and classifier design [17]. It is also able to 

adaptively learn dynamic information from raw data. Yue et al. proposed a CNN-LSTM model for 

industrial data for deep learning and transfer learning; in the approach, CNN extracts features 

automatically, and LSTM analyzes the new feature sequences from CNN [18]. Zheng et al. use a 

hybrid CNN-LSTM network for fault detection and diagnosis, and compared to the result with the 

LSTM method, this approach improves the accuracy of fault detection [19]. Park et al. proposed 

the LSTM-Autoencoder approach for fault detection and diagnosis, where an autoencoder is used 

to detect a rare event, and LSTM is used for classifying the different types of faults [20].  Xia et 

al. proposed an ensemble framework based on convolutional bidirectional LSTM with multiple 

time windows for accurately predicting RUL [21]. Han et al. proposed a fault diagnosis model 

based on the optimized LSTM network [22]. It showed that the number of hidden layer nodes in 

the LSTM network has a significant influence on the diagnosis result. Liu et al. proposed a novel 

model named LSS, which combines the advantages of an LSTM network with statistical process 

analysis to predict the fault condition [8].  

The most commonly used deep learning algorithms in fault prognosis are CNN, recurrent neural 

network (RNN), and autoencoder network [23]. CNN architecture is used for feature extraction, 

and RNN is used for forecasting. In this section, the proposed CNN-LSTM and OC-SVM 

methodologies and background information are discussed.   
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5.2.1 CNN Approach 

The convolutional neural network is a feedforward neural network used for data preprocessing and 

feature extraction. The CNN approaches have significant success in computer vision, natural 

language processes, and speech recognition applications [24].  

A CNN structures are classified as:1-D CNN, 2-D CNN, and 3D CNN. 1-D CNN is focused on 

sequential data feature extraction, 2-D is used for image and text recognition, and 3-D CNN is 

mostly used for medical image processing [25]. To extract the features from time series sequential 

sensor data, the 1-D CNN approach is proposed in this article, and background information is 

discussed as follows.   

The complete process of 1D CNN is described in Figure 5.2. Multidimensional time series sensor 

raw data will be convolute as a feature mapping. The extracted feature dimension after the 

convolution filter will be E*1; E depends on sensor data dimension, the size of the filter, and 

convolutional step length. In Figure 5.2, red and blue indicate the sample filter dimension. Suppose 

the number of filters is F, then the extracted feature dimension will be E * F.  

Yue et al., and Pan et al., have reported that general CNN models include convolutional layers and 

pooling layers [26], [27]. Convolutional layers use a filter matrix for feature extraction and the 

pooling layer for feature dimensionality reduction, compressing the amount of data and parameters 

and reducing overfitting. According to Li et al., when data pass through the pooling layer, 

noticeable useful information can be filtered to some extent. In the proposed method, CNN is used 

only for feature mapping [4]. Therefore, the pooling layer is not implemented in the proposed 

methodology, where raw feature dimension is used for synthetic data prediction by using the 

LSTM network.  
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Figure 5.2: CNN network (Adapted from Li et al. (2020)) 

The mathematical expression of 1-D CNN approaches is presented: 

One-dimensional sequential data input: 

 x = [x1, x2, …..., xN], where N is data length of sensor data sequences.  

In the convolutional layer operation, the convolutional filter slides over each sample and executes 

the convolutional operation. The output dimension of the convolutional layer depends on the 

number of filters, and each sample is converted to a feature map, calculated as follows: 

𝑀𝑖 =  𝑎(𝑤𝑇 𝑋(𝑖:𝑖+𝑁−1) + 𝑏)         (5-1) 

where ′𝑤𝑇′ denotes the transposition of filter kernel matrix ‘w’, ‘b’ denotes bias, ′𝑎′ denotes 

nonlinear activation and 𝑋(𝑖:𝑖+𝑁−1) represents N observations from ith time step to (i+N-1)th time 

step.  

The time step window 𝑋(𝑖:𝑖+𝑁−1) is calculated as follows:  
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𝑋(𝑖:𝑖+𝑁−1) =  𝑋𝑖𝑋𝑖−1𝑋𝑖−2…𝑋(𝑖+𝑁−1)      (5-2) 

 denotes linking concatenation of each sample into a longer embedding.  

Sliding the filter window from the first point to the last point in the sample data will obtain the 

feature map of the filter, which is expressed as:  

𝑀𝑗 =  [𝑀1, 𝑀2, … . , 𝑀𝑛−𝑁+1]         (5-3) 

where ‘j’ is the jth filter kernel; however, in 1D CNN, multiple filter kernels can be applied in the 

convolutional layer with different filter lengths. 

A large filter size generally leads to good accuracy  [4]. However, due to the computational burden, 

it is difficult to agree on an appropriate filter size.  

5.2.2 LSTM Approach 

The recurrent Neural Network (RNN) is a commonly used neural network approach for time series 

prediction. RNN predicts time series data by allowing the state to circulate via its feedback 

connection. However, with long-time series predictions, RNNs typically suffer from the vanishing 

gradient problem. To overcome this issue, LSTM was introduced. LSTM is a modified structure 

of RNN that adds memory cells into hidden layers to control the memory information of the time 

series data [16].  

The LSTM has three primary multiplication gate structures: input, forget, and output gates. LSTM 

uses multiplicative gates to store and access data over a long period of time. This eliminates the 

problem of a vanishing gradient.  Input and forget gates are designed for controlling the state of 

the memory cell. Figure 5.3 shows the architecture of the LSTM block.  
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Figure 5.3: LSTM unit (Adapted from Xia et al. (2020)) [21] 

Brief definitions of each gate are described below:  

The Forget gate indicates how much memory of the last moment's cell can be saved. The output 

gate of the LSTM is designed for controlling how much information is output for cell status. The 

gate uses the output of the previous time step (ℎ𝑡−1) and the input of the current time (𝑋𝑡). The 

output of the gate makes the decision to clear the data by logic 0 and save the data by logic 1. 

𝑓𝑡 =  𝜎(𝑊𝑓 . 𝑥𝑡 + 𝑊𝑓 . ℎ𝑡−1 + 𝑏𝑓)        (5-4) 

where ′𝑊𝑓′ is an input weight and ′𝑏𝑓′ is a bias weight to obtain the forget gate ′𝑓𝑡′ .  

The input gate determines how much input of the current moment can be saved to the cell state 

and controls the proportion of fusion of historical and current stimuli. Two phases comprise an 

input gate; 𝑖𝑡 decides which values are updated and 𝑔𝑡 generates a new value for the cell states:  

𝑖𝑡 =  𝜎(𝑊𝑖. 𝑥𝑡 + 𝑊𝑖. ℎ𝑡−1 + 𝑏𝑖)        (5-5) 
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𝑔𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝑔. 𝑥𝑡 +  𝑊𝑔. ℎ𝑡−1 + 𝑏𝑔        (5-6) 

where ′𝑊𝑖′ 𝑎𝑛𝑑 ′𝑊𝑔′ are input weights and ′𝑏𝑔′ 𝑎𝑛𝑑 ′𝑏𝑓′ are bias weights. 

Hence, the updated value of the current cell state (𝐶𝑡) is a combination of the forget gate and the 

input gate: 

𝐶𝑡 =  𝑓𝑡 𝐶𝑡−1 + 𝑖𝑡. 𝑔𝑡)         (5-7) 

In Equation 5.7, values ′𝑓𝑡′ lie between 0 and 1. An element-wise multiplication of 𝑓𝑡  by 𝐶𝑡−1 

(previous cell state) determines which elements need to be saved in the memory cell.  

The output gate controls which parts of the current state should be read and sent to the output:  

𝑂𝑡 =  𝜎(𝑊𝑜. 𝑥𝑡 +  𝑊𝑜 . ℎ𝑡−1 + 𝑏𝑜)        (5-8) 

ℎ𝑡 =  𝑂𝑡 𝑡𝑎𝑛ℎ(𝐶𝑡)          (5-9) 

5.2.3 CNN-LSTM Approach 

A hybrid CNN-LSTM model is constructed by combining CNN with LSTM to improve data 

forecasting. The proposed forecasting CNN-LSTM models multivariate time series data as inputs 

and multistep time series data as outputs. Figure 5.4 shows the proposed CNN-LSTM block 

diagram.  

1D - CNN Model

Non linear – Feature 
Extraction

LSTM Model

Forecast the feature

Dense LayerFeature Map (Mi) Matrix of ht

Feature into Feature 
Dimension

Multistep time 
series synthetic data fault 
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.

.
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Figure 5.4: General CNN-LSTM model with a dense layer. 
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CNN and LSTM approaches are discussed in sections 5.2.1 and 5.2.2. However, when integrating 

the models, a 1D-CNN output 𝑀𝑖 feature sample, as mentioned in Equations 5.1 and 5.4, is fed 

into the LSTM model current state input 𝑥𝑡, as mentioned in Equations 5.4 and 5.8. Finally, in the 

CNN-LSTM approach, the dense layer is used after the LSTM to transform the synthetic feature 

data by learning the features from all the combinations of the features of the previous layers. The 

dense layer is similar to the shallow neural network, which is used to do the matrix multiplication 

of the input vector from LSTM sequential layers with a weight matrix.  

𝑦 = 𝑎(𝑤𝑓 . ℎ + 𝑏)          (5-10) 

In Equation 5.10, 𝑎 is a nonlinear activation function, 𝑤𝑓 is a dense layer weight matrix, and b is 

a bias vector. Finally, ℎ is an input vector for the layer, which is an output matrix of ℎ𝑡 from the 

LSTM sequential network, as mentioned in Equation 5.9. Also, the dense layer optimizes the use 

of the supervisory learning approach, where the previous state of input features is supervised by 

current state inputs to forecast the synthetic feature data for the next state.  

5.2.4 One-Class Support Vector Machine  

A one-class support vector machine is an unsupervised anomaly detection learning algorithm that 

can be trained using normal data. When testing data samples deviate from normal data, sample 

points will be detected as anomalies. In general, OC-SVM is used to separate the data of one 

specific class. However, in this approach, OC-SVM is used to detect the fault condition early, 

using forecasted synthetic data from the CNN-LSTM model.  

Schölkopf proposed the OC- SVM to separate all the data points from their origin and maximize 

the distance from this hyperplane to the origin [28]. The result is that the binary function captures 
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the region in the input space from the probability density of the real-time data. Therefore, the 

model gives +1within a region and -1 for the region outlier.  

𝑓𝑥 =  {
+1 𝑖𝑓 𝑥 𝑖𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑟𝑒𝑔𝑖𝑜𝑛

−1 𝑖𝑓 𝑥 𝑖𝑠 𝑛𝑜𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑟𝑒𝑔𝑖𝑜𝑛
 

Let 𝑥 be a training input sample that fits into the one-class classifier. To separate the data set from 

the origin, OC-SVM needs to solve the following quadratic optimization problem:  

𝑚𝑖𝑛
1

2
‖𝑤‖2 +  

1

𝑣𝑙
∑ 𝜀𝑖

𝑙
𝑖=1 −  𝜌         (5-11) 

where ‘w’ and ′𝜌′ hyperplane parameters have maximal distance from the origin. The ′𝜀𝑖′ is 

introduced to protect the SVM classifier from noisy overfitting data. Therefore, it allows some 

data points to lie within the margin. Finally, ′𝑣′ tunes the trade-off between the classification error 

on the training data and the margin maximization in OC-, and ′𝑣′ lies between 0 and 1.  

This is subject to:  

(𝑤. (𝑥𝑖)) ≥  − 𝜀𝑖 𝑖 = 1,2, … 𝑙 𝜀𝑖 ≥ 0       (5-12) 

where ′′ is a nonlinear function, 

Once ′𝑤′ 𝑎𝑛𝑑 ′𝜌′ solve this problem, then the one-class SVM decision function is defined as 

follows to use in the real-time testing: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛 (𝑤.(𝑥𝑖) −  𝜌)         (5-13) 

One of the advantages of using one-class SVM is that the nonlinear decision boundary can be made 

to recognize the outlier. Therefore, due to the nonlinearity in fault detection and classification, 

one-class SVM has been commonly used in recent years.  
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5.3 Hybrid Network for Fault Prognosis 

This section describes the framework of the proposed model.  In the proposed methodology, the 

CNN-LSTM hybrid approach is used for feature extraction and forecasting time-dependent 

samples. Subsequently, OC- SVM is used as unsupervised anomaly detection to classify the faulty 

and nonfaulty conditions from forecasted data samples.  

The complete proposed framework is shown in Figure 5.5. Initially, an OC-SVM model was 

trained using nonfaulty data, and the fault margin level was obtained by counting outliers in offline 

conditions. This margin is used as a predefined margin to classify the fault condition.  

Multivariable time-dependent process data samples are framed by sliding sampling windows. The 

sampled data frame is fed into CNN for feature extraction. Due to the nonlinearity data set 

conversion, the ReLU activation function is used in the model. The output feature map from the 

CNN then inputs to the LSTM sequence network to forecast the features for the next sampling 

window. In the initial stage of the model development, several experiments are run to find the 

hyperparameters in the model to develop an accurate model to forecast the synthetic data samples.  

OC- SVM has been developed to detect the unknown fault condition by detecting the abnormalities 

from forecasted synthetic feature samples. As mentioned in section 5.2.3, from the OC- SVM 

model, data sample observation for each sample, +1, indicates a normal operating condition, and 

-1 indicates an abnormal condition. Finally, the number of outliers in each window is counted and 

tested with a predefined fault margin. If the number of outliers exceeds the marginal level, the 

tested window is predicted to be in an abnormal condition. Otherwise, it is defined as in a normal 

operating condition.  
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In the proposed model, OC-SVM trains in offline conditions and defines the fault margin using 

the number of anomalies. Further, the sliding sampling window and CNN-LSTM approaches 

update the online process and forecast future time-dependent synthetic feature samples. Finally, 

the OC-SVM in the online model detects the abnormal behavior as early as possible using the 

synthetic samples obtained from the CNN-LSTM model. In a real-time system implementation, 

forecasting time will depend on model input sampling time and data processing time. Input 

sampling time highly depends on the frequency of sensor output data, and process time is 

dependent on the computation time of the CNN - LSTM model.  
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CNN for feature 
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Forecast feature sample 
synthetic data[t+n]  

Fault Margin 
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Figure 5.5: Framework of fault prognosis model. 

5.3.1 Proposed CNN LSTM – One Class SVM Model Architecture.  

The CNN LSTM sequence model architecture and the one-class SVM optimizer are described in 

this section. When applying the model online, preprocessed window sample data are directly fed 
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into the one-class SVM to predict the actual fault condition. Subsequently, the sample window 

predicts the fault condition for forecasted synthetic data from CNN-LSTM by using the actual fault 

conditions and forecasted fault conditions model optimized in the initial stage of the design. The 

complete model architecture is illustrated in Figure 5.6. 

1500 TE process data sample [Fault introduced@ 1000/10th window sample] 

ConV1D – Feature 
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n-window

N
-F

ea
tu

re
s 

Filter Model Out 
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y1 y2 y3 yt
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Filter size = 8

Kernel_Size = 12
Activation –  ReLU 

#Layer 1 _ LSTM 10
#Layer 2_LSTM 5

#Layer 1_Dense 6 [Relu Activation]
#Layer 2_Dense 21 

One class SVM

#Anomaly Detection 
Fault and Non-Fault classification

 

Figure 5.6: CNN LSTM – OC- SVM model for prognosis. 
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In the first stage, the standard CNN model is trained with stochastic gradient descent methods. 1D 

CNN model architecture is developed with 8 filters and 12 kernels. A two-layer LSTM sequence 

model architecture is developed with 10 neurons in layer 1 and 5 neurons in layer 2. A two-layer 

dense network is developed in the model with 6 neurons in layer 1 and ‘n’ neurons in layer 2 to 

obtain the ‘n’ number of synthetic feature samples.  

Finally, OC-SVM is modelled using the Gamma function, and the radial basis function kernel with 

an 8e-4 learning rate is used to develop the model.  

5.3.2 Proposed Model Algorithm  

The proposed algorithm is developed to optimize the CNN-LSTM and the OC-SVM models in 

offline conditions using nonfaulty data. Initially, non-faulty data samples are standardized to zero 

median and unit variance. Pre-processed data are fed into the Phase I CNN-LSTM algorithm to 

forecast the data. As mentioned in Equations 5.1 and 5.2, the ReLU activation function is used in 

the model to operate with nonlinear data. To optimize the w and b parameters, the 'Adam 

optimizer' is used in the developed CNN model. Similarly, as described in Equation 5.10, LSTM 

model parameters 𝑤𝑓 𝑎𝑛𝑑 𝑏 are optimized and updated iteratively by the 'Adam' optimizer to 

forecast the next sampling window of the synthetic data sample. The learning rate of the ‘Adam’ 

optimizer and the number of learning iterations of the proposed model are evaluated by running 

the model with ranges of learning rates and the number of epochs. Mean squared error (MSE) is 

used to evaluate the model’s performance.  

𝑚𝑠𝑒 =
1

𝑛
∑ (𝑦𝑖 − 𝑦�̃�)

2𝑛
𝑖=1          (5-14) 

The number of samples in a window is denoted by ‘n’. The real data sample and forecasted data 

samples are denoted by 𝑦𝑖 and 𝑦�̃�. 
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In the algorithm’s phase II, OC-SVM is trained in offline conditions using the 300-pre-processed 

data samples with 100 data samples in a window. To train OC-SVM based on the decision function 

as mentioned in Equation 5.13, 𝑤 𝑎𝑛𝑑 𝜌 parameters are tuned and determine the decision score 

during the algorithm training. In the training process, each sample decision score is obtained using 

the model, and if the decision score is -1, the sample is identified as an anomaly; the total number 

of anomalies is counted in each window. Also, the fault margin is evaluated using the calculated 

number of anomalies from the OC-SVM.  

𝐹𝑎𝑢𝑙𝑡 𝑀𝑎𝑟𝑔𝑖𝑛 =  𝛿 ∗ 𝑚𝑎𝑥 (𝑎𝑛𝑜𝑚𝑎𝑙𝑦𝑐𝑜𝑢𝑛𝑡)       (5-15) 

𝛿 is a constant to set the noise margin and the value is determined by the model test.  

As described in the Online/Realtime fault forecast algorithm, real-time pre-processed data samples 

using 100 sampling windows are fed into the CNN-LSTM model to obtain the forecasted synthetic 

data. Subsequently, forecasted data are fed into the trained OC-SVM to determine the number of 

anomalies in each window. When the number of anomalies exceeds the fault margin, this is 

identified as a fault symptom and further tested with the next sampling window.  

Algorithm – CNN-LSTM one-class SVM based fault forecasting  

Offline train model 

Input Pre-processed system real data,' n' time-dependent samples window 

Phase I: CNN - LSTM training and parameter optimization to predict the synthetic feature 

data samples, learn from the previous data pattern.    

1 Train CNN with 8 filters and 12 kernels, ReLU activation function, and train LSTM 

using previous data patterns and current data patterns. 

2 Determine the hyperparameters of CNN and LSTM  

3 for Iteration number N 

4  Optimize w and b (Equations 5.1 and 5.2) to tune CNN parameters 

5  Accumulate the feature samples (Equation 5.3) 
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6  Optimize the w and b in LSTM gates. 

7  Optimize the Dense layers w and b (in Equation 5.10) based on LSTM outputs 

(Equations 5.8 and 5.9). 

8  Accumulate the forecasted synthetic samples. 

9 end  

10 Optimize the learning rate and Number of iterations using MSE (Equation 5.14) and 

develop the model. 

11 Use the developed model to forecast the ‘n’ sampling window from the past data.  

12 Output #Features x n sample forecasted synthetic data samples. 

Phase II – Unsupervised fault learning from phase I forecasted data.  

1 Initialize the one-class SVM parameters 

2 for (1: (#samples) 

3  define 𝑓𝑥, using Equation 5.13 based on optimized 𝑤 𝑎𝑛𝑑  from the trained 

model. 

4  if 𝑓𝑥 = -1, determine the sample as an anomaly. 

5  Accumulate the #of anomalies in the window. 

6 end  

7 Run the validated real nonfault pre-process data to validate the decision function. 

8 Set the #of anomalies margin, using validation data, and fault margin, using Equation 

5.15.  

9 Output unsupervised anomaly detection model. 

Online/Real-time fault forecast 

Input Forecasted n sample window data from phase I algorithm 

1 for (1: length_window) 

2  Compute the decision score for each sample: g(n) 

3  if (g(n) == -1) then 

4   Anomaly_count = Anomaly_count+1 

5  else continue the process 

 end  

6 Output Set of decision score/anomaly count for each windowed sample.  
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5.4 Application of the Proposed Model  

The application of the CNN LSTM-OC SVM is tested on the benchmark Tennessee Eastman 

process data. The proposed model's fault prognosis performance is compared with the recently 

developed Hidden Markov Model by Galagedarage [29].    

Downs and Vogel (1993) proposed the TE process that provides realistic industrial process control 

and a monitoring model [30]. As shown in Figure 5.7, the TE process consists of the reactor, 

condenser, compressor, separator, and stripper. The gaseous reactants A, C, D, and E, and the inert 

B are fed to the reactor where the liquid products G and H are formed. The species F is a by-

product of the process.  

Out of 53 total measured variables in the TE process, 22 variables are continuous process 

measurement, 19 variables are composition measurement, and the remaining 12 variables are 

manipulated variables. Only the continuous variables are used for training and testing the proposed 

models.  

There are 21 different process faults that can be simulated in the TE process, as summarized in 

Table 5.1. Faults IDV 1 to 8 are related to step-change in the related variables; Faults IDV 9 to 12 

are related to random variation of some variables. IDV 13 involves slow drift in reaction kinetics, 

and Faults IDV 14, 15, and 21 are related to sticky valves. Faults 16 to 20 are unknown faults; the 

causes of the faults are unknown.  
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Figure 5.7: TE process flow (Downs and Vogel, 1993) [30] 

Table 5-1 Tennessee Eastman process faults. (Downs and Vogel, 1993) [30]. 

Fault ID Description Type 

IDV1 A/C feed ratio, B composition constant (Stream 4)6 Step 

IDV2 B composition, A/C ratio constant (Stream 4) Step 

IDV3 D feed temperature (Stream 2) Step 

IDV4 Reactor cooling water inlet temperature6 Step 

IDV5 Condenser cooling water inlet temperature6 Step 

IDV6 A feed loss (Stream 1) 6 Step 

IDV7 C header pressure loss - reduced availability (Stream 4) Step 

IDV8 A, B, C feed composition (Stream 4) Random variation 

IDV9 D feed temperature (Stream 2) Random variation 

 
6 Fault condition that are used to test the proposed algorithm. 
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IDV10 C feed temperature (Stream 4) Random variation 

IDV11 Reactor cooling water inlet temperature6 Random variation 

IDV12 Condenser cooling water inlet temperature6 Random variation 

IDV13 Reaction kinetics Slow drift  

IDV14 Reactor cooling water valve6 Sticking 

IDV15 Condenser cooling water valve6  Sticking 

IDV16 Unknown   

IDV17 Unknown   

IDV18 Unknown   

IDV19 Unknown   

IDV20 Unknown   

IDV21 The valve for Stream 4 was fixed in the steady-state position  Constant position 

 

5.4.1 Data Sampling and Preprocessing 

For each fault condition, 1500 samples are generated with 1000 samples under normal operation, 

the remaining 500 being data with the faulty condition. As shown in Figure 5.8, 300 Nonfaulty 

samples are standardized to zero median and unit variance in offline conditions. In the online 

process, moving window samples are standardized based on the same median and standard 

deviation value calculated in offline conditions.  



164 
 

Tennessee Eastman 
Process Data [Non Fault 

and Faulty Data] 

300 Nonfaulty Samples

One Class SVM

Data Preprocess 
Standardized to zero median and unit variant 

Error Marginal Level

Number of outliers

CNN model

LSTM
[Trained using N and N-1 

sampling window]

Feature extracted 
Data

100 sampling moving 
window 

Data Preprocess 
(Using Nonfaulty 

standardized zero median and unit variant)

One Class SVM

N+1 window 
forecasted data sample 

Fault symptoms  
> Error Marginal Error

Fault symptoms based on anomalies  

Potential Fault

Offline

Online

 

Figure 5.8: Model testing using TE process data. 

5.4.2 Proposed Model Development and Testing 

The step-by-step algorithm development and testing procedure are illustrated in Figure 5.8. The 

raw process data simulated from the system are initially scaled to zero mean and unit variance.  

Step 1: Initially, a moving window of 100 samples is used to train the algorithm in phase I in 

offline conditions to forecast the data from past data. Then the online CNN-LSTM model is 

updated using real-time data samples; the nth sampling window and (n-1)th sampling window are 

used to train the model in online conditions to forecast the n+1 sampling window data. Therefore, 
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initially, after 200 samples, the CNN-LSTM model starts to forecast the synthetic features of the 

data.   

When training the CNN-LSTM model, it is important to develop the model to minimize the cost 

function. Therefore, for the Adam optimizer, the learning rate and the number of iterations are 

tested over the range of learning rates and the number of epochs. Tests have been done with and 

without the CNN approach with LSTM.  

   

Figure 5.9: Model optimization using Adam optimizer. 

Figure 5.9 shows the data forecast model learning rate and the number of iterations to optimize the 

model parameter by minimizing the mean squared error. To get a better performance, the proposed 

model is optimized using the Adam optimizer with a 0.01 learning rate and 400 iterations.  

The comparison between CNN-LSTM and LSTM to forecast the data is summarized in Figure 5.9 

and Table 5.2. 

Table 5-2: CNN-LSTM and LSTM model comparison. 

 CNN-LSTM LSTM 

Mean squared error (MSE) 0.091 0.187 

Number of iterations 400 400 

Learning rate (‘Adam’) optimizer 0.01 0.01 
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Step 2: As illustrated in Figure 5.8 and the algorithm in phase II, pre-processed 300 data samples 

using a window of 100 samples are fed into the OC SVM to train and determine the number of 

anomalies in each sampling window. Also, to account for noise in the data in the proposed model, 

the fault margin is set based on the experimental result: 

𝑀𝑎𝑟𝑔𝑖𝑛 𝑙𝑒𝑣𝑒𝑙 = 2 x max(𝑎𝑛𝑜𝑚𝑎𝑙𝑦𝑐𝑜𝑢𝑛𝑡)       (5-16) 

Step 3: As described in the Online/real-time fault forecast algorithm, the pre-processed window of 

data is fed into the trained CNN-LSTM model to forecast the next window of 100 samples. Figure 

5.10 shows the TE process’s real and predicted data for the IDV1 fault condition.  

     

    

Figure 5.10: TE process IDV1 fault condition forecasted data. 

Step 4: Trained OC-SVM is used to find the outliers from CNN-LSTM forecasted data. Based on 

the detected outliers, system fault symptoms are evaluated by comparing the fault margin levels. 

When a fault symptom is excessive, and the condition continues for the next sampling window, 

the algorithm defines it as a potential fault. The obtained result is shown in Figure 5.12 and 

discussed in Table 5.3.  
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5.5 Results and Discussion  

Of 20 different fault types, eight selected faults have been used to test the developed algorithm. 

IDV 1, 4, 5, and 6 faults are selected from step-type fault conditions. IDV 11 and 12 are selected 

to test random variation type fault conditions, and IDV 14 and 15 are selected to test the sticky 

type of fault condition in the Tennessee Eastman process.       

5.5.1 Train and Test model 

The proposed method is tested for each fault condition separately. The IDV 1 test results obtained 

from CNN LSTM and OC-SVM are shown in Figure 5.11. The IDV 1 single variable prediction 

and multivariate forecasted synthetic data are shown in Figures 5.11a and 5.11b, respectively. 

Anomaly points in each window sample are shown in Figure 5.11c. The fault margin obtained 

from the offline OC-SVM model with a non-faulty data sample test is shown in Figure 5.11c to 

obtain the fault condition.  For IDV 1 offline, the one-class SVM fault margin is defined as 20. 

This margin is obtained from the first 300 non-faulty data and used online to evaluate the fault 

condition in each sampling window. As shown in Figure 5.11c, in the 9th sampling window, a 

fault condition is detected early using the forecasted early symptoms. Similarly, to all other 

selected fault conditions tested using the proposed methodology and shown in Figure 5.12, faults 

IDV 6 and 14 detect the fault exactly at the actual fault condition, and all other faults are detected 

at least 1 sampling window ahead. 
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Figure 5.11 IDV1 Fault forecast testing using proposed models. 

As illustrated in Figure 5.11c, 901 – 1000 samples predict the abnormal condition, where the 

fault is observed in the 1000th sample. 

              

      

        

Figure 5.12: Tennessee Eastman Early Fault Detection Test Result. 
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5.5.2 Comparison of the Proposed Model With Recent Studies 

The proposed fault detection method is compared with the recently proposed fault detection and 

diagnosis methods for the benchmark Tennessee Eastman model [31], [32]. The results are 

summarized in Table 5.3. 

Table 5-3 : Fault detection model comparison. 

TE 

Fault  

Mahadevan and Shah (2009) [31] Onel et al. 

(2019) [32] 

Proposed 

model 

CNN-LSTM 

OC SVM 
PCA-

T2 

PCA-

Q 

DPCA-

T2 

DPCA-

Q 

OC 

SVM 

Two class SVM 

IDV 1 99.2 99.8 99.4 99.5 99.8 99.9 100 

IDV 4 4.4 96.2 6.1 100 99.6 100 100 

IDV 5 22.5 25.4 24.2 25.2 100 100 100 

IDV 6 98.9 100 98.7 100 100 100 100 

IDV 11 20.6 64.4 19.9 80.7 69.8 100 100 

IDV 12 97.1 97.5 99.0 97.6 99.9 100 100 

IDV 14 84.2 100 93.9 100 100 100 100 

IDV 15 - 100 

The proposed fault symptoms forecasting model results are compared with those from 

unsupervised OC SVM and the recently proposed OC-NN; the results are summarized in Table 

5.4. OC SVM and OC NN obtain the fault symptoms during the window frame after the actual 

fault has occurred. However, the objective of the proposed method is to forecast the fault 

symptoms using forecasted synthetic data, and therefore expected to detect the fault condition 

during the fault condition and one sampling window earlier, compared to the other two windowing 

methods algorithms. As shown in Figures 5.11 and 5.12, the IDV1 fault condition occurred at the 

1000th data sample; therefore, OC SVM and OC NN detect the fault condition in the 1001-1100 

sampling window frame. However, with the proposed model based on the fault symptoms captured 
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by the CNN-LSTM model, combined with OC SVM, the fault symptoms are detected between 

901 to 1000 samples. Therefore, as illustrated in Table 5.4, the proposed model predicts the fault 

condition earlier by one sampling window. The TE process data show that experimental results 

IDV 6 and IDV 14 did not promptly detect the fault conditions. However, from the model test, out 

of 8 fault conditions, 6 faults promptly capture the fault symptoms by one sampling window frame 

ahead.  

Table 5-4: TE process fault forecast result comparison 

Fault 

type 

One-class Neural 

Network 

[Arunthavanatha

n et al. (2020)] [33] 

Between 100 

samples sampling 

window 

One-class SVM 

[shown in Figure 

5.9] 

Between 100 

samples sampling 

window 

CNN-LSTM One-

class SVM [shown 

in Figure 5.9] 

Between 100 

samples sampling 

window 

An actual fault 

occurred 

/Observed 

(sample) 

IDV 1 1001 – 1100  1001 – 1100 901 – 1000 1001 

IDV 4 1101 – 1200  1101 – 1200 1001 – 1100 1101 

IDV 5 1001 – 1100 1001 – 1100 901 – 1000 1001 

IDV 6 1001 - 1100 1001 – 1100 1001 – 1100 1001 

IDV 11 1101 – 1200 1101 – 1200 1001 – 1100 1101 

IDV 12 1201 - 1300 1201 – 1300 1101 – 1200 1201 

IDV 14 1101 – 1200 1101 – 1200 1101 – 1200 1101 

IDV 15 1201 - 1300 1201 – 1300 1101 - 1200 1201 

To our knowledge, there are not any DNN based data forecasting or early fault detection 

methodologies applied to TE process data for comparison of the monitoring system, although, in 

recent years, DNN based approaches are being applied for known fault classification. Therefore, 

the proposed result is compared with the HMM-based prognosis model proposed by Galagedarage 

[29]. Comparison result illustrated in Table 5.5. 
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Table 5-5: Result comparison with recent model. 

Fault type HMM model 

[Galagedarage 

(2019)] [29] 

CNN-LSTM one-class SVM 

(proposed model) 

Real fault observed  

IDV 1 1005  901 – 1000 1001 

IDV 4 1005 1001 – 1100 1101 

IDV 5 1005 901 – 1000 1001 

IDV 6 1020 1001 – 1100 1001 

IDV 11 1005 1001 – 1100 1101 

IDV 12 1220 1101 – 1200 1201 

IDV 14 1105 1101 – 1200 1101 

IDV 15 1205 1101 - 1200 1201 

To test the model, a core i7, 3.0 GHz processor equipped computer with 16GB RAM with GPU 

enabled is used to run the algorithm in python TensorFlow.  On average, to run the 100-sample 

window, the algorithm process time is calculated at approximately 120 sec. However, with the 

floating-point neural processor, the processing time may be reduced. Therefore, when using large 

windows, it is recommended to use neural processors such as TensorFlow processors.  

5.6 Conclusions  

This paper proposed a robust approach to process fault prognosis. The proposed model can forecast 

multivariant time-dependent complex process data features and detect each sampling window's 

abnormality condition. This framework is proposed by interconnecting CNN, LSTM, and OC-

SVM. A semi-supervised learning approach is used in the CNN LSTM model to forecast the next 

sampling window by learning the previous pattern. Historical data are used to train the CNN LSTM 

model. Finally, OC-SVM uses an unsupervised learning approach to define an abnormal condition 

of the forecasted synthetic data.  



172 
 

The benchmark Tennessee Eastman process is used to test the efficacy of the developed 

framework. The result confirms the capability of the algorithm to forecast the fault state as early 

as possible if the symptoms are observable from the previous data sampling window.  The results 

also confirm that with limited knowledge of faults from the forecasted synthetic data, the fault 

state can be forecasted. This model can be further developed to classify the fault condition and 

diagnose the fault by defining the root cause for each fault condition, and also the model can be 

applied to predict the remaining useful life of the process systems and use predictive maintenance 

to prevent the system from being in a failure condition.   
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6  Chapter 6 Remaining Useful Life Estimation Using Fault to Failure Transformation 

Preface 

A version of this manuscript has been submitted to IEEE Systems Journal. In this chapter, the RUL 

estimation algorithm has been developed using the degradation approach. In the developed 

methodology, the fault to failure transmission time is calculated online by detecting the fault 

condition and analyzing the root cause for the detected fault condition. This chapter contributes 

the targeted 5th and final objective of the thesis defined in chapter 1. 

Abstract  

The remaining useful life (RUL) plays a significant role in the predictive maintenance of process 

systems. In recent years, data-driven approaches have been used to estimate the RUL. However, 

without a deeper understanding of process systems and their failure mechanisms, it is challenging 

to estimate the RUL for process systems. This demands an approach that integrates data with 

mechanistic understanding. This work proposes a model to estimate the remaining useful life of 

process systems in real-time by monitoring the system’s fault condition. The fault is modeled using 

real-time observed data, while the progression of fault to failure is modeled using mechanistic 

understanding. These steps are carried out using a novel mixed model combining machine 

learning-based autonomous fault diagnosis with root cause analysis and a statistical degradation 

model. The autonomous RUL estimation model is then developed as a self-learning model. A fault 

dictionary is developed to store the fault pattern and failure margin for different failure conditions. 

The proposed approach is benchmarked using the Tennessee Eastman process. 
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6.1 Introduction 

In process industries, maintenance is an utmost necessary, however, a challenging part of the 

overall process operation to maximize functionality and minimize breakdowns. Reactive and 

proactive maintenance approaches are commonly used in process systems. Reactive maintenance 

involves repairing or substituting a machine component only once it fails and can no longer operate 

[1]. A proactive maintenance strategy aims to identify and fix the cause of the system failure before 

it occurs [2]. The process industry is more likely to use a proactive approach to prevent the process 

plant before they lead to failure. Proactive maintenance is classified into preventive maintenance, 

condition-based maintenance (CBM), and predictive maintenance (PM) [3], [4]. Preventive 

maintenance is based on the scheduled maintenance at a regular interval. Like reactive 

maintenance that is based on the repair of an asset when it breaks down, preventive maintenance 

that is based on periodic inspection and replacement, is also disappearing from industrial practice 

[5].   

Condition-based monitoring and predictive maintenance approaches have been widely targeted in 

the research and industry in recent years. Condition-based monitoring and maintenance and 

predictive maintenance are highly dependent on the system’s condition information [6]. Therefore, 

these two approaches depend on the sensor data and fault detection approaches. However, the main 

difference between these two methods is that the latter combines sensor measurements with 

accurate algorithms to predict the exact moment of the maintenance schedule. CBM takes 

maintenance action when a fault is detected, and PM extends the algorithm to predict the fault to 

failure transmission time to schedule the maintenance [7]. Moreover, fault detection and diagnosis 

algorithms provide the information require for CBM, however, PM should forecast the fault to 

failure transmission time to schedule the maintenance.  
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By way of introducing fault to failure transformation in the article, first, address the definition of 

these terms used in process monitoring. The term fault is an unpermitted deviation of a system 

parameter from the acceptable condition, which defines the fault as a process abnormality[8][9]. 

Failure is defined as a permanent interruption of a system's ability to perform a required function 

under a specified operating condition[9]. This defines the underlying cause of the abnormality that 

permanently terminates the system's required performance. Therefore, system fault is considered 

a state of deviation in the process systems, and failure is considered an event[10]. Therefore, one 

of the important aspects of predictive maintenance is the estimation of fault to failure 

transformation time to determine the abnormal state deviation to system failure event by defining 

it as a remaining useful life (RUL) estimation [11].  

In the process industry, RUL estimation techniques mainly focus on predicting the failure of 

machines or components in process plants. It is imperative to predict the process systems failure 

condition as early as possible and define the RUL, not only for reducing maintenance cost and 

increasing machines’ life cycle but also to reduce health, safety and environmental risks [12]–[14]. 

However, accurately predicting the RUL of an equipment cannot only guarantee failure prevention 

but should also allow scheduled maintenance of the equipment within a safer timeframe [6].  

The existing, RUL prediction methods are classified as physics based models and data-driven 

models [15], [16]. Physics based models are related to determining the mathematical relationship, 

such as the state-space models and analytical models, and include an observer-based method and 

parity space to estimate the current fault condition and predict the future [17]. However, these 

models are not sufficient to monitor the system condition until a failure occurs or the system 

condition becomes observable. Data-driven models, such as traditional statistical analysis and 
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machine learning models, are initiated to define the degradation process as a functional 

relationship between system conditions and monitoring data [15].  

Depending on the data availability, data-driven models are further classified as RUL estimation 

using survival models, similarity models, and degradation models [18].  To estimate the RUL using 

survival model system lifetime data, proportional hazard and probabilistic distribution of the 

component failure time methods are utilized [19]. RUL estimation using similarity models require 

failure data from similar components or distinct components with similar behavior [19], [20]. Also, 

these models record the degradation profile and compare them with process data. RUL estimations 

using degradation models predict the system health condition and analyze when the predictor 

crosses a predefined threshold [20], [21]. 

In process industries, process systems are constructed using several components, and each plant 

uses them for different purposes and unique operations. Therefore, collecting similar behavior 

failure data and lifetime data with failure conditions will be a challenge or impossible. Hence, 

degradation models are a better choice to estimate the RUL in process systems since most process 

plants define the failure threshold for each component and parameter. Since process plant systems 

are complex and combine several components, process system data are multivariate and highly 

correlated [22]. When applying degradation methods to estimate the RUL, the main challenge is 

to identify the condition indicator for the system condition deviation [21].  

Also, process systems undergo modifications and changes of operating conditions with time, and 

the definition of normal and abnormal states can change in the course of time [23]. Therefore, it is 

important to monitor the normal to fault transition behavior, and fault to failure estimation during 

the systems run time. Also, in line with the Industry 4.0 concepts, online autonomous failure 

prediction and estimating the RUL pose new challenges [24], [25]. 
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Problem Statement 

With the digitization of process systems and the introduction of Industry 4.0, it is necessary to 

develop predictive maintenance strategies integrated with automated process safety tools [20], 

[22]. In the process industries, applying these techniques leads to higher equipment efficiencies, 

less downtime of the system, and enhanced process safety [23]. To adopt predictive maintenance 

in process plant systems, RUL estimation plays an important role. In the recent literature, to 

estimate the RUL, data-driven approaches are used with the data set containing many runs to 

failure sequences [10], [24]–[26]. In the initial stage of the process, plant run to failure sequence 

data are not available and can be captured after the fault or failure event occurs. Also, in the process 

plant industry, it is impossible or rare to evaluate similar models because of plant diversity [27]. 

This leads to the problem of estimating RUL in a process plant.   

The proposed frameworks address this issue by presenting a novel approach: detecting the fault 

condition and identifying the root cause using an online assessment, and further estimating RUL 

based on the defined root cause failure threshold. In this work, Hi and Low Alarm limits are used 

as a failure threshold. 

Anomaly Detection
(One class SVM)

Classification and 
Causality

(Neural Network) 

System/Component 
degradation analysis 
(Bayesian inference)

RUL 
Prediction

Fault Classification

Root cause for the 
classified fault 
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No
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Update the models
Fault Diagnosis

RUL Prediction

Unsupervised 
Data

 

Figure 13 : Integrated model for FDD and RUL estimation. 



182 
 

As illustrated in figure 1, machine learning models have been proposed to monitor the real-time 

system operation, and to estimate the failure threshold from the deviation point, a statistical 

approach is proposed. In order to detect the normal to abnormal behavior using unsupervised data, 

OC- SVM is used. To classify the fault condition and identify the root cause of the abnormal 

behavior, NN permutation algorithm has been proposed. Finally, to estimate the RUL from the 

deviation point, statistical degradation analysis is proposed.  

The remaining part of the chapter is structured as follows. Section 6.2 reviews the background 

information of the proposed model. Section 6.3 describes the overall proposed methodology. 

Section 6.4 provides the model experiment and test results. Finally, conclusions are presented in 

Section 6.5.  

6.2 Overview of the Proposed Model 

In this section, the problem statement of autonomous RUL prediction in real-time is formulated, 

and the theoretical background of One-class SVM, incremental permutation NN, and degradation 

models are introduced. A novel methodology is constructed by integrating self-learning models 

with the degradation model to overcome the challenges in real-time RUL estimation. Finally, 

algorithm integration and RUL prediction procedures are presented. 

6.2.1 Problem Statement 

With the digitization of process systems and the introduction of Industry 4.0, it is necessary to 

develop predictive maintenance strategies integrated with automated process safety tools [23], [25]. 

In the process industries, applying these techniques leads to higher equipment efficiencies, less 

downtime of the system, and enhanced process safety [26]. To adopt predictive maintenance in 

process plant systems, RUL estimation plays an important role. In the recent literature, to estimate 
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the RUL, data-driven approaches are used with the data set containing many runs to failure 

sequences. [13], [27]–[29]. In the initial stage of the process, plant run to failure sequence data are 

not available and can be captured after the fault or failure event occurs. Also, in the process plant 

industry, it is impossible or rare to evaluate similar models because of plant diversity [30]. This leads 

to the problem of estimating RUL in a process plant.   

The proposed frameworks address this issue by presenting a novel approach: detecting the fault 

condition and identifying the root cause using an online assessment, and further estimating RUL 

based on the defined root cause failure threshold. In this work, Hi and Low Alarm limits are used as 

a failure threshold.  

6.2.2 Incremental One Class SVM 

In this approach, unsupervised raw sensor real-time data are used for online monitoring of the 

system. Incremental one-class SVM is proposed as an anomaly detection algorithm in the 

methodology to detect the deviation from a normal to an abnormal condition.  

A one-class support vector machine (OCSVM) formulation is a specific instance of SVM [31]. In 

the traditional binary SVM classification, a hyperplane separates the two classes with a large possible 

margin, and it is supported by the support vectors [32], [33]. In the one-class classification, the 

hyperplane exhibits only positively labeled data during the training. In OCSVM, the origin of the 

coordinate system is assigned to the hyperplane corresponding to the negative class [31]. As a result, 

the goal of OCSVM is to discover the hyperplane that is further away from the origin and where 

positively labeled data occur in the positive half-space of the hyperplane. Therefore, the OCSVM 

model output provides the +1 value for data within the region and the -1 value for the region outlier, 

as shown in Equation 6.1.  
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𝑑𝑛 = {
+1 𝑖𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡 𝑥𝑖 𝑖𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑟𝑒𝑔𝑖𝑜𝑛

−1 𝑖𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡 𝑥𝑖  𝑖𝑠 𝑛𝑜𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑟𝑒𝑔𝑖𝑜𝑛
      (6-1) 

where ′𝑥𝑖′ is a data point available in the data set, 𝑥𝑖  (training or testing data). Let x be a training 

input sample; then, to separate the data points from the origin, OCSVM initially solves the quadric 

programming equation given in Equation 6.2 and optimizes the parameters. 

 
1

2𝑤,𝜀,𝑏
𝑚𝑖𝑛 |𝑤|2 +

1

𝑛𝑟
∑ 𝜀𝑖 − 𝑏𝑛

𝑖=1          (6-2) 

Subject to 〈𝑤, Φ(𝑥𝑖)〉 ≥ b -𝜀𝑖, 𝜀𝑖 ≥ 0 

where ′𝜀𝑖′ is a slack variable corresponding to the ith training sample that allows it to lie on the other 

side of the decision boundary.  ′𝛷′ is a nonlinear mapping function that maps ′𝑥𝑖′ to kernel space. ′𝑏′ 

is a bias term, ′𝑟′ is the regularization parameter, and ‘n’ is the size of the dataset. When the 

optimization is complete, the condition may be used to infer query sample testing data.  

𝑑𝑛 = 𝑠𝑔𝑛(〈𝑤, Φ(𝑥𝑖)〉 − 𝑏)         (6-3) 

With the help of Lagrange multipliers 𝛼𝑖𝛽𝑖 > 0, Equation 6.2 can be modified as: 

ℒ(𝑤, 𝜀, 𝛼, 𝛽) =
1

2
|𝑤|2 +

1

𝑛𝑟
∑ 𝜀𝑖

𝑛
𝑖=1 − 𝑏 − ∑ 𝛼𝑖(〈𝑤, Φ(𝑥𝑖)〉  − 𝑏 + 𝜀𝑖)

𝑛
𝑖=1 − ∑ 𝛽𝑖𝜀𝑖

𝑛
𝑖=1    (6-4) 

where the column vectors 𝛼 = [𝛼𝑖 , … , 𝛼𝑛]𝑇 and 𝛽 =  [𝛽𝑖, … , 𝛽𝑛]𝑇. When the derivatives of primal 

variables are set to zero, it can be shown that  

𝑤 =  ∑ 〈𝛼𝑖, Φ(𝑥𝑖)〉𝑛
𝑖=1 , 𝛼𝑖 =

1

𝑟𝑛
−  𝛽𝑖 ≤

1

𝑟𝑛
 and ∑ 𝛼𝑖

𝑛
𝑖=1 = 1.      (6-5) 

By substituting these values in Equation 6.2, the dual optimization problem is derived as follows:  

 
1

2
∑ ∑ 𝛼𝑖𝛼𝑗𝐾(𝑥𝑖 , 𝑥𝑗)𝑗𝑖𝛼

𝑚𝑖𝑛          (6-6) 
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Subject to 0 ≤ 𝛼𝑖 ≤
1

𝑛𝑟
, ∑ 𝛼𝑖

𝑛
𝑖=1 = 1. 

Furthermore, it can be shown that when 0 ≤ 𝛼𝑖 ≤
1

𝑟𝑛
 is satisfied, the bias term can also be 

expressed as: 

𝑏 = 〈𝑤, Φ(𝑥𝑖)〉 = ∑ 𝛼𝑗𝐾(𝑥𝑖, 𝑥𝑗)
𝑗

        (6-7) 

The best value of parameters in the problem described in Equation 6.2 can be obtained using the 

kernel function ‘K’, without explicitly specifying the mapping function ′ 

Φ′ using the dual form of the problem, as shown in Equation 6.5. Therefore, the decision function 

for any test data (𝑥𝑡𝑒𝑠𝑡) can also be expressed in terms of the kernel function using the dual variables 

and vectorized training samples as follows.  

𝑑𝑛 = 𝑠𝑔𝑛(∑ 𝛼𝑖𝐾(𝑥𝑖 , 𝑥𝑡𝑒𝑠𝑡) − 𝑏𝑛
𝑖 )        (6-8) 

To develop the incremental OC- SVM as proposed in this methodology, training data sample 𝑥𝑖 is 

updated continually over time based on the newly detected fault condition [31]–[34]. Therefore, 

the hyperplane and the optimizing parameters, as shown in Equations 6.2 and 6.5, are up to date 

with the change of process data deviation. Therefore, incremental one-class SVM is trained by 

using 𝑥𝑖 and some of the 𝑥𝑡𝑒𝑠𝑡 concatenated data.    

𝑥𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡𝑎𝑙 ⊂ ∀(𝑥𝑖). 𝑥𝑡𝑒𝑠𝑡          (6-9) 

6.2.3 Incremental Output Permutational Neural Network 

To develop an autonomous fault diagnosis and root cause analysis method, a dynamic output 

permutation neural network is proposed in the methodology. In the proposed methodology, the 

number of nodes in the output layer change over time based on the newly detected fault. Also, in 
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the proposed methodology, one feature of the neural network data is shuffled and permutated to 

identify the root cause of the classified fault condition.  

6.2.3.1 Incremental Output Layer 

Figure 6.1 shows the proposed NN with incremental output nodes. Activation nodes in the hidden 

layer and output layer are formulated as follows:  

𝑎𝑖
𝑙 = 𝑔(𝑥𝑖. 𝜃𝑖

𝑙 + 𝑏𝑙)          (6-10) 

Input layer (l = 0)

Hidden layer (l = 1)

Bias matrix 

 b1 

Bias Node Bias Node

Bias matrix 

 b2 

Output layer (l = 2)

Incremental 

output node

 

Figure 6.14 Incremental NN when training with the new fault data [32]. 

where, ′𝑎𝑖
𝑙′ is an activation parameter of node ′𝑖′ in layer ′𝑙′. Proposed NN architecture has an input 

layer, output layer, and a single hidden layer, l = 1, 2 define the hidden and output layer 

respectively. ′𝜃𝑖
𝑙′ is the weight matrix from layer; l to l+1. ′𝑏𝑙′ is a bias matrix in each layer. ′𝑖′ 

defines the number of nodes in each layer separately. ′𝑔′ is a nonlinear activation function to 

determine the appropriate input and output relationship. 
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In a traditional NN architecture, the number of output layer nodes is fixed based on the number of 

classes. The proposed methodology is similar to that proposed by Aruthvanathan et al. [35], and 

the number of nodes in the output layer developed as an incremental node depends on the number 

of faults detected over time. Therefore, in ′𝑎𝑖
2′, ′𝑖′ nodes change dynamically and NN parameters 

𝜃 and 𝑏 are optimized whenever the number of nodes increases. Similarly the proposed NN model 

will be continuously updated to classify all detected fault conditions.  

∀(𝑜𝑢𝑡𝑝𝑢𝑡𝑛𝑜𝑑𝑒𝑠) ⊆ (#𝑜𝑓𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑𝑓𝑎𝑢𝑙𝑡𝑠)       (6-11) 

In the proposed model, 68 nodes were used in the hidden layer, and the ReLu function was used 

as a node activation function. Also in the output layer, the SoftMax activation function was used 

to activate each node; hence it provides one hot encoding classification from each output node. 

The number of output nodes are defined based on Equation 6.10. An Adam optimizer with an 

initial hyperparameter learning rate of 1e-3 and 300 epochs is used to optimize the parameters 

using the backpropagation algorithm. In the optimization category, cross-entropy is used as a loss 

function.  When updating the neural network model, online hyperparameters are optimized by 

running it with a range of values.  

6.2.3.2 Permutation Input Layer 

To evaluate the root cause for the detected fault condition, the permutation algorithm is integrated 

with the proposed NN model. However, permutation importance or root cause for the diagnosis of 

a fault can be done after the NN model has been well fitted. Hence, this approach is based on 

comparing the NN model accuracy, and it is important to maintain the model accuracy over 95%.  
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Figure 6.15 Permutation NN to define the root cause.[35] 

As shown in Figure 6.2, this method is developed using a simple permutation principle, when a 

single feature data (𝑥𝑝) is randomly shuffled in the input layer, leaving the model parameters, 

hidden, and output layers all in place. Feature importance is defined by the mean drop in the 

accuracy of the training model when each feature is shuffled [36]–[38]. Feature importance will 

be selected by the shuffled feature, which lowers the model accuracy. In the fault diagnosis, the 

identified feature importance determines the root cause for the classified fault condition [37].  

6.2.4 Degradation Model 

As mentioned in section 6.1, one of the main challenges for RUL prediction is collecting the system 

failure data. For this purpose, a degradation model to forecast the time to reach the threshold level 

is proposed in this section. One of the limitations in this approach is that the failure threshold must 

be known for the whole process and measured variables. In the process industry, the variable 

failure threshold and consequence threshold vary depending on the nature of the system, and the 

threshold information is available in the process plant manual or in the distributed control system 

(DCS), defined as an alarm threshold.  
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In the process industry, the alarm configurations are developed during the plant's engineering stage 

based on safety and technological factors. According to process system ANSI/ISA 18.2 standard 

alarm management, the consequence threshold is defined as the point at which consequences start 

to occur, and the alarm threshold is calculated by subtracting the consequences threshold from the 

process dead time, acknowledgment time, and operation time for the related process measurement 

[39]. Therefore, high and low alarm thresholds are usually defined for each variable in the process 

systems and considered in the RUL design process.  

Regression methods are commonly used as degradation models to estimate the remaining time to 

reach the failure threshold [29].  Linear, power, and exponential regressions commonly use the 

simplest degradation models to estimate the condition monitoring path [40]. Due to the uncertainty 

in monitoring data, Bayesian regression is proposed as a degradation model to estimate the RUL.  

In the Bayesian regression approach, a linear regression problem is formulated using probability 

distribution [41]–[44]. The estimated output response is not a deterministic single value but is 

assumed to be drawn from a probability distribution such as spherical Gaussian distribution [41]. 

Hence, the model for the Bayesian linear regression is formulated as: 

𝑦|𝑋, 𝛽~𝑁(𝛽𝑇𝑋, 𝜎2𝐼)          (6-12) 

where 𝑦 is a response output with a Gaussian distribution characterized by a mean and a variance. 

The mean for the regression is obtained by multiplying the transpose of the weight matrix (𝛽𝑇), 

by the predictor matrix (X). ′𝜎2′ denotes the variance, and ‘I’ is the homoscedastic variance 

defined by the identity matrix. 
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Bayesian ridge regression is one of the most effective types of Bayesian regression [43], [44]. 

Ridge regression is a commonly used regularization method that looks for 𝛽, which minimizes the 

sum of the residual sum of squares and a penalty term. Ridge regression is formulated as: 

�̂� = (𝑦 − 𝑋𝛽)𝑇(𝑦 − 𝑋𝛽) + 𝜆|𝛽|2
2

𝛽
𝑎𝑟𝑔𝑚𝑖𝑛

       (6-13) 

where ‖𝛽‖2= 𝛽1
2 + ⋯ + 𝛽𝑝

2 and 𝜆 ≥ 0 are hyperparameters of the regression.  

The Bayesian view of ridge regression is obtained by noting the minimizer of Equation 6.13, and 

this can be considered as the posterior mean of a model where 𝛽~𝑁(0, 𝜏2𝐼). For some constant 𝜏, 

this allows computing the posterior distribution of �̂� formulated as: 

�̂� =  [(𝑦 − 𝑋𝛽)𝑇(𝑦 − 𝑋𝛽) +
𝜎2

𝜏2
|𝛽|2

2]𝛽
𝑎𝑟𝑔𝑚𝑖𝑛

       (6-14) 

where the Bayesian regression ridge estimator parameter 𝜆 =
𝜎2

𝜏2 . In the gamma distributions, the 

conjugate prior for Gaussian precision is selected as prior over  𝛽 𝑎𝑛𝑑 𝜆.   

6.3 Prediction of RUL Using the Proposed Hybrid Method 

This section elaborates on the proposed hybrid machine learning and mixed statistical model to 

predict the remaining useful life of process systems. The proposed methodology includes three 

stages: fault detection using OCSVM anomaly detection, fault diagnosis, root cause analysis using 

incremental output permutation NN, and RUL prediction using the failure threshold and 

degradation model. The basic principles and models' alteration of each model are discussed in 

sections 6-2. 
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Figure 6.16 Overview of the proposed methodology flowchart. 

6.3.1 Offline Training 

The complete methodology and workflow of the model are shown in Figure 6.3. As shown in the 

proposed methodology workflow, OCSVM and NN models are initially trained by using nonfaulty 

data. Raw sensor data are mean-centered and scaled to standard deviation. The standardization 

score of the variable is formulated as: 

𝑧𝑖 =
𝑋𝑖−𝜇

𝑠
          (6-15) 

where ′𝑋𝑖′ is an ith testing sample data, ′𝜇′ is a mean of the training sample, and s is the training 

samples’ standard deviation.  
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The Spearman correlation test has been proposed in the feature selection by eliminating one of the 

highly correlated variables from the raw sensor data. In the proposed methodology, to evaluate the 

most appropriate root cause for the detected fault, highly correlated variables and control variables 

are eliminated from the highly correlated feature.  

For nonfaulty data samples, considering two features, F and V, and corresponding ranks for the 

features are 𝐹𝑟 and 𝑉𝑟 then, the Spearman rank correlation coefficient 𝑟𝑠: 

𝑟𝑠 = 𝜌(𝐹𝑟𝑉𝑟) =
𝐶𝑂𝑉(𝐹𝑟,𝑉𝑟)

𝑆(𝐹𝑟).𝑆(𝑉𝑟)
=

𝑛 ∑ (𝑓𝑟𝑣𝑟)−
𝑓𝑟∈𝐹𝑟,𝑣𝑟∈𝑉𝑟

∑ (𝑓𝑟)
𝑓𝑟∈𝐹𝑟

.∑ (𝑣𝑟)
𝑣𝑟∈𝑉𝑟

√(𝑛 ∑ 𝑓𝑟
2

𝑓𝑟∈𝐹𝑟
)−(∑ 𝑓𝑟𝑓𝑟∈𝐹𝑟 )

2
.√(𝑛 ∑ 𝑣𝑟

2
𝑣𝑟∈𝑉𝑟

)−(∑ 𝑣𝑟𝑣𝑟∈𝑉𝑟 )
2
  (6-16) 

For multivariate features, the test is done within each variable combination separately. The ′𝑟𝑠′  

values closer to -1 and +1 indicate highly negative and positive correlation, respectively. When 

′𝑟𝑠′ decreases and gets closer to zero it indicates a non-correlation. In the proposed method, +/-0.7 

has been used as a cut-off threshold, and variables outside the limit are from the training dataset.  

Algorithm 1 shows the complete OCSVM and NN training. To train the one-class SVM, 𝑤 𝑎𝑛𝑑 𝑏 

parameters from Equation 6.2 are optimized using 'n' samples of nonfaulty data. Radial base 

functional kernel and gamma function are used as hyperparameters in the optimization. Similarly, 

to train the NN model, 𝜃 and 𝑏 parameters are optimized using an "Adam" optimizer. NN 

hyperparameters' learning rate and the number of iterations are determined by the range of values 

tested over time.  A 1e-3 Adam optimizer learning rate and 300 iterations provide the best result 

from the experiment.  

In the offline training, OCSVM validation was done using windowed nonfaulty samples.  The 'n' 

number of samples were gathered as data samples. Moving samples window were tested using 

OCSVM, and the number of anomalies within a sampling window were counted separately and 
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defined as 𝐶𝑤. Using the non-fault sampling window anomaly count, the fault margin was 

formulated as follows:  

𝑓𝑚 = ℤ[max(𝐶𝑤) + 𝛿 ∗ max(𝐶𝑤)]        (6-17) 

where the proposed methodology's fault margin ′𝑓𝑚′ is calculated using the maximum number of 

anomalies in the moving window. ′𝛿′ defines the noise margin. From the experimental result, 𝛿 =

0.2 for 5% noise level in the data set and 𝛿 = 0.25 for 10% noise level.  

Algorithm 1 Offline Training 

1. Input: Nonfaulty data samples (𝕏𝑁×𝐹𝑒), length of the data samples (N), features in the data 

sample (𝐹𝑒). To train the OCSVM data samples (𝑥(𝑖))|𝑖=0
𝑁  and to train the NN model  

(𝑥(𝑖,𝐹𝑒), 𝑦(𝑖,𝑐))|𝑖=0
𝑁  used. In supervised data, c denotes the #of fault conditions, and initially, 

c=1 for nonfaulty samples.  

2. Output: OCSVM model, NN model and, Fault Margin. 

3. Data Preprocessed using Equation 6.15. {𝑧𝑖|0 < 𝑧𝑖<1} 

4. Select feature using Spearman correlation test and eliminate one of the highly correlated 

features and number of selected features are defined as 𝐹𝑠 ∀(𝐹𝑠)⊂  𝐹𝑒  and preprocessed 

feature selected data samples are denoted as 𝔻𝑁𝑥𝐹𝑠. 

5. for (𝑖 = 1: 𝑁) 

6.  
OCSVM trained by 𝔻𝑁×𝐹𝑠, data set, and 𝑤 𝑎𝑛𝑑 𝑏 in Equation 6.2 are optimized. 

7. end 

8. OCSVM validated using 𝔻𝑀×𝐹𝑠 , where ‘M’ is the number of nonfaulty samples sampled 

using 'n' sample window. 𝔻𝑛×𝐹𝑠 ⊂ 𝔻𝑀×𝐹𝑠 and ℤ(𝑀
𝑛⁄ ) define the number of windows in 

the validating samples. 𝑠𝑤 denotes the window index and 𝑤 ∈ ℕ. 

9. for (1: w) 

10.  
for (𝑖 =  1: n) 

11.  
 Compute the decision score for each sample: 𝑑𝑖  formulated using optimized 

𝑤 𝑎𝑛𝑑 𝑏 from step 3 and Equation 6.3. 

12.  
 if  (𝑑𝑖 == 1) then 

13.  
  𝐶𝑊 =  𝐶𝑊 + 1 

14.  
 else 

15.  
  𝐶𝑊 =  𝐶𝑊 Normal operation 
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16.  
end 

17. end 

18. 𝑓𝑚  From the calculated 𝐶𝑊 and Equation 6.17 fault margin 𝑓𝑚 is calculated. 

 

NN Model Training 

19. for (1: # of epochs) 

20.  
for (𝑖 = 1: 𝑁) 

21.  
 NN trained by 𝔻𝑁×𝐹𝑠 supervised data (𝑥𝑖 , 𝑦𝑖) and optimized w and 𝜃 by using 

Equation 6.9 and backpropagation algorithm.  

22.  
end 

23. end 

24. if (MSE{Model} < 95%) 

25.  
Repeat step by changing # of epochs and learning rate. [NN hyper parameters] 

26. else 

27  
Complete the training process.  

28. end 

# - Number of 

6.3.2 Online Fault Detection and Diagnosis 

In online monitoring, unsupervised data (𝑥𝑖)|𝑖=1
𝑁  windowed samples are preprocessed, and 

features are selected using algorithm 1, steps 1 and 2. The same features are selected in algorithm 

1, and step 2 is selected as a feature in online testing. Therefore, the data dimension for the window 

remains the same as 𝔻𝑛×𝐹𝑠. 

𝔻𝑛×𝐹𝑠 samples data window is fed into the trained OCSVM model obtained in algorithm 1 to test 

the data deviation by analyzing the anomalies in the window. Algorithm 2 details the complete 

process of fault detection using the OCSVM.  

Algorithm 2 (a) Fault detection using trained OCSVM 
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1. Input: 𝔻𝑛𝑥𝐹𝑠, (𝑥𝑖)|𝑖=1
𝑛  windowed preprocessed sample. Process steps 1 and 2 in algorithm 

1.  

2. Output: Set decision score, #anomalies in the data window, and fault condition. 

3. for (𝑖 = 1: 𝑛) 

4.  
Compute the decision score: 𝑑𝑖  

5.  
if (𝑑𝑖 ==  −1) then  

6.  
 𝐴𝑖 =  𝐴𝑖 + 1; where, ′𝐴𝑖′ define the accumulated anomaly count.  

7.  
else 

8.  
 𝐴𝑖 =  𝐴𝑖 

9. end 

10. if (𝐴𝑖>𝑓𝑚) then 

11.  
New fault detected and new label created for the supervised data: (𝑥(𝑖),𝑓𝑒 , 𝑦(𝑖),(𝑐+1))|𝑖=1

𝑛 , 

(𝑐 + 1) denote #of fault condition increased after a newly detected fault condition.  

12.  
OCSVM update and trained with current unsupervised window concatenate with past 

training window:  
(𝑥(𝑖),𝑓𝑒) ⊆ (𝑥(𝑖),𝑓𝑒|𝑖=1

𝑁 , 𝑥(𝑖),𝑓𝑒|𝑖=1
𝑛 ) 

13.  
NN model update and trained with concatenated supervised data: 

(𝑥(𝑖),𝑓𝑒,𝑦(𝑖),(𝑐+1)) ⊆ ((𝑥(𝑖),𝑓𝑒|𝑖=1
𝑁 , 𝑥(𝑖),𝑓𝑒|𝑖=1

𝑛 ), (𝑦(𝑖),𝑓𝑒|𝑖=1
𝑁 , 𝑦(𝑖),(𝑐+1)|

𝑖−1 

𝑛

))   

14. else 

15.  
Run algorithm 2(b) to classify the known fault condition by the trained NN model. 

16. end 

If 𝔻𝑛𝑥𝐹𝑠  data sample window has tested over the OCSVM, and the new fault is not detected by the 

algorithm, data samples are fed into the trained NN model to classify the fault condition (𝑓). Here, 

classified fault ∈ 𝐶. One hot encoding method is used in the NN output. For classified fault 

condition (𝑓), one hot encoding is formulated as:  

         (6-18) 

Algorithm 2(b) NN fault classification 

1. Input: Known fault data, 𝔻𝑛𝑥𝐹𝑠 , (𝑥𝑖)|𝑖=1
𝑛  preprocessed windowed sample 

2. Output: One hot encoding fault label 
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3. for (𝑖 = 1: 𝑛) 

4.  
Using trained NN, for each data sample classified one hot encoding predicted. 

5. end 

6 max(𝑓𝑐 = 1) for C in Equation 6.18 defined as the fault classification and store the fault 

information.  

7. Run algorithm 2(c) for the detected fault root cause analysis. 

8. end 

Once the known fault is classified using the NN algorithm, the NN model uses the permutation 

algorithm to define the root cause of the classified fault condition. To process the algorithm, 

preprocessed data and features of the selected data window  𝔻𝑛𝑥𝐹𝑠  are fed to the permutation NN 

algorithm. As presented in Figure 6.2 in section 6.2, the permutation algorithm is performed, and 

model accuracy is calculated using mean squared error. The highest mean squared error among the 

feature permutations is selected as a root cause for the detected fault condition. Hence, for the pth 

column feature the permutation important score (𝑃𝑆𝑝) is defined as:  

𝑃𝑆𝑝 =
|PMAE−MAE|

𝑀𝐴𝐸 𝑥 100
        (6-19) 

where ‘PMAE’ denotes mean absolute error with pth column data shuffle, and MAE denotes mean 

absolute error without permutation.  

Algorithm 2(c) Root cause analysis using permutation NN 

1. Input: 𝔻𝑛𝑥𝐹𝑠, (𝑥𝑖)|𝑖=1
𝑛  windowed sample. 

2. Output: Root cause variable/variables for the diagnosed fault 

3. for (p = 1: length(𝐹𝑠)) 

4.  
Randomly shuffle the data points in 𝐹𝑝.  

5.  
Generate the prediction target from shuffled data: �̂�𝑝 

6.  Generate permutated data PMAE: 𝑃𝑀𝐴𝐸 =
|𝑦𝑥−�̂�𝑝|

𝑛
  

7.  
Calculate permutation score using Equation 6.19. 

8. end 
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9.  
Compare the permutation score and select the features, over 90% of the maximum 

score.  

10.  
Run algorithm 3, to determine the RUL due to the occurred fault condition.  

11. end 

6.3.3 Remaining Useful Life Estimation 

To predict remaining useful life of the system, this article proposes a Bayesian degradation model 

for the selected root cause variable. The remaining run time to the failure is obtained by predicting 

the time interval to reach the failure margin. In the degradation model, raw sensor data are used in 

the model development. Once the fault has been detected and root cause variables isolated, the 

next two windows of samples are used to train the Bayesian regression model, where ′𝐹′ is a root 

cause variable for the diagnosed fault condition. Failure margins for all the features are predefined 

and stored in the algorithm. The proposed model is developed to predict the linearly increasing 

failure types. Algorithm 3 shows the complete process of the degradation model and RUL 

estimation.  

Algorithm 3 RUL time estimation 

1. Input: (𝕏(2𝑥𝑛)𝑥F), 𝐹 ⊂ 𝐹𝑠, (𝑥𝑖)|𝑖=1
2𝑥𝑛 windowed sample and failure margin of each feature. 

2. Output:  RUL time estimation 

3. Using (𝑥𝑖)|𝑖=1
2𝑥𝑛 and run time/sample time interval of the data sample Bayesian regression 

parameters 𝛽 𝑎𝑛𝑑 𝛼 optimized using Equation 6.14.  

4. For the large sample time, the feature indexed value was predicted and tested using the 

failure margin.  

5. Calculated intersection time plotted using Equation 6.20. 

6. End 

In this approach, the linear time degradation indicator provides the range of RUL time since 

Bayesian regression is used in the degradation model. However, minimum RUL time was selected 

as a RUL. Using the time to a fault condition, RUL is estimated using the following formulated 

equation:  
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𝑅𝑈𝐿 = {

𝑅𝑈𝐿 = 1,   𝑖𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 < 𝑇𝑡𝐹𝑎 
𝑅𝑈𝐿𝑑𝑒𝑔𝑟𝑎𝑑𝑎𝑡𝑖𝑜𝑛  , 𝑖𝑓 𝑇𝑡𝐹𝑎 < 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 < 𝑇𝑡𝐹

𝑅𝑈𝐿 = 0, 𝑖𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 > 𝑇𝑡𝐹

         (6-20) 

In the equation, 𝑇𝑡𝐹𝑎 − 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐹𝑎𝑢𝑙𝑡, 𝑇𝑡𝐹 − 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐹𝑎𝑖𝑙𝑢𝑟𝑒. 

6.4 Experiment and Test Result 

This section provides the experimental results for the case of Tennessee Eastman (TE) process 

data. In the TE process, the faults involved are step disturbance, random variation, slow drifting, 

and sticking [45]. However, step disturbance does not have a time delay for fault to failure 

deviation. Hence, for step disturbance, fault time and failure time will be the same. Therefore, to 

test the RUL prediction, random variation fault type IDV 11 and sticking fault type IDV 15 are 

selected from the TE fault condition. To test the proposed model, all three steps are used 

autonomous fault detection and diagnosis using algorithm 2(a), root cause analysis using algorithm 

2(b), and RUL prediction using algorithm 3. 

6.4.1 Autonomous Faults Detection and Diagnosis Test 

To test autonomous FDD, TE processes nonfaulty data, IDV 15 and IDV 11 data are concatenated. 

𝑥(𝑖),𝑓𝑒|𝑖=1
1000 nonfaulty, 𝑥(𝑖),𝑓𝑒|𝑖=1001

1500 IDV 11 fault, 𝑥(𝑖),𝑓𝑒|𝑖=1501
1800 nonfaulty, and  𝑥(𝑖),𝑓𝑒|𝑖=1801

2100 IDV 15 

fault, 𝑥(𝑖),𝑓𝑒|𝑖=2100
2301 nonfaulty, and 𝑥(𝑖),𝑓𝑒|𝑖=2301

2500 IDV 11 faults are concatenated to test the 

autonomous fault detection and diagnosis.  

Initially, 𝑥(𝑖),𝑓𝑒|𝑖=1
300 unsupervised samples and 𝑥(𝑖),𝑓𝑒 , 𝑦(𝑖),1|𝑖=1

300 supervised data samples are used to 

train the OCSVM and NN models, respectively, using algorithm 1. In training, the Spearman 

correlation test did not capture any highly correlated features among the TE process measured 

variables. Therefore, all sets of features are used in the experiment {𝑓𝑒} = {𝑓𝑠}.  
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In the online testing, concatenated data are fed to algorithms 2(a) and (2b) to test the fault condition 

and update the model online.  

 

(a)      (b)    (c) 

Figure 6.17 Self learning and autonomous update test result 

Figure 6.4 shows the algorithm 2(a) online testing result.  Figure 6.4(a) shows the test result with 

only nonfaulty data training the OCSVM, Figure 6.4(b) shows the test result after the IDV11 fault 

is detected at the 1000th sample and the OCSVM and NN models are updated. Similarly, 6.4(c) 

shows the result with updated OCSVM and NN after fault IDV15 has been detected. The NN 

classification result and model updates are shown in Table 6.1. 

Table 6-1 Incremental NN model update and prediction result 

The online data 

sample window 

NN classification Model update 

1-10 100% classified as Nonfaulty - 

10-11 - Model update with IDV 11 fault 

11-15 98% classified as fault IDV11 - 

15-18 96% classified as Nonfaulty - 

18 – 19  Model update with IDV 15 fault 

19 – 21 94% classified as fault IDV15 - 

21-25 97% classified as Non fault  - 
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When updating the NN model once the new fault is detected, NN parameters 𝜃, 𝑏 are optimized 

from the beginning, using the Equation 6.9, and hyperparameters #iteration and learning rates are 

optimized by running a range of numbers.   

6.4.2 Permutation Test 

Once the new fault is detected, algorithm 2(b) is used to test the root cause for the data deviation 

and abnormalities. 

As shown in Figure 6.5, the root cause for the IDV 11 fault was detected as an XMEAS 21 feature, 

and IDV 15 fault was detected as XMEAS 22. Results of the proposed method are compared with 

existing literature in Table 6.2. 

 

Figure 6.18 Permutation algorithm test for the root cause analysis. 

Table 6-2: TE process root cause analysis with different models 

Fault ID Amin et al. (2018) [46] Rashid et al. (2018) [47] Proposed method 

IDV 11 XMEAS 9 XMEAS 21, XMEAS 9 XMEAS 21 

IDV 15 XMEAS 22 XMEAS 11, XMEAS 22 XMEAS 22 
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IDV 11 faults are described as reactor cooling water inlet temperature, and IDV 15 faults are 

described as condenser cooling water valves [42]. Therefore, as shown in figure 6.5 and table 6.2, 

the proposed method defines the root cause correctly for the tested fault condition. Also, compared 

to the other models, the root cause is defined autonomously without any human interactions in the 

proposed algorithm.  

6.4.3 RUL Estimation Test 

Once the root cause has been identified for the detected fault condition online, raw sample data for 

the root cause variable (𝕏𝑖=0
𝑛,𝐹𝑐 , where 𝐹𝑐 ⊂ 𝐹𝑠), in the detected window are fed into algorithm 3 to 

predict the remaining useful life estimation.  Also, the process system operation and failure margin 

are accrued by industrial plant knowledge and fed into the algorithm.  

In this experiment, for the IDV11 random variation (reactor cooling water inlet temperature) fault 

condition, XMEAS 21 (reactor cooling water outlet temperature) has been identified as a root 

cause. Table 6.3 illustrates the Tennessee Eastman process variable hi (H) and low (L) alarm 

threshold defined by Downs and Vogel [45] and then further revised by Manca and Fay [48]. From 

Table 6.3, the XMEAS 21 variable failure margin has been identified as lower-level 92.71℃ and 

upper-level 96.49℃. Similarly, for the IDV15 fault condition (stiction in condenser cooling water 

valve), XMEAS 22 (condenser cooling outlet temperature) is identified as a root cause, and the 

failure margins for low and high level are obtained using Table 6.3, 75.75℃ and 78.84℃ 

respectively.  

Table 6-3 : TE process variables Hi and Low failure margin (adapted from [48]) 

Variable Description L Base H Unit 

XMEAS1 A Feed 0.24 0.25 0.26 kscmh 

XMEAS2 D Feed 3589 3664 3735 kg h-1 
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XMEAS3 E Feed 4419 4509 4599 kg h-1 

XMEAS4 C Feed 9.16 9.35 9.54 kscmh 

XMEAS5 Recycle flow 26.36 26.90 27.44 kscmh 

XMEAS6 Reactor feed rate 41.49 42.34 43.19 kscmh 

XMEAS7 Reactor pressure 0.0 2705 2895 kpagague 

XMEAS8 Reactor level 50 75 100 % 

XMEAS9 Reactor temperature  0.00 120.40 150 oC 

XMEAS10 Purge rate 0.33 0.34 0.34 kscmh 

XMEAS11 Separator temperature 78.50 80.10 81.70 oC 

XMEAS12 Separator level 30 50 100 % 

XMEAS13 Separator pressure 2581.03 2633.70 2686.37 kpagague 

XMEAS14 Separator underflow 24.66 25.16 25.66 m3 h-1 

XMEAS15 Stripper level 30.0 50.0 100.0 % 

XMEAS16 Stripper pressure  3040.16 3102.20 3164.24 kpagague 

XMEAS17 Stripper underflow 22.49 22.95 23.41 m3 h-1 

XMEAS18 Stripper temperature 64.42 65.73 67.05 oC 

XMEAS19 Stripper steam flow 225.70 230.31 234.92 kg h-1 

XMEAS20 Compressor work 334.60 341.43 348.26 kW 

XMEAS21 Reactor cooling water outlet 

temp.  

92.71 94.60 96.49 oC 

XMEAS22 Condenser cooling outlet 

temp.  

75.75 77.30 78.84 oC 

The RUL output from algorithm3 is plotted in Figure 6.6.  
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Figure 6.19 Health indicator and RUL predictor. 

The remaining useful life is estimated using the fault detection point as the base point. Therefore, 

RUL estimation based on the fault detection is formulated as:  

𝑅𝑈𝐿𝐹𝑎𝑢𝑙𝑡 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 =  𝜏𝐹𝑎𝑖𝑙𝑢𝑟𝑒 − 𝜏𝐹𝑎𝑢𝑙𝑡       (6-21) 

From the testing, RUL estimation for the IDV 11 and IDV 15 was estimated using Equation 6.21 

and obtained 18,810 data samples and 9,451 data samples, respectively. The estimated result is 

compared with Ordinary least square linear regression (OLSR) and exponential regressions (ER). 

Table 6-4: Result comparison (after the fault detected) in #of samples 

Fault ID Experimental result Predicted RUL (in# of samples) 

OLSR ER BR (proposed method) 

IDV11 19100 19010 19470 18810 

IDV15 9500 10700 10450 9451 

In this approach, the Bayesian regression approach estimates the RUL with the lower value of the 

regression estimation. As shown in Table 6.4: in both fault conditions, BR estimates the RUL 

closer to the experimental result and predicted before the system failure.  
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6.5 Conclusion 

This chapter introduces a robust methodology to estimate the RUL by online monitoring of a fault 

condition and estimating the time to failure margin. Self-learning OCSVM and incremental 

permuted NN models are used to predict the fault condition and root cause analysis online. Once 

the fault has been detected, the failure margin degradation model is developed and used to forecast 

the time to failure. Finally, using the fault time and failure predicted time, RUL is estimated.  

Further, these models are self-learning; therefore, this method predicts the new fault condition and 

root cause analysis autonomously and estimates the RUL for a detected fault. 

This methodology is well fitted to the process industry, since, in a process plant, the failure margins 

for the measured, control, and process variables are predefined based on the process plant’s 

operation. This article is limited with the fault to failure deviation considered as a linear 

relationship in the TE process failures. However, this approach can be extended for nonlinear 

degradation based on the nature of the failure occurring in the process plant. Also, this method can 

be extended with time-dependent deep learning models such as long short-term memory or 

autoregressive intergrade moving average.  
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7 Chapter 7 Conclusions and Future Research 

This research work aimed to investigate and apply machine learning approaches to detect and 

diagnose a fault and identify its root cause for the digitized process system in an autonomous 

environment, and to estimate the remaining useful life by analyzing fault to failure transition 

online. We have the following conclusions and recommendations for future work.  

7.1 Conclusions  

The result indicates that compared to statistical analysis, machine learning approaches are better 

suited for developing intelligent fault detection and diagnosis techniques compatible with Industry 

4.0 and the future. The following specific conclusion of the thesis, and all of the mentioned 

findings in the conclusion, are tested and validated using experimental process data and/or 

simulated process data from benchmark applications, such as the Tennessee Eastman process 

system and the continuous stirred tank heater model.  

7.1.1. Development of Autonomous FDD Using Machine Learning Techniques 

Applying anomaly detection approaches such as OC- SVM and OC- NN may help to investigate 

the unlabelled or unsupervised process data, and to classify the known fault condition, while most 

of the other machine learning models need to be trained with labelled data. Therefore, to develop 

autonomous FDD approaches, integrating anomaly detection approaches with classification 

models is necessary and can provide a desired outcome.  

7.1.2. Development of Self Learning Model for Cognitive FDD Using Machine Learning 

Algorithms 
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It was found that machine learning models can be updated using appropriate training data in real-

time. Therefore, appropriately trained self-learning models and online updating may be used for 

autonomous fault detection. In this research work, an anomaly detection algorithm was updated 

with a detected fault condition online to further investigate the new fault condition. A shallow 

neural network with incrementing output nodes is proposed to train the NN model with the number 

of detected fault conditions.  

7.1.3. Development of Root Cause Analysis Model Using Machine Learning Approach 

In diagnosing the root cause of a fault, a shallow neural network with a permutation algorithm was 

found to be effective. The proposed approach was developed to identify the important variable for 

the classified fault condition. Therefore, it is important to identify the correlation of each variable 

in the process data. 

7.1.4. Development of Early Fault Predicting Model Using Machine Learning Approaches 

This research also demonstrates that, once the fault symptoms are observable, they may be further 

investigated to diagnose and prognose the fault condition. In this study, an integrated convolutional 

neural network and long short-term memory model were used to predict the future multivariate 

progression of variables, and a one class anomaly detection approach was applied to estimate the 

fault condition using the predicted synthetic multivariate data.  

7.1.5 Development of RUL Estimation Model Using Machine Learning Algorithm 

Finally, this research shows that, for the slow drift fault to failure transmission, it is possible to 

estimate the RUL using a combination of FDD methods and Bayesian regression estimation. In 

this case, the root cause of the fault condition and failure margin of the variable must be known.  
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7.2 Contributions 

To summarize, this thesis made the following key contributions in applying machine learning 

models to process systems to develop automated fault detection and diagnosis and prognosis 

methodologies.  

1. The importance of applying machine learning models in fault detection and diagnosis 

linked to process safety is comprehensively reviewed and further direction suggested based 

on the needs in process plant safety perspective to the development of Industry 4.0. The 

review article has been published in the Computers and Chemical Engineering Journal.  

2. Cognitive fault detection and a fault classification method were implemented to detect the 

unknown fault and classify the known fault condition. A self-updating approach was 

formulated to autonomously detect the fault in the future operation. The article with the 

developed methodology and demonstration results was published in the Computers and 

Chemical Engineering journal and implemented model open-sourced in GitHub platform 

for forthcoming use.  

3. A stand-alone FDD method was developed to detect, diagnose, and identify the root cause 

for the detected fault condition in the autonomous environment using self-updating 

machine learning models. The methodology and the results were published in the Industrial 

and Engineering Chemistry Research Journal and the implemented model has been open 

sourced in the GitHub platform for further developers.  

4. A Fault prognosis model was developed using a deep neural network to forecast the fault 

condition using prior fault symptoms. The results were published in the Process Safety and 

Environmental Protection Journal and the implemented deep neural network model open-

sourced in the GitHub platform.  
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5. Online RUL estimation method was developed by analyzing the fault to failure 

transmission of the diagnosed root cause variable. Results were submitted to the IEEE 

access Journal for publication and the developed algorithm/program open-sourced in 

Github for further development.  

7.3 Future Work Direction 

There are many possible expansions of the works provided in this thesis. These future 

developments will be examined for more practical implications regarding the development of FDD 

and predictive maintenance implemented in the future plant industry.  

1. Further Develop the Model to Diagnose Multiple Faults Simultaneously 

It was shown that the proposed machine learning approaches can detect, diagnose, and 

define root cause for the process system online. Further, the development of self-learning 

models was examined by updating the detected fault conditions over time. However, when 

more than one fault occurred during the data sampling time in the proposed model, it was 

defined as a single fault condition. This can be addressed in future by integrating a model-

based algorithm, such as a Kalman filter or extended Kalman filter, with the proposed data 

driven models.  

2. Development of Root Cause Analysis by Integrating Traditional Statistical 

Algorithms 

In the root cause analysis approach, results are highly dependent on the correlation test 

before the data is sent to the machine learning (NN permutation) model. However, an 

alternative solution can be considered, integrating statistical approaches such as the 

dynamic Bayesian approach with the proposed artificial neural network approaches. 
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3. Implement Predictive Maintenance Approaches Before System Leads to Failure Or 

Shutdown 

The last objective of the proposed work, estimation of the RUL by analyzing the fault to 

failure transmission using an alarm/consequence margin, can be implemented further by 

developing the deep learning models to predict the degradation and estimate the RUL.  

Using the estimated RUL, predictive maintenance can be planned or properly applied to 

prevent the system from reaching the failure condition.  

4. Integration With Cyber Physical System 

Most of the proposed approaches in this study demand a large amount of good quality data. 

Therefore, the algorithms are tested using simulated and experimental sensor data. 

However, with the recent industrial revolution, cyber physical systems have been invented 

in the process industry with the integration of networks, computation, and physical 

processes. Therefore, FDD is not limited to the sensor actuator and process; it needs to 

consider communication channels and protocols.  

Also, if the data transmission is fully online, it is important to protect the process data from 

cyber-attack. Therefore, when applying developed models to cyber physical concepts, 

failures due to the communications channels and components, along with failure due to 

cyber-attack, need to be considered.  

5. Computational Time 

This work used intel core i5 and i7 processors to develop and test the model. Nevertheless, 

when implanting these models in the plant, it is required to reduce the computational time 

to accurately detect the fault in online conditions. Therefore, to compute a large number of 
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data, high performance artificial intelligent processors (such as TensorFlow processors) are 

suggested in the implementation.  

6. Investigating an Estimated Uncertainty Modeling 

Machine learning fault and failure margins are used in this work, based on the experimental 

margin. This may vary with different applications. Therefore, a more formal and standard 

uncertainty modelling study for the machine learning algorithm is recommended to ensure 

consideration of all sources of uncertainty when applying the proposed model. 

 

 

 

 


