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Abstract

As the exploration and exploitation of sea�oor polymetallic deposits appears to be the next
frontier in mineral exploration, developing and optimizing remote sensing methods to locate
and study these deposits is becoming increasingly important for understanding the resource
potential and environmental implications of mining from the deep sea�oor. One such deposit
type is sea�oor massive sul�de (SMS) deposits, which form on and below the sea�oor at sites
of high-temperature hydrothermal �uid venting at a variety of tectonic settings where sea�oor
extension and magmatism takes place. SMS deposits have promise to o�er new sources of Cu,
Zn, Pb, Au, and Ag, but the remote environment in which they are located creates di�culties
for their discovery and resource estimates. In particular, the proportion of ore found below the
sea�oor, versus that found within the sul�de mound, has only been estimated from a limited
number of collected drillcores. These cores are expensive, with respect to time and money, and
unless collected in large numbers, and to su�cient depth, o�er limited geometric information of
the subsea�oor components of the deposit. Alternatively, magnetic voxel-based inverse models
can be used to locate SMS deposits as magnetic lows, due to the hydrothermal �uids stripping
much of the magnetite from the alteration zone, and the data can be inverted with a surface
geometry inverse (SGI) modelling method to resolve subsea�oor structures. Additionally gravity
inverse models can be used to model the SMS deposits' massive sul�de layer as a density high.
The SGI method inverts for the position of nodes in a wireframe mesh rather than physical
properties within a �xed mesh. This thesis demonstrates the SGI method to be an excellent
tool for modelling the contact surfaces between the sul�de mound, the hydrothermally altered
chloritized basalt, and least altered basaltic host rock. The volumes within these surfaces can
then be used to calculate an estimated tonnage for the ore located below the sea�oor, developing
a better resource model for SMS deposits.
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General Summary

Sea�oor massive sul�de (SMS) deposits, commonly known as �black smoker� hydrothermal vents,
are polymetallic deposits that form on the ocean �oor. As they form in remote environments,
far below sea level where there's no natural light and high water pressures, their discovery and
study can be very challenging. In particular, determining the amount of metals contained within
the deposits can be hard, and sea�oor drilling is often relied on. Drilling on the ocean �oor is
di�cult and expensive, often leading to few, shallow core samples being recovered from SMS
deposits that are used to model the rest of the deposit. Additionally, the recovery rate of core
samples from SMS deposits is low, often <20%, further restricting the information that can be
gathered from drillcore. To improve our ability to model SMS deposits this thesis presents a
geophysical data based work�ow that can model both the deep crustal alteration beneath these
SMS deposits, as well as the rock units of the deposit itself in 3D. Geophysical data can be
collected above the sea�oor at a fraction of the price of drilling, and through inverting the data
3D models can be made to enhance our understanding of the geometry of SMS deposit below the
sea�oor. In particular the thesis presents the novel surface geometry inversion (SGI) modelling
method that solves for a discrete, 3D wireframe model of the target SMS deposit that can be
used instead of or in conjunction with sparse sea�oor drilling to develop accurate deposit scale
models.
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Chapter 1

Introduction

This chapter reviews the background material that corresponds to the research in the thesis'

chapters 2-4. The review begins with a description of the research's main target of study: the

sea�oor hydrothermal system and the sea�oor massive sul�de deposits that they can form. The

system's physical properties are then described, explaining how they are anomalous relative to

the surrounding sea�oor and how magnetic and gravity surveys can collect data, which can

be subsequently modelled to study these anomalies using magnetic susceptibility and density.

Lastly, this introduction will review the voxel inverse modelling method, which was used create

the geophysical models.

1.1 Sea�oor Massive Sul�de Deposits

Modern sea�oor hydrothermal systems are created along spreading centers or other areas of active

volcanism, such as those associated with actively subducting oceanic and submarine-continental

tectonic plates (Herzig and Hannington, 1995; Ohmoto, 1996; de Ronde et al., 2001; Huston

et al., 2010; Hannington et al., 2011). In these areas, heat from shallowly emplaced subvolcanic

intrusions drives convecting cells of seawater within the porous oceanic crust (Fig. 1.1) (Ohmoto,

1996; Hasenclever et al., 2014). The heated convecting seawater progressively reacts with the

surrounding oceanic crustal rocks and sediments, resulting in its transformation from a mildly

alkali solution to a low pH, high temperature, reduced �uid capable of stripping metals and sulfur

(Janecky and Seyfried, 1984). Faulting of the ocean crust classically found around spreading

centers and areas of volcanism allow these �uids to migrate upwards to the sea�oor along more

1
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Figure 1.1: a) Bathymetric and magnetization maps of a section of the Endeavour vent �eld,
Paci�c Ocean, with venting sites labelled. Note the periodicity of the location of the venting
sites. b) A numerical simulation of the hydrothermal circulation in the oceanic crust below
the Endeavour vent �eld, reproducing the periodicity of hydrothermal up�ow zones along the
spreading axis. Modi�ed from Fontaine et al. (2011) and Tivey and Johnson (2002).

focused pathways, as well as allowing the drawn-in seawater to reach greater depths into the crust

during circulation (Hannington et al., 1995). As the hot (measured up to 403 ◦C; Von Damm

et al. 1995) and acidic mineral solution (3− 4 pH; Hannington et al. 2005a) comes into contact

with the cool (2 ◦C, 8 pH) seawater of the ocean (Chester and Jickells, 2012) the increase in pH

and reduction in temperature cause the solutes to precipitate and form chimney structures (Fig.

1.2). The precipitant most commonly forms into metallic sul�des: pyrite (FeS2), chalcopyrite

(CuFeS2), sphalerite (ZnS), as well as anhydrite, silica, and minor clay minerals (Knott et al.,

1998b).

Over time, these sul�de-rich chimneys grow, crumble due to mechanical and thermal insta-

bility, and grow again, gradually developing a mound of sul�de debris surrounding the active

chimney. The massive sul�de/ sulfate (massive by de�nition in having a > 60 % composition of

sul�de) mound acts as an insulating layer, allowing the hydrothermal �uids to precipitate metals

and associated sulfates and silicates within it, building and in�lling the mound (Humphris et al.,

1995). Below the mound, a high temperature alteration zone develops within the host basalt,

resulting in a brecciated, sul�de-silica rich stockwork vein system (Galley et al., 2007). The result

is a mature hydrothermal system, with active chimneys, a metal rich massive sul�de mound, and

the underlying stockwork system of altered host rock, usually basalt, or more rarely ultrama�cs

to felsic volcanic rocks (Fig. 1.3).

As modern equivalents to volcanogenic massive sul�de (VMS) deposits, SMS deposits may one
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Figure 1.2: A composite image of the Faulty Towers hydrothermal vents from the Mothra
hydrothermal �eld located on the Endeavour Segment of the Juan de Fuca Ridge. The high-
temperature venting chimneys reach heights of 10 m at this location. Modi�ed from Glickson
et al. (2007).

day also be an economic source of precious and base metals (Hannington et al., 2010). The remote

and challenging environment where SMS deposits form have made their mining technologically

di�cult, and as of yet the extraction of metals from these deposits has not been demonstrated to

be economic. However, there is still great value in mapping out the locations of SMS deposits,

and developing methods to estimate their size and tonnage (Petersen et al., 2016).

From a geophysical perspective, relative to the surrounding sea�oor, SMS deposits are anoma-

lous with respect to magnetic susceptibility and magnetization (Szitkar et al., 2014a,b), density

(Evans, 1996; Murton et al., 2019), and conductivity (Spagnoli et al., 2016; Haroon et al., 2018;

Gehrmann et al., 2019). Ma�c and bimodal-ma�c/felsic hosted SMS deposits are anomalously

low in magnetization and magnetic susceptibility (Kowalczyk, 2011; Szitkar et al., 2014a), with

ultrama�c hosted systems having a magnetite enriched stockwork zone (Szitkar et al., 2014b).

The deposits' massive sul�de layer has anomalously high density compared to the rest of the

deposit and host rock (Evans, 1996). The massive sul�de lens, along with the stockwork zone, is

also a conductivity high as a result of their metal contents (Rona et al., 1998; Gehrmann et al.,

2019).
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Figure 1.3: Above: an inset model representation of an idealized extrusive rock-hosted sea�oor
massive sul�de deposit. Below: a cross-section displaying the convective circulation of seawater
and hydrothermal �uid which feeds the SMS vent �eld, driven by an axial magma chamber-like
heat source.
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1.2 Magnetism of the Sea�oor

The study of sea�oor magnetism, which is the analysis of the petrophysical properties of sea�oor

rocks as well as the magnetic �elds they produce, has been integral to advancements in the

�elds of plate tectonics and sea�oor setting kinematics (Vine and Matthews, 1963). This section

outlines the primary magnetic minerals found in oceanic crust, and factors that a�ect their

magnetic properties and abundance. The magnetism of the three main sea�oor tectonic settings:

mid-ocean ridges, back-arc basins and island-arc settings, and sedimented ridges and related

rifts, are also discussed.

1.2.1 Magnetism

The magnetism of a material is a general term used to describe its magnetization, that is a

vector �eld de�ned by the density of magnetic moments in the material (Gri�ths, 2005). The

magnetization of a rock is de�ned by two types: induced and remanent magnetization.

Induced magnetization

Induced magnetization is created in a material while in the presence of an external magnetic

�eld. In the macroscopic sense, the motion of electrons about their atoms can be approximated

as the atom having a single current loop, developing in a magnetic dipole (Gri�ths, 2005). An

external �eld, also referred to as the inducing �eld, can apply a torque to the potentially randomly

oriented magnetic moments in the material, causing them to align with the inducing �eld and

create a secondary magnetic �eld. The magnitude of the induced magnetization depends on a

number of factors, such as the number of unpaired valence electrons and the natural ordering

of the material's atomic lattice, but for macroscopic analysis of bulk materials it can be simply

quanti�ed by the parameter magnetic susceptibility, χ:

Mind = χH. (1.1)

As shown in Eq. 1.1, magnetic susceptibility is a dimensionless scalar used to describe the

strength of the induced magnetization, Mind, relative to the strength of the inducing �eld,

H. In cases where χ > 0 the material is called paramagnetic, and a material is diamagnetic

when χ < 0. Most minerals are paramagnetic, and those that are diamagnetic have very low
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magnetic susceptibilities, such as quartz (−14× 10−6 SI, Hrouda and Kapi£ka 1986) and calcite

(−12.09×10−6 SI, Schmidt et al. 2006), that have comparable diamagnetic properties to seawater

(−9× 10−6 SI, Müller et al. 2012).

Remanent magnetization

Remanent magnetization is the vector �eld produced from the sum of magnetic moments in a

rock in the absence of any external magnetic �eld. This magnetization can form during the

crystallization of the rock (thermoremanent magnetization), where the vector direction of the

magnetization remains in line with the Earth's magnetic �eld at the time of formation (Girdler

and Peter, 1960). It can also form from chemical alteration (chemical remanence), which leads to

the crystallization of secondary magnetic minerals (Kobayashi, 1959). During the formation of

the secondary magnetic minerals, their magnetic moments will align themselves with the Earth's

magnetic �eld. The last major type of remanence is depositional remanence, developed in layers

of sediments as they fall through the water column (Collinson, 1965). Fragments of magnetic

minerals will align themselves with the Earth's magnetic �eld as they and the other sediments

drift through the water column, as they are free to rotate in the liquid. When the sediments

came to rest on the sea�oor, they do so in the direction of the Earth's magnetic �eld.

Remanent magnetization will remain in place unless some energy is added to the system to

permanently alter the direction of the rock's magnetic moments (Dunlop and Özdemir, 2001a).

This can be caused by raising the temperature of the rock past its Curie point, which thermally

alters the rock to allow its magnetic minerals to change their alignment. Alternatively, in the case

of depositional remanence, some mechanical force can agitate the sediments, physically rotating

the magnetic mineral fragments.

While in the presence of an external magnetic �eld a material containing remanent magne-

tization will have an anisotropic magnetic susceptibility as there will be a preferred orientation

of the induced �eld in the direction of the remanent magnetization. In this case Eq. 1.1 can

be generalized as the magnetic susceptibility being a tensor, rather than a scalar (Uyeda et al.,

1963).
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Curie Temperature

A certain amount of order in a material's magnetic moments are required for a macro-scale

magnetization to be present. With regards to both induced and remanent magnetizations, a

material's magnetic domains share a common alignment, through either an external �eld's in-

�uence or a past external �eld that aligned the domains as the material was formed. In the

scenario that a material is heated such that the oriented ions' magnetic moments responsible

for the magnetization become randomized, due to the system's increased energy, then a mate-

rial can lose its magnetization. The temperature when this loss of magnetization occurs is the

Curie Temperature, which can vary between materials (see Fig. 1.5b for an example of how the

composition of an iron-titanium oxide's ions can a�ect its Curie Temperature).

1.2.2 Rock magnetism

Magnetic minerals

Iron oxides are the main magnetic minerals found within the oceanic lithosphere (Ozima and

Larson, 1970; Irving, 1970; Watkins and Paster, 1971; Marshall and Cox, 1972; Shau et al., 2004;

Szitkar et al., 2014a; Szitkar and Murton, 2018). Many of these oxides on the sea�oor take the

form of titanomaghemites,

Fe3+8/3−2xFe
2+
x Ti4+x 21/3O

2−
4 (1.2)

0 ≤ x ≤ 1 and 2 indicating vacancy in the lattice (Stacey, 2012), but unoxidized titanomagnetite,

Fe3+2−2xFe
2+
1+xTi

4+
x O2−

4 , (1.3)

contributes the most to the magnetization of oceanic lithosphere due to the greater magnetic

moment magnitudes of the mineral (O'Reilly and Banerjee, 1967; Stacey, 2012).

Iron-titanium oxides are paramagnetic, but can be further classi�ed as ferrimagnetic. Fer-

rimagnetic materials have positive magnetic susceptibilities, but all neighbouring magnetic mo-

ments within the material's atomic lattice are anti-parallel, see Fig. 1.4 for the structure of the

titanomagnetite spinel. Titanomagnetite spinels are composed of two sublattices: a tetrahedral

sublattice made up of Fe2+ or Fe3+ ions and four oxygen atoms, typically referred to as the
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(a)
(b)

Figure 1.4: The spinel structure of a titanomagnetite and the ordering of its magnetic moments.
(a) The lattice contains eight tetrahedral (A) sublattice groups and 16 octahedral (B) sublattice
groups, but just one of each are shown for the purposes of visualization. (b) Two examples of the
magnetic moment ordering of the two sublattice groups, for magnetite and ulvöspinel. Adapted
from Dunlop (1990).

A sublattice; and an octahedral group composed of Fe2+, Fe3+, or Ti4+ ions and six oxygen

atoms, referred to as the B sublattice. The magnetic moments of the A and B sublattices are

anti-parallel, leading to the mineral's ferrimagnetic properties. Therefore, the magnetization of

a titanomagnetite spinel unit, composed of eight A sublattices and 16 B sublattices, depends on

the distribution of cations within both sublattices. Using the two end members of the titanomag-

netite group as examples, seen in Fig. 1.4, the Fe3+ cations from both sublattices will have their

magnetic moments cancel out in a magnetite crystal, leaving the magnetic moment of the Fe2+

in the B sublattice to produce the observed magnetism. Ulvöspinel, the other titanomagnetite

end member, is not magnetic as the titanium cations have replaced half the iron cations in the

B sublattice, leading to a complete cancellation of the magnetic moments from the remaining

Fe2+ in the B sublattice and the Fe2+ in the A sublattice (Orlický, 2010).

Additionally, increased oxidation of a given titanomagnetite lattice will decrease its magneti-
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zation. Referred to as maghemitization, the oxidation of titanomagnetite causes a replacement

of its Fe2+ cations with Fe3+ cations and vacancies:

Fe3+2−2x+(2/3)yFe
2+
1+x−yTi

4+
x 2y/3O

2−
4 , (1.4)

0 ≤ y ≤ 1.

As the degree of oxidation increases, the number of vacancies leads to the reordering of the

crystal lattice, forming a more tightly packed, stable cubic lattice of titanomaghemite. The A

sublattices of titanomaghemite are �lled with Fe3+ cations, and the B sublattice is composed of

the remaining Fe2+, Ti4+, and vacancies. As with titanomagnetite, there are eight A sublattices

and 16 B sublattices, with their magnetic moments oriented anti-parallel. Unlike titanomagnetite,

a higher content of titanium in titanomaghemite will lead to an increase of its magnetic properties,

as the additional Fe2+ and Ti4+ decrease the magnetic moment of its B sublattice, while leaving

the moment of the A sublattice unchanged.

The main parameters causing variation in the magnetization of oceanic lithosphere is then

the amount of Fe-Ti oxides present, the amount of titanium in the Fe-Ti oxides, and the oxides'

degree of oxidation.

Alteration processes

A prominent factor that governs the amount of titanomagnetite and titanomaghemite in a sea�oor

rock is the degree and type of alteration the rock has undergone. Hydrothermal convection

draws seawater deep into the upper oceanic lithosphere, allowing oxidation to be an ongoing

alteration process. At low temperatures (< 200◦C), titanomagnetite oxidizes to the less magnetic

titanomahemite (Ade-Hall et al., 1971; Watkins and Paster, 1971; Petersen et al., 1979; Worm

and Banerjee, 1984; Johnson and Pariso, 1987). The degree of oxidation of the iron minerals is

de�ned as the parameter z in

Fe2+ +
1

2
(z)O → (z)Fe3+ + (1− z)Fe2+ +

1

2
(z)O2−, (1.5)

with 0 < z < 1 (O'Reilly and Banerjee, 1967). See Fig. 1.5 for a ternary diagram visualizing the

oxidation, z, and titanium content, x, parameters.

This low temperature oxidation (maghemitization) occurs continuously after the formation of
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the titanomagnetite bearing igneous rock, leading to a continuous decrease in the magnetization

of the rock with time (Irving, 1970). As an analogue for time passed, the degree of maghemi-

tization can also be observed as increasing with distance from a spreading ridge (Irving, 1970;

Marshall and Cox, 1972; Sempere et al., 1988).

In addition to the continuous maghemitization described by Eq. 1.5, titanomagnetite bearing

sea�oor rocks also undergo further maghemitization when in contact with circulating low-pH

hydrothermal �uids in the upper crust (Hannington et al., 2005b),

Fe3+2−2xFe
2+
1+xTi

4+
x O2−

4 + aH+ → Fe3+2−2x+aFe
2+
1+x−(3/2)aTi

4+
x O2−

4 +
a

2
Fe2+ +

a

2
H2, (1.6)

for 0 ≤ a ≤ 2+2x
3 (Worm and Banerjee, 1984). The alteration of titanomagnetite, with respect

to Eq. 1.5 and the amount of titanium present, x, can be visualized in the ternary diagram of

Fig. 1.5. The dissolution of titanium into the hydrothermal �uids,

Fe3+2−2xFe
2+
1+xTi

4+
x O2−

4 + 4xH+ + 4(1−x)H2O → (1 +x)Fe2+ + 2(1−x)Fe(OH)−4 +xT i(OH)04,

(1.7)

also plays a signi�cant role in lowering the magnetic properties of hydrothermally altered rock

(Wang et al., 2020).

With regards to ultrama�c lithosphere (primarily composed of peridotite, which in turn is

mainly composed of olivine and pyroxene, Green and Ringwood, 1963), serpentinization is an

important alteration process that e�ects its magnetism. If olivine is exposed to hydrothermal

�uids it will undergo serpentinization, which produces magnetite (Charlou et al., 2013; Szitkar

et al., 2014b; Szitkar and Murton, 2018):

5Mg2SiO4 + FeSiO4
olivine

+ 9H2O → 3Mg3Si2O5(OH)4
serpentine

+Mg(OH)2
brucite

+ 2Fe(OH)2
ferrous hydroxide

, (1.8)

3Fe(OH)2
ferrous hydroxide

→ Fe3O4
magnetite

+H2 + 2H2O. (1.9)
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(a)

(b)

Figure 1.5: Ternary diagram of the iron-titanium oxides. (a) In orange the degree of oxidation is
plotted, and in blue the titanium content in the titanomagnetite series is plotted, adapted from
Dunlop (1990). (b) The (0 ≤ x ≤ 1) ∪ (0 ≤ z ≤ 1) section of the iron-titanium ternary diagram
showing Curie temperature isothermal lines, adapted from Readman and O'Reilly (1972)
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During high-temperature serpentinization (>∼ 200◦C), the reactions of Eq. 1.8 and 1.9

favor the production of magnetite over the less magnetic brucite (Mg(OH)2) (Klein et al., 2014;

Szitkar and Murton, 2018), with the opposite being true at low temperatures (<∼ 200◦C). The

proportion of magnetite vs. brucite production during serpentinization has been observed to not

share a linear relationship with temperature and alteration level, but rather increases rapidly

past ∼ 200◦C (Szitkar and Murton, 2018).

An additional product of the high-temperature reaction of Eq. 1.9 is hydrogen, which plays

an important role in the preservation of the magnetic minerals as it reduces the rate of magnetite

oxidation (Charlou et al., 2013). The serpentinization of ultrama�c sea�oor rock therefore both

increases the amount of magnetic minerals and subsequently preserves them against maghemiti-

zation.

1.2.3 Sea�oor tectonic settings

Mid-ocean ridges

Mid-ocean ridges (MORs) are sites of major extension along the sea�oor, a result of the transla-

tion of tectonic plates, where the opening of the crust has led to the production of new sea�oor

from the uprising magma (Sinton and Detrick, 1992). As these settings are primarily composed of

young ma�c igneous rock, with minor sediment coverage, they have, on average, higher magneti-

zation than the rest of the sea�oor (i.e. the younger basalt has experienced less maghemitization)

(Irving, 1970; Marshall and Cox, 1972; Sempere et al., 1988).

Ma�c volcanic rocks are magnesium and iron rich igneous rocks with less than 53 wt.% SiO2

(Le Bas and Streckeisen, 1991), and are most commonly deposited on the sea�oor as basalts. In

unaltered basalts, the titanium content of titanomagnetite crystals (x) tend to be in the range

of 0.54− 0.67± 0.05 (Johnson and Hall, 1978; Wang et al., 2020). Intrusive ma�c rocks typically

include gabbros and dolerite dykes, which are similar in chemical composition to the extrusive

basalts but coarser grained (Le Bas and Streckeisen, 1991). Magnetic studies have determined

the magnetic mineral composition of gabbro samples below the sea�oor to be of primarily low-Ti

titanomagnetites, compared to basalts, as the Curie temperature is 560 − 580◦C (see Fig. 1.5b

for relationship between Curie temperature and Ti content) (Kikawa and Pariso, 1991). See Fig.

1.6 for an outline on the general composition of the sea�oor at mid-ocean ridges.

MORs are often classi�ed based on their spreading rate: fast, intermediate, slow, and ul-
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traslow (Ridge, 2001). To further outline the magnetic properties of MORs, they will be split

into two classi�cations: fast/intermediate spreading ridges (> 40 mm/yr), and slow/ultraslow

spreading ridges (10− 40 mm/yr, Fig. 1.6) (Ridge, 2001).

Fast/intermediate-spreading ridges

At fast-spreading ridges the crust is primarily composed of pillow basalt (know as Mid-Ocean

Ridge Basalt, MORB), overlying a diabase sheeted dyke complex, which are the feeder dykes

to the above basalt �ows (Park, 1990). As MORBs cool and solidify on the sea�oor, titano-

magnetite crystals grow in alignment with the background Earth's �eld at the time of cooling,

creating a strong remanent magnetization that is often dominant over the induced magnetiza-

tion component (Bronner et al., 2014). As explained above, the magnetization of basalt rock at

MORs is strongest close to the axis with magnetizations ranging between 101−102 A/m (Irving,

1970), and diminishes exponentially with distance from the spreading center. With respect to

rock in and surrounding SMS deposits the studies of Zhao et al. (1998) and Wang et al. (2020)

have shown that one might expect the e�ective magnetic susceptibilities in this environment to

be 0.033 − 0.33 SI for background basalt and approximately 10−5 SI for the deposit. The East

Paci�c Rise is an example of a fast-spreading MOR that hosts hydrothermal vent �elds (e.g.

the 13oN and 21oN East Paci�c Rise vent �elds) (Hannington et al., 2011), with Central Indian

Ridge and Juan de Fuca being intermediate-spreading ridges hosting the Kairei and Edmond

vent �eld (Gallant and Von Damm, 2006) and the Endeavour Segment (Jamieson et al., 2014a),

respectively.

Slow/ultraslow-spreading ridges

Slow-spreading mid-ocean ridges are also primarily composed of MORB, but are more heavily

faulted (Buck et al., 2005). In cases where there is limited magmatism and new crust is not

created fast enough to accommodate the spreading rate of the diverging plates the crust will

undergo extensional deformation. The extension leads to deeper faulting, sometimes creating

detachment faults that can expose sections of the lower crust (Fig. 1.6b, c) and/or mantle rock

to the sea�oor. In these regions of exposed ultrama�c sea�oor, serprentinization of peridotites

leads to an increase in the sea�oor's magnetism (Eq. 1.8 and 1.9), due to the development of

chemical remanence (Ma�one et al., 2014). During serpentinization peridotites develop most of
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Figure 1.6: Three example cross-sections of sea�oor crust. a) A fast/intermediate-spreading axis,
b) a slow-spreading axis, and c) an ultraslow-spreading axis.

their magnetization, increasing from< 1 magnetite volume fraction (m%) in unaltered peridotites

to approximately 7 m% (Ma�one et al., 2014). Szitkar et al. (2014b) showed that the e�ective

magnetic susceptibility of the host serpentinite is approximately 0.04 SI, 0.1 − 0.36 SI for the

stockwork zone, and approximately 0 SI for the massive sul�de.

Examples of hydrothermal �elds hosted by slow-spreading MORs are the Trans-Atlantic Geo-

traverse and Lucky Strike (Rona et al., 1976; Team et al., 1993). Ultrama�c-hosted SMS deposits

such as Rainbow, Lost City, Logatchev, and Ashadze have formed along ultraslow-spreading ridge

segments of the Mid-Atlantic Ridge (Charlou et al., 1996; Douville et al., 1997; Kelley et al., 2001;

Charlou et al., 2010).
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Back-arc basins and island-arc settings

Back-arc basins form as a result of a steepening in the angle of oceanic plate subduction causing

footwall plate retreat, or �rollback". This results in extension of the overlying plate and basin

development behind the magmatic arc (Forsyth and Uyeda, 1975). The bimodel ma�c-felsic

volcanism typical of back-arc basins is the result of the partial melting of the crust by the

upwelling mantle magmas (Letouzey and Kimura, 1985; Martinez and Taylor, 1996; Zhang et al.,

2019a). Due to fractional melting and crystallization, the more felsic rocks will contain lower

amounts of iron and titanium (Byerly et al., 1976; Yang and Scott, 2002), and as a result will

contain less titanomagnetite, decreasing its magnetization compared to the basaltic sea�oor rock

(Oshida et al., 1992). The Lau Basin and East Manus Basin are two examples of back-arc basins

that host SMS systems (Fouquet et al., 1993; Binns and Scott, 1993)

Sedimented ridges and related rifts

Much of the sea�oor is covered in sediments, derived from pelagic fallout and/or the eroded

sediments from land masses (Hüneke and Mulder, 2011). The sediment thickness varies greatly,

from tens of meters over young crust to kilometers next to continental shelves. Sediments contain

some magnetite grains, which allows them to gain a depositional remanence, but the grains are

in low concentrations and do not usually have the time to fully align with the Earth's �eld while

drifting through the water column. This results in sediments having very low magnetic properties

compared to the underlying crustal rock (χ = 10−5 vs. χ = 10−2 − 10−1 SI for magnetic

susceptibilities, and DRM < 10−3 vs. 100 − 101 A/m) (Dunlop and Özdemir, 2001b; Font

et al., 2005; Liu et al., 2008). These sediments are therefore considered magnetically transparent

on the sea�oor when in proximity to the much more magnetic volcanic rock (Szitkar et al.,

2014a). Additionally, thick sediment cover can act as a thermal insulator, trapping or slowing

hydrothermal circulation below it thereby raising the temperature of the underlying crustal rock

(Levi and Riddihough, 1986; Hannington et al., 2005b). The increased temperatures can raise

the crust above the 100 − 200◦C Curie temperature of the titanomagnetite typically found in

sea�oor basalt, signi�cantly reducing its magnetization. The Middle Valley hydrothermal �eld,

containing the Bent Hill SMS deposit, is an example of a sedimented-hosted SMS system, located

on the northern segment of the Juan de Fuca Ridge (Ames et al., 1993; Zierenberg et al., 1998).
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1.3 Magnetic Surveying of the Sea�oor

1.3.1 Magnetic Induction

Magnetic �eld surveys are performed to collect measurements of a magnetized body's magnetic

induction, B, to gain knowledge of the sub-surface through understanding variations in its mag-

netic properties. A magnetized source's magnetic induction is a vector �eld that represents the

density of magnetic �ux at a given point in space, produced as a result of the body's magnetiza-

tion, M,

B(r) = −µo
4π
∇
∫∫∫

V

M(ro) · ∇o
1

|r− ro|
dVo (1.10)

with µo being the permeability of free space, r the measurement location, ro the source location,

and dVo an in�nitesimal volume segment of the magnetized body of total volume V (Hansen

et al., 2005). The SI unit for magnetic induction is the Tesla, which are typically measured as

nT in geophysical studies as the �eld produced by geologic magnetic sources tend to be small.

1.3.2 Total magnetic intensity

A common magnetic measurement collected during surveys is the total magnetic induction, |B|,

called the total magnetic intensity (TMI). The TMI can be separated into two components, the

geomagnetic �eld component, Bo, produced by the Earth and the anomalous �eld component,

∆B, produced by magnetic sources in the subsurface. As ∆B tends to be much smaller than Bo

(orders of 100-103 compared to 104, Dentith and Mudge, 2014), one can de�ne the total magnetic

anomaly as:

∆T = |B| − |Bo|, (1.11)

leading to the production of total magnetic anomaly maps, that can be used to more easily

identify anomalous magnetic bodies in the sub-surface (Dentith and Mudge, 2014).

1.3.3 Multi-component

A multi-component magnetic survey, or magnetic vector survey, is a study that measures three

orthogonal components of the magnetic �eld. Rather than collecting simply the magnitude of a
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magnetic vector �eld at a point (TMI), knowledge of the individual Cartesian coordinates of a

magnetic �eld provides information on the orientation of magnetic features (Seama et al., 1993),

and is necessary when processing data collected by a automated underwater vehicle (AUV) or

a remotely operated vehicle (ROV) to remove system noise (Isezaki, 1986; Honsho et al., 2013).

Therefore typically data collection and processing are done using all three components of the

magnetic �eld, with TMI data generated as the product, and then subsequent modelling and

interpretation is done on the TMI data.

1.3.4 Fluxgate Magnetometer

Fluxgate magnetometers are devices with the ability to measure both the magnitude and direction

of magnetic �elds (Auster et al., 2008). To measure the magnitude of an external magnetic

�eld in a single direction, the �uxgate magnetometer uses two coiled wires wrapped around a

magnetically susceptible core of metal. An oscillating current, Itrans, is applied through one coil

of wire, with an amplitude high enough to fully saturate the magnetically susceptible material.

The second coil of wire is then used to measure the induced current, Iind, generated in that wire

by the electromagnetic force created by the oscillated magnetic �eld. When there is an external

magnetic �eld, Bext, present, the magnetically susceptible material will reach its saturation

magnetization at an o�-set time, creating a change in magnetic �ux that is measured in the

second wire loop (see Fig. 1.7). To measure the three magnetic �eld Cartesian components,

three such �uxgate sensors can be oriented orthogonal to each other.

An example of a magnetometer that can be attached to an AUV is that developed by Ocean

Floor Geophysics Inc., which is self-compensating so it automatically �lters out system noise, as

described further below (see also Fig. 1.8).

1.3.5 Data Processing

After a magnetic data set has been collected, there are a few processing steps that are important

to ensure the data is usable for data analysis and modelling. First, if the GPS used to measure

the coordinates of the measurement locations was a separate system from the magnetometer,

then the magnetic �eld measurements must be merged with the correct location points. Next

the Earth's magnetic �eld magnitude (or International Geomagnetic Reference Field, IGRF) is

removed from the measured data, along with the variations in the geomagnetic inducing �eld

http://www.oceanfloorgeophysics.com/ofg-scm
http://www.oceanfloorgeophysics.com/ofg-scm
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(a) (b) (c)

Figure 1.7: A diagram showing how a �uxgate magnetometer functions. (a) Magnetic �eld with
time plots from the circular magnetic con�guration, from top to bottom: the induced magnetic
�eld from both halves of the magnet without an external �eld present, the induced magnetic
�eld from both halves in the presence of an external �eld, and the resulting induced �eld in
the direction of the external �eld. (b) The two �uxgate magnetometer con�gurations, on top is
the circular magnetic con�guration, with the bar magnetic on the bottom. (c) The same three
magnetic �eld with time plots from (a), but for the bar magnetic con�guration. Image adapted
from Kwisanga (2016).

Figure 1.8: An example of a �uxgate magnetometer used during sea�oor magnetic surveying.
The magnetometer is attached to an AUV during the survey. On the left is the magnetometer in a
protective casing, and on the right an example of raw data collected from an AUV magnetometer
versus the corrected data. Modi�ed from http://www.ocean�oorgeophysics.com/ofg-scm
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as measured by a base station, if used. These variations occur over daily time scales with the

presence or lack of the Sun overhead of the �eld site, as well as over a matter of seconds with

the occurrence of solar magnetic storms.

With the IGRF removed, just the anomalous �eld, ∆B is left for further analysis and/or

processing. In scenarios where the magnetometer was close to, or attached to, a piece of ma-

chinery, such as an aircraft or underwater vehicle (ROV/AUV), additional magnetic e�ects need

to be removed to isolate the secondary magnetic �eld generated by just the sub-surface features

(e�ects such as the remanent and induced magnetization of the vehicle, Fig. 1.8) (Luyendyk,

1997; Isezaki, 1986; Honsho et al., 2013).

With the magnetic �eld produced by subsurface sources isolated, �ltering methods can be ap-

plied to remove undesirable features from the data, such as through low-pass/high-pass �ltering,

smoothing, and trend removal (Dentith and Mudge, 2014). The de�nition of a desirable feature

is completely dependant on the survey, and what the target of the study is. If larger subsurface

bodies (that would produce longer wavelength magnetic signals) are the target of study, then

low-pass �ltering or smoothing can be applied to the data to remove small wavelength features,

better isolating the long wavelength features. In contrast, high-pass �ltering can help remove

long wavelength features. Generally, though, some amount of small wavelength feature removal

is used to help in eliminating noise from the data.

1.4 Gravity Surveying of the Sea�oor

As on land, sea�oor gravity surveys provide a means of collecting nearer-target data to study

the �ner density variations within the oceanic crust. Gravity surveys measure variations in

the Earth's gravitational �eld to study these subsurface density distributions. Generally, the

gravitational acceleration experienced at a point a distance r from a mass of arbitrary dimensions

with constant density ρ and volume V positioned at ro is

g(r) = Gρ∇
(∫∫∫

V

1

|r − ro|
dVo

)
(1.12)

with G = 6.67× 10−11 m3 kg−1 s−2 being the gravitational constant. Similar to the magnitude

of magnetic �elds, gravitational acceleration is linearly proportional to its corresponding physical

property (i.e. density). Practically, the vertical component of the acceleration can be measured
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as it is the easiest to do so (Telford et al., 1990), so Eq. 1.12 can be reduced to

gz(r) = −Gρ
(∫∫∫

V

z − zo
|r − ro|3

dVo

)
. (1.13)

Gravity surveying at sea began in 1923 by Vening Meinesz (Vening Meinesz, 1929), which was

quickly followed by the installation of his gravimeter into a submersible to survey the sea�oor and

better de�ne the Earth's geoid. By collecting gravity measurements below sea-level, compared

to at sea-level on a ship, a gravimeter is more easily stabilized and measurements were able to

be collected with better accuracy during Dr. Meinesz's many expeditions. Modern gravimeters

have much more sophisticated stabilizing systems, so the issue of loss of accuracy when collecting

gravity measurements at sea-level versus below it is no longer an issue. Presently, the main

consideration is the desired resolution and scale of the survey. A shipboard gravimeter will be

further from the sea�oor, and therefore will collect data that is more sensitive to large, deep

density features in the crust. Surveys conducted within a submersible have the bene�t of being

able to rest on the sea�oor during the data collection to better detect near-surface density

variations in the crust, but this is more of a lengthy process and so the surveys are on a smaller

scale.

With respect to SMS exploration, gravity surveys are usually conducted manually from within

a submersible (Evans, 1996), by a remotely operated vehicle (ROV) (Sasagawa et al., 2003), or

by an autonomous underwater vehicle (AUV) (Shinohara et al., 2015).

Before gravity data can be interpreted there are a number of processing steps that must be

done. These steps are not in place to remove noise, but rather to remove real aspects of the data

that do not correspond to density variations in the subsurface that are the focus of the analysis.

Latitude Correction

This correction adjusts the gravitation acceleration measurements to o�set the spheroidal shape

of the Earth (i.e. greater radius at the equator) and the centrifugal acceleration due to the

Earth's rotation,

dgL
ds

=
1

Re

dgL
φ
≈ 1

Req

dgL
φ
≈ 0.811 sin(2φ)mGal/km (1.14)

where ds is an in�nitesimal step in the N-S direction, Re is the radius of the Earth at latitude φ
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(in radians), and Req is the equatorial radius (Telford et al., 1990).

Free-air/ Free-water Correction

To account for the e�ects of variations in elevation between observation points the free-air cor-

rection (on land) or free-water correction (underwater) subtracts the material between the ob-

servation point and a datum surface the data is being reduced to. The free-air correction is

dgFA
dRe

= −2GMe

R3
e

≈ − 2

Req
≈ −0.309mGal/m, (1.15)

with the free-water correction being

dgFW
dRe

= −
(
dgFA
dRe

− 4πρwG

)
≈ −0.222mGal/m (1.16)

for a seawater density ρw = 1.02 gcm−3 for depth below sealevel (Telford et al., 1990).

Bouguer Correction

The Bouguer correction accounts for any additional mass between a given observation point and

the chosen datum, other than air or water whose e�ect has already been removed with the free-air

or free-water correction. Classically this is done by removing the gravitational acceleration of an

in�nite slab of thickness equal to the elevation di�erence between the given observation point

and the datum,

dgB
dRe

≈ dgB
dReq

= 2πρbackgroundG = 0.01277mGal/m (1.17)

for a background rock density of ρbackground = 2.67 gcm−3 (Telford et al., 1990).

Next, a terrain correction would be performed to account for the topography/bathymetry

around the data not being a planar slab, but variable. Alternatively, the Bouguer correction can

be done with the same assumed background density, ρbackground, but rather than treating the

material under the observation points as an in�nite slab a digital elevation model (DEM) can be

used to de�ne its upper surface.
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1.5 Voxel-based Inverse Modelling

Inverse modelling is a predictive method used by earth scientists to create a model of the subsur-

face that produces a geophysical signal closely resembling that which has been observed through

surveying. Its name is derived from being the inverse of the forward modelling process, which

calculates the geophysical signal produced from a physical property model. An example of a

forward model is the TMI data calculated from a magnetic susceptibility model. Therefore, if

given a magnetic �eld data set, inverting it will result in a magnetic susceptibility model of the

subsurface, and through that a geologic interpretation.

1.5.1 Data mis�t

Mathematically, an inversion method solves for a model, m, whose forward signal, F (m), closely

matches the observed data, d, by minimizing this measure

N∑
i=1

(F (m)i − di)2

σ2
i

(1.18)

known as the χ2 measure of the data mis�t (Lines and Treitel, 1984; Constable et al., 1987b). In

any real data set there will be some noise that is generally assumed to be Gaussian. This assump-

tion comes from random noise typically being Gaussian, but it also simpli�es the mathematics

as a datum's noise can be represented by its standard deviation, σi. Weighting the di�erence

between the observed data, d, and the predicted data, F(m), by the Gaussian noise, ε, with

standard deviation σ allows for Eq. 1.18 to be reduced to the number of data points, N , when

the predicted data matches the noiseless observed signal, do, with

N∑
i=1

(F (m)i − di)2

σ2
=

N∑
i=1

(doi − (doi + εi))
2

σ2

=

N∑
i=1

ε2i
σ2

=
σ2N

σ2

= N.

(1.19)

using the de�nition of the standard deviation of the noise, ε, with a mean of zero,
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σ2 =
1

N

N∑
i=1

ε2i . (1.20)

It has become the norm to normalize the χ2 measure by the number of data points in the

observed data set to make the normalized χ2 measure equal to 1 when the model has produced

a forward signal that matches that of the observed data, excluding its noise,

Φd =
1

N

N∑
i=1

(F (m)i − di)2

σ2
i

. (1.21)

which is known as the data mis�t.

In vector notation the data mis�t is written as

Φd =
1

N
‖W (F(m)− d)‖2 (1.22)

with W being a matrix with diagonal elements equal to the observed data's standard deviation,

W = diag(1/σ1, 1/σ2...., 1/σN ). (1.23)

1.5.2 Objective Function

The classic minimum-structure style of inverse modelling, by far the most common type of voxel-

based inverse modelling, solves for a discrete distribution of a physical property in the Earth's

subsurface (e.g. a density distribution to �t a gravitational acceleration data set, see Fig. 1.9a).

The result is typically one or many blurred anomalous regions of the modelled physical property,

indicating the location and size of the anomalous bodies being studied.

The voxel-based inverse problem is often under-determined, meaning there are usually more

cells in the voxel mesh whose parameters are being solved for versus the number of observation

data points. This is the case as many cells are needed to create an Earth model of su�cient reso-

lution. The problem is also ill-posed, which results from several factors, including the presence of

noise in the data, and the natural decay in model sensitivity with distance from the observation

points. Hence, it is not enough to only �t the data, as there are in�nitely many models that

�t the modelling requirements. Additional measures of model structure must be put in place

to provide unique and reliable solutions to the inverse problem (Constable et al., 1987b). An
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(a)
(b)

Figure 1.9: Two �gures of the Voisey's Bay Eastern Deeps deposit, depicted as (a) a voxel-based
inversion model and (b) a surface based geologic model.

objective function is therefore minimized to solve for a model that not only �ts the data but is

also geologically realistic:

Φ = Φd + βΦm (1.24)

with data mis�t Φd, trade-o� parameter β, and model measure

Φm = vTc Wcρ(m) (1.25)

in its generalized form. The general model measure term is composed of a product of the vector of

the inverse model's cell volumes, vTc , the weighting matrix, Wc, and a vector holding the physical

property information ρ(m). The main purpose of the model measure term is to minimize the

amount of unnecessary structure generated during the inversion modelling. Following Occam's

Razor, the simplest model which provides an adequate �t to the observed data is most likely to

be the most geologically accurate (Constable et al., 1987a).

Depending on the geophysical method there can be a di�erence in scale between the data

mis�t and the physical property values in the model measure function. To properly weight the

components of the objective function a trade-o� parameter is added, classically multiplied to the

model measure. The trade-o� parameter, also known as the Tikhonov parameter (Tikhonov and

Arsenin, 1977), gets adjusted over the course of the inversion until the optimal value is found
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Figure 1.10: A trade-o� curve, graphically showing the optimal value of the trade-o� parameter,
β∗, given a data mis�t target value φ∗d. Modi�ed from Oldenburg and Pratt (2007).

that both minimizes the data mis�t to its desired value and minimizes the model measure (Fig.

1.10).

Model Smoothing

The most fundamental part of the model measure component of the objective function is its

smoothness function. The main aspects of the model smoothing norms is to promote smooth

features in the �nal inversion model. Promoting smoothness helps to keep the inversion program

from producing models composed of very small and unrealistic features with isolated very high

or very low physical property values with respect to the background. Figure 1.11 demonstrates

the e�ects of using a model smoothing during voxel inversion modelling. The smoothing is

accomplished by adding a term to the objective function that measures the di�erence in physical

property values between neighbouring voxels or spatial gradients in the mesh. As this term is

minimized, along with the rest of the objective function, the di�erences in physical property

values between neighbouring voxels are reduced.

The classically used smoothing function is the L2 norm (Constable et al., 1987a; Li and

Oldenburg, 1996),

ρ (Dfm) = ‖Dfm‖22, (1.26)

used to smooth the spatial distribution of physical properties in the voxel model by applying a

general di�erence matrix, Df , to the vector of model parameters, m. Note the e�ect of using

an L2 norm during the inversion of Figure 1.11b, compared to the model using no smoothing in
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Figure 1.11a.

As shown in Eq. 1.26 the L2 norm calculates the di�erence between neighbouring voxels,

squares that di�erence and sums all the values together to get a single scalar value. Squaring

the di�erence in physical property values in the mesh makes the L2 norm very sensitive to large

di�erences in the model, making the inversion model composed of gradual changes in anomalous

physical property values (Fig. 1.11b and 1.12b).

Another common smoothing measure is the L1 norm, which is similar to the L2 norm but

does not square the di�erence between neighbouring voxels in the model,

ρ (Dfm) = ‖Dfm‖1. (1.27)

By minimizing the absolute di�erence between physical property values in the model some

smoothing is still enforced, but more discrete features may form compared to when the L2

norm is used (Fig. 1.11c and 1.12c).

Rather than merely calculating the di�erence between properties in adjacent voxels the total

variation (TV) measure can be used, that calculates a di�erence value from all voxels within

a neighbourhood of prede�ned radius. The TV measure improves on the L1 norm's ability to

model more discrete features by removing any dependence on the structure of the mesh (Fig.

1.11d and 1.12d). The structural dependence of the L2 and L1 norms comes from the calculated

di�erences being across the voxels' faces, so when inverting with a rectilinear mesh, for example,

the L2 and L1 norms will smooth features along the three Cartesian directions, excluding any

diagonals. By calculating the physical property di�erences within a neighbourhood de�ned by

a radius, the TV measure no longer shows a bias for the directions of the voxels' faces' normals

(Lelièvre and Farquharson, 2013). The TV measure is structured as

ρ (ωt) =
(
ω2
t + ε2

) p
2 (1.28)

with

ωt = Qx

(
(Dxm)

2
)

+ Qy

(
(Dym)

2
)

+ Qz

(
(Dzm)

2
)
, (1.29)

containing three gradient operators, Dk (k = x, y, z), for each Cartesian direction, and three
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Figure 1.11: A comparison of the di�erent smoothing model norms applied to a simple 3D
prism synthetic model. a) The inversion result without any smoothing regularization, b) the
result with L2 norm smoothing, c) the result with L1 norm smoothing, and d) the result with
TV smoothing. The synthetic model is a 0.06 SI prism in a 0 SI half space with 2% Gaussian
noise added to the data. The locations of the observation points are represented by white dots
on the left-hand plan-view images of the model, and white triangles in the cross-sectional images.
In the cross-sectional images on the right, which bisect the 3D model, a white wireframe model
represents the outline of the 0.06 SI prism from the synthetic model. Positivity was enforced
during the inversion, and no depth weightings were used.
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matrices, Qk (k = x, y, z), which interpolate the k-direction squared gradient values at the

model cell centres. The parameter values used are typically ε = 10−9 and p = 1.05 (Fig. 1.11

and 1.12).

Sensitivity Weighting

Including a smooth model norm solves the problem of stopping the inversion program from �tting

the data by just assigning anomalous physical property values right below the observation points,

but the models will still show a preference of placing anomalous features near surface. This is

because the voxels nearest the observation points have the greatest sensitivities, so changing their

physical property values has the most e�ect. To preferentially weight cells in the model with low

sensitivities (i.e. voxels further from the data points and typically deeper into the subsurface),

a sensitivity weighting (Li and Oldenburg, 2000) can be used whose matrix, Wc (Eq. 1.25), is

composed of elements,

wj =

(
N∑
i=1

∣∣∣∣Gijvj
∣∣∣∣2
) 1

2

(1.30)

for the jth model cell that has a volume of vj and a sensitivity of Gij , with respect to the ith

observation point. G is the sensitivity matrix for the inverse problem

Gij =
F (m)i
mj

. (1.31)

This sensitivity weighting helps to prevent the inverse problem from creating a trivial solution

of purely near-surface physical property anomalies (Fig. 1.12).

The sensitivity weighting is an updated version of the depth weighting (Li and Oldenburg,

1996, 1998a), whose matrix components are

wj = |zj − zo|−γ/2, (1.32)

for a given voxel j whose centroid is at depth zj and the average elevation of the observation

points is zo. The parameter γ is dependent on the geophysical data type, γ = 2 for gravity and

γ = 3 for magnetics. More generally (without assuming the observation points lie on a plane at

elevation zo), the depth weighting can be converted to a distance weighting
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Figure 1.12: A demonstration of the e�ects of using a sensitivity weighting in addition to a) no
smoothing, b) L2 norm smoothing, c) L1 norm smoothing, and d) TV smoothing. The synthetic
model used in this example is the same as used in Fig. 1.11.
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wj =

(
N∑
i=1

|ri|−γ
) 1

2

, (1.33)

which is now a function of the Euclidean distance, ri between the ith observation point and the

centroid of the jth voxel.

Additional Objective Function Components

Given more a priori information on the subsurface any number of additional terms can be added

to the objective function to promote the formation of certain features in the inversion model.

However, with each objective function term added another trade-o� parameter is also included

to weight it, which must then be calculated during the inversion and therefore increases the com-

plexity of the problem and the time needed to solve the inversion. No additional regularization

terms other than those described in previous sections were used in the modelling described in

this thesis.

1.5.3 Objective Function Minimization

Once the objective function has been de�ned for a given inverse problem a minimizing optimiza-

tion procedure can be conducted to �nd the function's minimum. Fortunately for potential �eld

voxel-based inversions, the forward solver is linearly proportional to the physical property, i.e.

the predicted data, dpred, calculated from a model of parameters m which has been shown as

dpred = F(m) (1.34)

can be, without approximation, represented as

dpred = Gm (1.35)

where G is the sensitivity matrix of the forward problem. For the simple case when just the data

mis�t and L2 norm of the model are considered for the objective function, along with keeping

with model parameters unconstrained during the inversion, the objective function
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Φ = Φd + βΦm

=

(
1

N
||W (Gm− d)| |2

)
+ β||Dfm||2

(1.36)

will minimize to (upon taking the derivative of the objective function and setting it to zero,

Constable et al., 1987b)

m =
[
βDT

f Df + (WG)
T
WG

]−1
(WG)

T
Wd. (1.37)

This scenario is of course idealized, and typically the inverse problem is not this simple, i.e.

the physical property is constrained or a more complex smoothing norm is used in place of the L2

norm. In these cases an iterative minimization algorithm is implemented, which is commonly the

Gauss-Newton method (Wright and Nocedal, 1999; Oldenburg and Pratt, 2007). The algorithm

will begin with an initial model that is then used to calculate a quadratic hyper-surface quadratic

based o� the point's gradient. The algorithm then moves to the point at the minimum of the

calculated quadratic and repeats this process until the global minimum is reached and a model

is produced that adequately �ts the observed data.

1.5.4 Advantages and Disadvantages of the Voxel-based Inversion Method

Voxel-based inversion methods have proven to be very robust by being able to produce useful

Earth system physical property models with little prior information of the subsurface. This

strength of the modelling method has out-weighed the fact that it produces inherently smooth and

fuzzy model results, a consequence of the model regularization required to adequately minimize

the non-uniqueness of the inverse problem. An example of this smoothness is shown in the Fig.

1.12d model, where its core is well resolved, but the anomaly's boundary is ill-de�ned.

Chapter 2 provides an example in implementing voxel-based inversion methods to modelling

Earth systems, where it is used to model regional hydrothermal alteration below the sea�oor.

Although the voxel inverse method produces inherently smooth Earth models, much research

has been done into deriving more discrete geologic interfaces with this method. These areas of

research include alternative regularization functionals (e.g Last and Kubik, 1983; Farquharson

and Oldenburg, 1998; Portniaguine and Zhdanov, 1999), discrete-valued inversions (e.g Krahen-
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buhl and Li, 2009; Bijani et al., 2017), clustering (e.g Carter-McAuslan et al., 2015; Sun and Li,

2015), level set methods (Li et al., 2017; Zheglova and Farquharson, 2016; Zheglova et al., 2018),

and shape-of-anomaly methods (René, 1986; Uieda and Barbosa, 2012); some post-inversion ap-

proaches can also achieve the desired model characteristics, e.g. Paasche (2016) and references

therein. However, many of those inversion approaches involve increased numerical challenges and,

ultimately, the underlying parameterization of the Earth is still inconsistent with the discrete

geologists' interpretations.

An alternative to solving for the physical property values within each voxel of some discretized

Earth model is to parameterize the problem by the positional coordinates of discrete, geometric

shapes containing homogeneous physical property values (Oldenburg and Pratt, 2007). Chapter

3 presents a comprehensive study into the development of an inversion modelling method that

has the ability to model complex targets as wireframe models. These discrete modelling methods,

labelled Surface Geometry Inversion, are a more recent �eld of study mainly because the inverse

problem is much more computationally expensive. As discussed in Section 1.5.3, a strength

of the voxel-based inversion method is the linear relationship its forward solver has with the

inversion parameter, i.e. the physical property values in each voxel. By instead inverting for the

coordinates of geometric shapes the forward solver becomes non-linear, which in turn removes

the guarantee that the inverse problem's solution space will alway be concave, i.e. there could

exist local minima a decent based minimization method such as the Gauss-Newton method would

get stuck in. Therefore global optimization methods are required to properly sample the solution

space and �nd the inverse problem's global minimum. Fortunately, present day computers do

o�er the necessary processing power to implement Surface Geometry Inversions.

1.6 Thesis Outline

Chapter 1 of this thesis introduced the background material relevant to the research, such as the

magnetic properties of the sea�oor and the theory behind the the classically used voxel-based

inverse modelling method. Chapter 2 demonstrates the capabilities of the voxel-based inversion

method on a total magnetic �eld data set collected over a hydrothermally active region of the

East Manus Basin. In this chapter the entire hydrothermal �uid up�ow zone was modelled for the

�rst time, addressing long held questions about the geometry of these hydrothermal systems that
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until now have been purely speculative. The third chapter introduces the SGI method, describes

the details of its algorithm, and demonstrates its modelling capabilities on blocky synthetic

models as well as a synthetic SMS deposit model. Chapter 4 demonstrates the capability of the

SGI method on real data using both magnetic and gravity data collected over the active mound

in the Trans-Atlantic Geotraverse hydrothermal �eld. The �fth and �nal chapter then concludes

the thesis by summarizing the presented research.
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Chapter 2

Mapping Hydrothermal Up�ow

Zones through Magnetic Inverse

Modelling; East Manus Basin1

2.1 Introduction

Since their discovery on the East Paci�c Rise in 1979 (Francheteau et al., 1979), high-temperature

hydrothermal vents, and associated SMS deposits, have been identi�ed as unique oases of

chemosynthetic-based lifeforms and provide key information to the understanding of

hydrosphere/lithosphere heat transfer at mid-ocean ridges and ore-forming processes on the

sea�oor (Hannington et al., 2011). Hydrothermal vents form as the end product of hydrother-

mal �uid convection systems driven by shallow magmatic heat sources (Jamieson et al., 2014b).

Subsea�oor �uid convection draws seawater into the crust, where it is progressively heated, and

reacts with the host rock mineral assemblages before returning to the sea�oor as a hot, reduced,

metal- and sulfur-rich hydrothermal �uid. At the sea�oor, the �uids mix with cold seawater,

causing the precipitation of a portion (Jamieson et al., 2014a) of the dissolved components at

focused venting sites along faults and/or fractures (Hannington et al., 2005b). Over time, the

resultant accumulation of metal-rich sul�de minerals at vent sites can result in the formation of

1Galley, C.G., Jamieson, J.W., Lelièvre, P.G., Farquharson, C.G., Parianos, J.M. Magnetic imaging of sub-
sea�oor hydrothermal �uid circulation pathways. Sci. Adv. 6, eabc6844 (2020).

35
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SMS deposits and continually provide sustenance for the organisms that inhabit vent sites.

Much of our understanding of hydrothermal systems is based on the study of known hy-

drothermal vents and associated deposits. However, the exposed vent sites represent only a

small component of the overall hydrothermal system. To develop a holistic understanding of

the size and sub-sea�oor geometry of hydrothermal systems, previous studies have relied on

numerical modelling (Fontaine and Wilcock, 2007; Hasenclever et al., 2014), sea�oor heat �ux

measurements (Johnson et al., 2010), and studies of VMS deposits, which represent ancient

analogues for modern hydrothermal systems that have been tectonically uplifted and are now

exposed on land (Bosch et al., 2004). The numerical models provide the clearest depiction of a

modern hydrothermal system, but are theoretical and rely heavily on assumptions and general-

izations regarding the structural and thermal properties of the underlying crust and magmatic

heat source. Sea�oor heat �ux models are limited to providing two-dimensional hydrothermal

�uid �ow information along the surface of the sea�oor, and the ancient VMS systems have been

tectonically deformed and altered making it di�cult to reconstruct their original geometry.

Changes to the magnetic properties of oceanic crust caused by alteration of primary minerals

along high-temperature hydrothermal �uid circulation pathways (see Section 1.2.2) can provide

an alternative means to model subsea�oor �uid �ow geometries(Caratori Tontini et al., 2012).

In hydrothermal systems hosted within ma�c to felsic volcanic rocks, the alteration of titano-

magnetite to titanomaghemite, as well as the dissolution of titanomagnetite and subsequent

formation of pyrite, by high-temperature �uids produces zones of anomalously low magnetic

susceptibility and magnetization (Szitkar et al., 2014a; Wang et al., 2020). Three-dimensional

minimum-structure inverse modelling can be used to model the location and geometry of these

anomalously low magnetism zones within the crust (Caratori Tontini et al., 2012; Kowalczyk,

2008). Minimum-structure inversion of a magnetic �eld data set constructs a three-dimensional

distribution of e�ective magnetic susceptibility in the sea�oor that closely reproduces the mea-

sured survey data, and that contains only su�cient features to reproduce those data (see Section

1.5). In this study, minimum-structure inverse modelling was applied to sea�oor total magnetic

�eld datasets centered on the Solwara 1 SMS deposit in the East Manus Basin, o� the coast of

Papua New Guinea.

The East Manus Basin is an actively opening back-arc basin in the Bismarck Sea (see Figure

2.1a). Back-arc rifting is associated with the active New Britain Trench that borders the southern
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extent of the basin (Taylor, 1979). To the north, the basin is bounded by the inactive Manus

Trench. Within the basin, the crust is primarily composed of basaltic andesite, with intermittent

concentrations of dacite, basalt and andesite (Yeats et al., 2014). Rifting is focused along the

Eastern Manus Volcanic Zone, which comprises a series of relatively short, oblique, spreading

ridges separated by large transform o�sets, resulting in signi�cant extensional faulting throughout

the basin (Tregoning, 2002). Faulting is further enhanced by widespread volcanism associated

with these tectonic features, resulting in a highly permeable linear fault and fracture network that

is exploited by hydrothermal �uids. This results in the generation of numerous hydrothermal vent

�elds and SMS deposits along the length of the East Manus Basin, including PACMANUS (Binns

and Scott, 1993) and DESMOS (Auzende and Urabe, 1996), and the Solwara 1 deposit (located

on the Suzette volcanic edi�ce), located within Susu Knolls (Binns et al., 1997; Lipton, 2012).

Within the region of Susu Knolls, all the known SMS deposits are located along the Tumai Ridge,

a volcanically-active suture aligned orthogonal to the basin's north-west by south-east extension.

The concentration of SMS deposits along the ridge suggests that a shallow magmatic heat source

below the ridge drives hydrothermal circulation (Thal et al., 2016).

The variation in crustal magnetic properties in the East Manus Basin was modelled through

the inversion of total magnetic �eld data collected during an autonomous underwater vehicle

(AUV) survey in 2006 (Tivey et al., 2006) and two deep-tow surveys (2007 and 2016) that formed

part of an SMS exploration program conducted by the Woods Hole Oceanographic Institute and

Nautilus Minerals Inc. The deep-tow surveys covered the largest areas (5×9 km2 and 44×24

km2 at an average line spacing of 500 m and 200 m, respectively, and at an altitude of 40 m;

Fig. 2.1b and c). The AUV data consists of two sets of grids focused directly over the Solwara 1

deposit and the North and South Su mounds (Susu Knolls; Fig. 2.1d) at an average line spacing

of 50 m and an altitude of 20 m. Together, these three datasets allow the 3D magnetic structure

of the crust to be modeled at both regional and deposit scale resolutions.

To numerically represent the sea�oor in the East Manus Basin, a tetrahedral discretization

of the sub-surface was used (Fig. 2.2). Designing a model of the study site using tetrahedra,

rather than the classically used rectangular cuboids (Caratori Tontini et al., 2012), allowed the

model to accurately �t the variable sea�oor topography in this region. Additionally, using a

tetrahedral discretization allows regions of interest, such as below the measured data, to be

modelled to a higher resolution than the rest of the model, optimizing computational e�ciency
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Figure 2.1: Map of the East Manus Basin in the region of the Tumai and Bugave Ridges, along
with this study's total magnetic �eld anomaly maps. a) A 35 m resolution bathymetric map of
the East Manus Basin, centered about the Tumai Ridge and Bugave Ridge intersection. The
inset map shows the major geological features near Susu Knolls (Dyriw and Parianos, 2018) and
the locations of the known active and inactive hydrothermal vent sites along the Tumai Ridge
(Tivey et al., 2006; Seewald et al., 2019), with 50 m bathymetric contour lines. Dashed grey and
white lines represent the extents of the magnetic surveys. b)-d) total magnetic �eld anomaly
maps for the regional survey, and both deposit-scale surveys, respectively. The black dots mark
the positions of the measurement locations, and fault and lineament feature as from Dyriw et al.
(2021).
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and model accuracy. Scalar magnetic susceptibility was inverted for assuming the total magne-

tization direction was parallel or anti-parallel to the geomagnetic inducing �eld. The magnetic

property modelled is then an �e�ective� susceptibility that combines both induced and remanent

magnetization (Lelièvre and Oldenburg, 2009). This assumes that all remanent magnetization is

parallel or anti-parallel to the inducing �eld. Based on previous work in the East Manus Basin,

this is considered a reasonable assumption within our study region (Martinez and Taylor, 1996),

where there is minimal deformation of the sea�oor crust that would change the orientation of

any remanent magnetization with respect to the geomagnetic inducing �eld vector.

To date, magnetic modelling of the sea�oor has been limited to the shallow subsea�oor at

hydrothermal discharge sites (Caratori Tontini et al., 2012; Kowalczyk, 2008; Szitkar et al.,

2014a; Szitkar and Dyment, 2015). This study signi�cantly improves upon the scale of these

previous magnetic models by, for the �rst time, imaging the entire structure of a high-temperature

convection column, including the identi�cation of the top of the underlying magma chamber.

The inversion modelling can identify such deep crustal features because of the large area that

the regional deep-tow data set covers (44×24 km2). Magnetic features located kilometers below

the sea�oor will impart very weak but very broad magnetic signatures due to the large distance

between the feature and the measurement location. This contrasts with near surface magnetic

features that would produce very strong but narrow magnetic �eld signatures when measured at

a similar distance above the sea�oor. Therefore, having a data set that samples the magnetic

signatures of deep crustal features over a large area allows the broad, low amplitude signals to be

adequately measured, and therefore modelled. This of course assumes that the magnetic features

are large enough to produce a broad, low amplitude signal that can be measured above noise

levels.

2.2 Methods

The inversions were performed with a minimum-structure modelling program developed at

Memorial University (Lelièvre and Farquharson, 2013). This program uses a tetrahedral dis-

cretization of the subsurface to recover a distribution of e�ective magnetic susceptibility that,

when in the presence of the Earth's �eld, generates an induced magnetic �eld that closely matches

observed magnetic �eld measurements. In this study the total variation model measure was used,
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Figure 2.2: The three meshes used for our inverse modelling, shown in relation to each other.
At the top is the mesh for the regional inversion model, from the 2016 M/V Miss Rankin cruise,
with the two deposit-scale meshes below it in descending order of survey size, from the 2007
M/V Genesis then the 2006 R/V Melville cruises. All meshes are viewed from the south.
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along with a sensitivity weighting (see Section 1.5 for more details).

To initiate the inversion, a homogeneous 0.2 SI e�ective magnetic susceptibility was used as a

starting model. No reference models were used during the inversion, as the subsea�oor geology in

the East Manus Basin is fairly unknown, so we did not want to include any potentially incorrect

bias into the modelling. To constrain the inversion, positivity was enforced with respect to the

e�ective magnetic susceptibility. This was done to generate more geologically representative

models, as models that we created without positivity were almost entirely positive, save for

very small-scale model features indicative of data over-�tting. It is possible to have negative

e�ective susceptibility, which would be the case where the remanent magnetization component

of the e�ective susceptibility outweighs the induced �eld component, while being anti-parallel to

the Earth's present �eld. If this were the case in this study's models then there would be larger

regions of negative e�ective susceptibility, spanning zones of homogeneous rock and/or alteration

types, which were not present.

Each inversion was performed on a separate model mesh, whose average cell size in the

volumes of interest was dependent on the density of the respective data set. It was �rst ensured

that the density of triangular facets in the bathymetry surface, as generated with the program

Triangle (Shewchuk, 2003), was greater or equal to the density of observation points. Once a

su�ciently dense surface mesh was made to �t the bathymetry of the region, the program TetGen

(Si, 2015) was implemented to discretize the full extent of the volume of interest with tetrahedra.

The volume of interest for each model was designed such that its boundary outlined the extent of

each survey's data points, plus at least a 2 km thick padding cell region surrounding the volume

of interest (Fig. 2.2). These padding cells limit the edge e�ects resulting from approximating the

sea�oor as a smaller, discretely bounded block.

The Miss Rankin inversion was performed on a mesh of 1,792,073 cells and 7,927 data obser-

vation points. The survey line spacing from the M/V Miss Rankin cruise was approximately 500

m, and the data were decimated to have a 200 m spacing along survey lines. The Genesis mesh

contained 1,367,241 cells and 2,368 data points were used, with an approximate line spacing of

400 m, and an along-line spacing of 100 m. Lastly, the Melville inversion used a mesh of 1,345,270

cells and 717 data points. The AUV data over Susu Knolls was collected over four dives, with

one dive providing a fourteen-line grid over the Solwara 1 deposit and six variably oriented and

spaced grids over North Su and South Su. For the inversion, the data over the Solwara 1 de-
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posit was decimated to 50 m along-line spacing, approximately equal to the average line spacing,

and the North Su and South Su survey was decimated to 100 m point spacing (along-line and

line spacing). See Fig. 2.1 for each survey's magnetic �eld measurements (with the normalized

residuals displayed in Fig. 2.6).

The three magnetic surveys took place over a span of ten years, so three di�erent inducing

magnetic �eld vectors had to be used during the inversions. At the time of the 2006 RV Melville

cruise at Solwara 1 the Earth's magnetic �eld had a strength, inclination, and declination of

39,083 nT, I = -21.714◦, D = 6.535◦. The 2007 Genesis magnetic anomaly was calculated with a

magnetic �eld vector of (39,102 nT, I = -21.683o, D = 6.61o), and the 2016 Miss Rankin vector

was (39,037 nT, I = -21.816o, D = 6.201o). All �eld vectors were calculated using the Enhanced

Magnetic Model (EMM2017).

All inversions were performed on a 24 core 2.20 GHz Intel Xeon E5-2650 processor, yielding

run times of 4,746, 1,368, and 564.4 CPU hours for the Miss Rankin, Genesis, and Melville

models, respectively.

2.3 Regional Modelling

The most extensive model spans the length of the Tumai and Bugave Ridges, including the

Kaia Natai volcano and the northern extent of the Weitin Fault (see Fig. 2.3 for the model and

Fig. 2.1 for its bathymetry). The plan view of the 3D magnetic model highlights the regions

of lowered e�ective magnetic susceptibility that correspond with Susu Knolls, Solwara 5, and

Kaia Natai hydrothermal vent �elds. Additionally, the basaltic Bugave Ridge stands out as a

magnetic high, because the relatively younger ma�c to intermediate volcanics that makes up

the ridge will contain more un-oxidized titanomagnetite than the surrounding older volcanic

rock (see Section 1.2.2). In cross-sections A and B of Figure 2.3, the sub-sea�oor zones of low

e�ective magnetic susceptibility were interpreted to represent pathways of hydrothermal �uid

up�ow below Solwara 5, Susu Knolls, and an unnamed site of sediment hosted base and precious

metal anomalies. These up�ow zones appear to originate from a common heat source that is

approximately 3 km to the west of Solwara 5, at a depth of 3 km below the sea�oor (5 km below

sea level, see Fig. 2.3).

To the west of Susu Knolls lies a region with 40 to 60 m of sediment cover known as West



2.3. REGIONAL MODELLING 43

Figure 2.3: Map and cross sections of e�ective magnetic susceptibility from the regional 3D
magnetic inversion model. A-A′ displays two prominent magnetic lows at 2 km below the
sea�oor, which was interpreted to be magma chambers. The southwest magma chamber is the
primary heat source driving hydrothermal circulation at Solwara 5 and Susu Knolls. B-B′ shows
sub-sea�oor high-temperature �uid pathways that feed the venting sites along the Tumai Ridge.
C-C′ & D-D′ are two cross-sections that pass through the hydrothermally active Kaia Natai
volcano. The depth to the Curie isotherm is included on the plan view image as a contour map
with orange lines, mapping the geometry of the underlying magmatic bodies.
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Su (Yeats et al., 2014), with shallowly intruded ma�c sills marked by areas of high e�ective

magnetic susceptibility (seen near the two sites of sediment hosted metal anomalies and the one

possible SMS site labelled in Fig. 2.3). Sites of sub-surface sul�de mineralization identi�ed in

this region through the gravity coring sediment collection method are underlain by a zone of low

magnetization that are also interpreted to represent hydrothermal �uid pathways connected to

the same heat source driving the Tumai Ridge's hydrothermal activity (Fig. 2.3).

The heat sources identi�ed from the regional model are labelled as heat sources 1-3. Heat

source 1 lies approximately 3 km below the sea�oor to the south-west of Susu Knolls, and is

connected to venting sites along the Tumai Ridge and the sediment hosted sites to the west

by magnetically-imaged demagnetized alteration pipes (Fig. 2.3 cross-sections A and B). Heat

source 2 is the top of an interpreted magma chamber that spans the length of the Weitin Fault

segment. Heat source 3 is approximately perpendicular to the Weitin Fault, lying 2-4 km below

the sea�oor to the south of Kaia Natai.

The Kaia Natai volcano, located south-east of Susu Knolls and independent of the Tumai

and Bugave Ridges, hosts a low temperature hydrothermal vent �eld (Auzende et al., 2000).

The presence of hydrothermal alteration at this site is supported by a low e�ective magnetic

susceptibility region that extends approximately 2 km below the volcano (Fig. 2.3).

2.4 Deposit-scale Modelling

The two inversion models centered over the Solwara 1 deposit were derived from magnetic surveys

collected over a smaller area but at greater resolution than the regional survey, and therefore are

able to better resolve near surface magnetic features at the expense of deeper features. Where our

regional model could de�ne alteration zones associated with hydrothermal �uid channels from

heat source to sea�oor, the more detailed models better illustrate the individual �uid pathways

near the sea�oor after they diverged from a common up�ow zone (Fig. 2.4). The models indicate

a more intense magnetic signature below North and South Su, compared to Solwara 5, possibly

indicating greater degrees of titanomagnetite destruction (Fig. 2.4a). At Solwara 1, the area

of mineralization is resolved at even greater detail by inverting magnetic data collected near

the sea�oor by an AUV (Fig. 2.4b). Here, the pronounced magnetic low is due to the massive

sul�de layer and underlying stockwork system that have lower e�ective magnetic susceptibilities
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than the surrounding altered host rock (Zhao et al., 1998). Additional locations of further

magnetic reduction are visible at sites of present (Seewald et al., 2019) and past (Thal et al.,

2016) hydrothermal venting, particularly around the top of North Su and the rim of South Su

where known high temperature venting occurs, as well as between the two volcanoes where lower

temperature white smoker venting has been observed (Figs. 2.1 and 2.4b).

2.5 Discussion

High-temperature �uid pathways associated with sub-sea�oor hydrothermal alteration, imaged

using the magnetic inverse modelling, correlate with the known locations of both active and

inactive hydrothermal vent sites or other areas with known surface mineralization associated

with hydrothermal venting. Fluid pathways can be traced to inferred heat sources 2-4 km below

the sea�oor. A further two sites of possible mineralization above altered up�ow zones have been

identi�ed, illustrating the potential of magnetic inverse modelling as an e�ective exploration tool

for both active and inactive sites of hydrothermal mineralization (Figs. 2.3 and 2.4a). These

sites are in close proximity to other hydrothermal features yet have their own separate zones of

demagnetization. In the case of the interpreted SMS anomaly in Fig. 2.4a, a shallow 3D seismic

survey collected by Nautilus Minerals identi�ed that location as a site of possible mineralization,

further supporting this interpretation.

Along the base of the regional model lies a surface of zero e�ective magnetic susceptibil-

ity, representing the Curie isotherm, beyond which the partially crystallized rock is too hot to

maintain any magnetization (Fig. 2.3). The crust's primary magnetic minerals, magnetite and

titanomagnetite, have respective Curie temperatures of 530-585 ◦C (Wang and der Voo, 2004)

and 110-170 ◦C (Bina and Prévot, 1989). As shown in Fig. 1.5b, the amount of Ti in a titano-

magnetite has a strong e�ect on the mineral's Curie temperature. The regional model indicates

three zones with a prominent upwelling of the Curie isotherm, observed to the south-west of

Susu Knolls (labelled heat source 1), along the Weitin Fault (heat source 2), and south of Kaia

Natai (heat source 3; Fig. 2.3). These zones of upwelling are interpreted to indicate the presence

of shallow magma chambers that warp the isotherms and create steep thermal gradients above

the chambers (Hasenclever et al., 2014; Piercey, 2011; Cathles, 2011; Theissen-Krah et al., 2016).

The melt underlying the Tumai Ridge has an estimated temperature of ∼ 1,010 ◦C (Siegburg
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Figure 2.4: Map views and cross sections of the two deposit-scale 3D magnetic models. a)
The 2007 data inversion model, with cross-sections: A-A′ shows a vertical alteration column
associated with ascending hydrothermal �uids beneath Solwara 1; B-B′ shows variation in near-
surface e�ective magnetic susceptibility along the Tumai Ridge, with focused low susceptibility
zones located at Solwara 5 and the three venting sites of Susu Knolls. An additional site of
possible mineralization, southeast of Solwara 5, is interpreted from its magnetic characteristics
which match those of nearby known hydrothermal venting sites. b) 2006 AUV data inversion
model, with a single cross-section C-C′ showing partitioning of the �uid pathways within Susu
Knolls leading to known vent sites. All symbols are the same as indicated in Fig. 2.3 legend.
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et al., 2018), which is much higher than the oceanic crust's Curie point, but due to the high

thermal gradient above magma chambers (Hasenclever et al., 2014), the depth to the melt lens

will likely be near to the Curie isotherm. Therefore, the peaks of the warped Curie isotherm are

interpreted to represent the tops of the magma chambers.

Before this study, magmatic bodies had not been modelled through magnetic inversion be-

cause of the lack of sea�oor magnetic surveying performed and modelled at this scale. Tradi-

tionally, the tops of magma chambers have been imaged through seismic and magnetotelluric

methods, and typically occur 2-3.5 km below the sea�oor along spreading ridges (Purdy et al.,

1992). Speci�c to the Susu Knolls volcanic system, melt inclusion analyses have indicated the

magma chamber to be 1-5 km below North Su (Siegburg et al., 2018), which, along with the

typical depths of 2-3.5 km from other geophysical methods, is consistent with our interpretation.

The boundary between pillow basalts and underlying sheeted dykes (layer 2A/2B boundary

White et al. 2014) in oceanic crust typically occurs 400-1,000 m below the sea�oor (Jacobs et al.,

2007). Below the Tumai ridge this depth range aligns with a branching of the near vertical

hydrothermal alteration column, marking the zone where the �uid pathways separate towards

the individual hydrothermal vent sites (Fig. 2.3 cross-section B-B′). This suggests that rising

hydrothermal �uids closely follow the higher-permeability regime aligned with semi-vertical dykes

within the sheeted dyke zone. Once the rising �uids cross the layer 2A/2B boundary and enter the

layer of crust dominated by more permeable sheet �ows, hyaloclastite, and pillow basalts, the �uid

�ow appears to gains a greater horizontal component and branching potential (Anderson et al.,

1985; Nehlig and Juteau, 1988). This is counter-intuitive, as �uid pathways entering a higher

permeability medium will generally thin as the �uids �ow with a greater vertical velocity. This

model feature may therefore be indicative of some sort of semi-conformable boundary that could

have formed during the lifecycle of the hydrothermal up�owzone (Galley, 1993). Additionally,

normal faults in the shallow subsea�oor on either side of the Bugave Ridge (see inset from Figure

2.1a, and Figure 2.4b) provide additional permeability to focus the hydrothermal �uids to their

present active and inactive vent sites.

Below the Tumai ridge and associated hydrothermal venting sites, the top of the zero e�ective

magnetic susceptibility volume, representing the upper extent of the magma chamber, can be

considered a lower boundary to the hydrothermal convection cells which feed the surface vent

sites, as the melt will be an impermeable thermal boundary to hydrothermal �uids (Moss et al.,
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Figure 2.5: A 3D model of the high-temperature hydrothermal up�ow column below the Tumai
Ridge. The shown cross section is B-B′ from Fig. 2.3, with the alteration column visualized with a
0.12 SI threshold of the regional model's e�ective magnetic susceptibility. a) View of the column
facing north-east; b) view of the same column facing north-west. All surface hydrothermal feature
symbols and the colour scale follow the legend in Fig. 2.3.

2001). Laterally, the width of the column of high-temperature �uids rising from the magma

chambers can be approximated by the regions of anomalously low e�ective magnetic susceptibility

de�ned by a model-derived upper threshold of 0.12 SI, in contrast to the background region's

susceptibility of approximately 0.2 SI (Fig. 2.5). Below this threshold, vertical connectivity along

the high-temperature up�ow column is no longer present. For an upper threshold, the convection

column is no longer con�dently distinguishable from the surrounding crust above a threshold of

0.14 SI. To study the minimum volume of crust that is exposed to high-temperature hydrothermal

�uid convection, and because minimum-structure inverse modelling tends to produce blurred

results, a lower approximate e�ective magnetic susceptibility value of 0.12 SI was chosen.

The resulting 3D model of the convection column beneath the Tumai Ridge demonstrates

the connectivity and geometry of the �uid pathways with respect to their heat source and the

overlying hydrothermal vent sites. Two prominent zones can be distinguished from this model:

the �rst being the Crust Reaction Zone (CRZ) where the high-temperature hydrothermal �uids

are interacting solely with the oceanic crust; and the second being the Melt Reaction Zone

(MRZ) where, in addition to reacting with the crust, the hydrothermal �uids also circulate near

the magma chamber and are exposed to magmatic �uids devolatilizing from the rapidly cooling

and fracturing chamber margins, changing the chemistry of the �uids (Yang and Scott, 1996;

Moss et al., 2001; Beaudoin and Scott, 2009; Seewald et al., 2019). Most notably, this supercritical

interaction with magmatic volatiles has been shown to enrich the �uids with precious (Au and
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Ag) and base metals (Cu, Zn, and Fe; Yang and Scott 1996), leading to greater likelihood of

higher grade SMS deposits forming at the overlying hydrothermal vent �elds. Using the regional

inversion model, the volumes of the CRZ and MRZ can be measured and used to approximate the

volume of rock that the high-temperature hydrothermal �uid interacts with. Under the Tumai

Ridge the CRZ was found to encompass approximately 22.5 +/- 3.4 km3 and the MRZ 27.5 +/-

3.3 km3, with the uncertainty being derived from a +/- 0.02 SI variation from the chosen 0.12

SI threshold.

As with any voxel inversion model, there is the inherent blurriness as a result of the smooth-

ness regularization. The smoothness of the model has the tendency to resolve singular model

anomalies that might correspond to multiple real anomalies in the subsurface (see Fig. 3.7a), but

this smoothing does not create multiple model features where there might be a singular anomaly.

As such, the branching of the hydrothermal �uid pathways may occur somewhat below where

they appear in the model (Fig. 2.5), but likely not higher, and the branching observed in the

regional model would not be an artifact.

Analysing the normalized data residual plots of Fig. 2.6, two prominent features are present

at the peaks of the North and South Su mounds (Fig. 2.6a). These most likely result from

an error introduced by the resolution of the bathymetry used to construct the mesh for that

inversion. The available 35 m resolution led to the linear interpolation of features between those

bathymetric points, and at locations like the peaks of the volcanoes linearly interpolating between

points spaced 35 m apart can lead to a noticeable di�erence from the true sea�oor bathymetry.

The amplitude of noise in the three magnetic data sets were unknown, so a percent noise of 1 %

was assumed for the inverted data, and then a normalized target data mis�t of 64 was used to

generate inversion models that did not produce artifacts indicative of data over�tting. Artifacts

such as strong, near-surface high and low magnetic susceptibility anomalies located below the

observation points. The target mis�t was iteratively increased during the modelling process,

through multiple inversions, until a model was produced that no longer contained these artifacts.

This target mis�t indicates that the noise, if assumed to be Gaussian, is approximately 8 %.
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Figure 2.6: The normalized data residuals for the three inverted data sets. a) the normalized
data residuals for the inverted 2006 AUV magnetic data set, b) for the inverted 2007 deep-tow
magnetic data set, and c) for the inverted 2016 deep-tow magnetic data set.
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2.6 Conclusion

To conclude, regional 3D inverse modelling of near-sea�oor magnetic �eld data was used to image

high-temperature hydrothermal �uid pathways from magmatic heat source and MRZ, through

the CRZ, to sea�oor �uid vent sites and associated sea�oor massive sul�de deposits. Knowing

the 3D geometry of these systems increases our understanding of the scale and connectivity

of hydrothermal up�ow zones, allowing us to better identify the location of undiscovered vent

�elds, the volume of crust that the �uids interact with, and the spatial relationship between

hydrothermal discharge sites that support unique biological communities. The limitation of this

method is that it relies on imaging the alteration associated with high-temperature �uid-rock

interactions, and thus can only image high-temperature hydrothermal up�ow and discharge at

the sea�oor, but cannot image �uid pathways associated with colder hydrothermal recharge.
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Chapter 3

Surface Geometry Inverse

Modelling1

3.1 Introduction

Alternatively to the voxel-based inverse modelling method, geophysical data can be inverted

with a surface geometry inversion (SGI) method. This inverse method is distinct from voxel-

based inverse modelling because it does not restrict itself to using a static mesh. SGI instead

has the structure of its mesh parameterized into the inversion, allowing the geometry of the

facets to change to �t the shape of anomalous regions in the subsurface. This would then lead

to geophysical models solved for with the SGI method to be parameterized the same as classic

geologic models (see Fig. 1.9b), leading to a much simpler integration of modelling results between

the two �elds of Earth science.

Using inversion to estimate the geometry and location of contact surfaces is certainly not new

in the �eld. Many early geophysical inverse problems involved small computational problems that

�t simple shapes to measured data, sometimes referred to as discrete body inversion: see examples

in Oldenburg and Pratt (2007). These simple shapes include sheets, rods and ellipsoids, which

can be represented with very few parameters that control their position, orientation and size. An

underlying assumption often made is that of homogeneous physical properties inside and outside

the object. Clearly, such a speci�c parameterization is not generally applicable. However, such

1Galley, C.G., Lelièvre, P.G., & Farquharson, C.G. (2020). Geophysical inversion for 3D contact surface
geometry. Geophysics, 85(6), 1-76.

53
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methods can provide acceptable results when the targets are close to the assumed shapes or,

more generally, can be represented by some reduced set of parameters (e.g. Song et al., 2011;

Tridon et al., 2016). In other situations, they can still provide fast, helpful, �rst-pass analyses

(e.g McMillan et al., 2014; Tlas and Asfahani, 2015; Foss et al., 2016; Titus et al., 2017; Giannakis

et al., 2019).

Tanner (1967) developed a 2D inversion approach where a lithological contact was built

directly into the model parameterization. The Earth was represented as a set of horizontally

adjacent vertical rectangular prisms extending below the topography surface; the bottom of

these prisms represented a single sub-horizontal (non-overturned) contact between two units.

Many others have extended this basic approach to allow for more complicated scenarios, such

as the 3D case in Hidalgo-Gato and Barbosa (2019). Fullagar et al. (2000) generalized the

approach in 3D by allowing for multiple layered rock units: their vertical rectangular prisms

have internal contacts that divide each prism into homogeneous layers. The physical properties

of each layer can remain �xed while the inversion controls the vertical position of the contacts

within each layer. The approach requires that stacked layers are appropriate for the geological

scenario, although it provides some �exibility because layers can pinch out horizontally. Auken

and Christiansen (2004) developed a similar approach for a 2D electrical resistivity problem, and

deGroot-Hedlin and Constable (2004) for a 2D magnetotelluric (MT) problem.

Michelini (1993) used 2D parametric curves to de�ne interface depths and layer velocities for

their 1D seismic travel-time tomography inversions. Each point in the parametric curves de�ned

an interface depth and velocity. The velocity at depth was then interpolated between points.

Michelini (1995) extended the idea to 2D using parameterized cubic B-spline basis functions.

Roy et al. (2005) used parameterized functions to de�ne a single sub-horizontal interface for a

2D joint inversion of gravity and seismic travel-time data. They used a summation of arc-tangent

functions and used a known function to relate density to seismic velocity. Datta et al. (2019) used

an SGI to develop an initial model for subsequent voxel-based 2D full-waveform inversion. They

parameterized their 2D surfaces using nonoscillatory splines between a few control points free to

move in 2D space, with the inversion determining the locations of the control points. Pereyra

(1996) considered the 2D and 3D problems of inverting seismic travel-time data, parameterized

their surfaces using B-splines, with the inversion determining the control points that de�ned the

splines. Their 3D example involved a single surface representing a mushroom-shaped salt dome.
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Similarly, Rawlinson et al. (2001); Rawlinson and Sambridge (2003) investigated the use of a

mosaic of cubic B-spline surface patches for representing sub-horizontal layer interfaces for 3D

seismic travel-time tomography. Beardsmore et al. (2016) and Scalzo et al. (2019) solved for the

shape of sub-horizontal surfaces parameterized by 2D Gaussian process regression against a set

of control nodes. These cannot overlap, but can pinch out to zones of zero thickness. While all

of these approaches could have been applied to the problem of recovering any surface geometry,

including an overturned interface, only Pereyra (1996) did so.

Peng et al. (2019) performed a 2D voxel inversion of MT and seismic re�ection/refraction data

while also solving for a discrete surface representing the Moho discontinuity. They iteratively

updated the discrete surface using H-κ stacking of teleseismic receiver functions, solving for the

vertical position of the vertices on their 2D surface. De Pasquale et al. (2019a) inverted electrical

resistivity data using a 2D mesh that incorporated a parameterized interface representing a

regolith-bedrock contact. They used an underlying 2D mesh of triangles and parameterized their

2D interface as a connection of the triangular edge elements. De Pasquale et al. (2019b) went

a step further and conducted joint inversions of electrical resistivity and seismic refraction data.

In both approaches, the location of the interface is limited by the design of the mesh but could

otherwise generate any shape, including an overturned interface. Similarly, Zhang et al. (2015)

inverted seismic data using a 2D mesh with an imbedded interface, but described their interface

using an implicit function.

Al-Chalabi (1972) performed 2D gravity inversions that solved for the positions of the vertices

in a single sub-horizontal interface. This was similar to the work of Tanner (1967) but with a

parameterization that explicitly worked with polyline vertices, and hence relates directly to

facetted surface model representations. Smith et al. (1999) and Chen et al. (2012) developed a

multi-layer 2D MT inversion method similar to the work of Auken and Christiansen (2004) but

with the sub-horizontal contacts described by polylines instead of stacks. However, both Smith

et al. (1999) and Chen et al. (2012) inverted for the vertical vertex coordinates only, making

their parameterization approaches e�ectively identical to that of Auken and Christiansen (2004).

Narasimha Rao et al. (1995) did similarly to Al-Chalabi (1972), for the 2D gravity and magnetic

problems, but also considered a closed polygonal body. Li et al. (2010) also developed a 2D

SGI method to recover a closed polygonal body for the 2D controlled-source EM problem, and

Koops (2011) did similarly for the seismic travel-time problem. Bijani et al. (2017) performed
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SGIs using more complicated 2D models comprising connected polylines, allowing the models

to represent arbitrarily complicated geological scenarios, with multiple rock units and di�erent

topologies.

With respect to the 3D SGI problem, there have also been many advancements. Lelièvre

et al. (2016) stitched several sub-horizontal 2D polygonal interfaces together to model the 3D

base of basin sediments. Mallesh et al. (2019) developed a similarly parameterized method, for

a similar problem, using an ensemble of horizontally stacked thin tiles, each having an irregular

polygonal outline in a vertical plane. Their inversions determined the vertical locations of the

polygonal vertices. The approach of Mallesh et al. (2019) can be compared to that of Oliveira

et al. (2011) and Oliveira and Barbosa (2013) who approximated a 3D isolated geological body

by an ensemble of vertically stacked thin tiles, each having an irregular polygonal outline in a

horizontal plane. The vertices of the polygonal outlines were parameterized in a polar coordinate

system: in their inversions, the outline vertices for each tile were allowed to move radially away

from some central point inside the polygon. Use of these approaches assumes a 3D geological

scenario with some discernible major-axis direction for the target body.

Pilkington (2006) inverted gravity and magnetic data jointly to determine the topography

of a single 3D sub-horizontal interface. The interface was de�ned by a uniform grid of surface

vertices that could move vertically in the inversion, and forward modelling was performed by

applying Fourier transform methods to the gridded information. Foks and Li (2014) performed

3D gravity inversions for a single surface representing the interface between the base of a salt

body and the underlying basement rock. Their interface was represented as a sub-horizontal

surface of tessellated triangles. Foks and Li (2014) also allowed the triangles' vertices to move

only vertically. Hobro and Rickett (2014) used a similar surface model parameterization in their

full waveform seismic inversion for a top-of-salt interface. Nishiyama et al. (2017) inverted muon

tomography data to image the bedrock geometry beneath an alpine glacier. Their methods

recovered a single 3D surface that was e�ectively parameterized in spherical coordinates, with

the parameters being radii at �xed angles away from a muon receiver. Zhang et al. (2019b)

also performed an SGI in spherical coordinates, inverting gravity data to estimate the crustal

thickness of the Moon, and using two boundary surfaces to represent the crust. Cai and Zhdanov

(2015) used a 3D Cauchy-type integral representation of magnetic �elds to invert for the depth

to basement using a 3D faceted surface. While Foks and Li (2014), Hobro and Rickett (2014),



3.2. THE DEVELOPED SURFACE GEOMETRY INVERSION METHOD 57

Nishiyama et al. (2017), Zhang et al. (2019b), and Cai and Zhdanov (2015) performed 3D SGIs,

their parameterizations still limit the geometry of the recovered models.

Richardson and MacInnes (1989) performed an SGI of gravity data with a more complicated

3D polyhedral source body representing a salt dome. Their model had overturning surfaces rather

than simply sub-horizontal layers, approaching the �exibility we are aiming for with our methods.

Instead of moving the triangular surface facet vertices explicitly, they reduced the problem size

by representing their model with a small number of shape-related parameters, including the

height and radius of both the cap and stem of their mushroom-shaped salt dome. The locations

of the vertices in the 3D polyhedral salt dome model are known functions of the unknown shape

parameters. That is, given values for the shape parameters, one knows how to uniquely generate

the corresponding polyhedral model.

3.2 The Developed Surface Geometry Inversion Method

As stated above, many authors have developed methods and examples that come close to this

study's interests, although none have approached the complexity we are interested in. This

study updates some of the previously published approaches for modern computing platforms,

and utilizing modern optimization algorithms. We are extending previous work to: 1) allow for

surface-based models of any geometrical complexity, with possibly multiple surfaces connected

together; 2) allow more �exibility in the ways that the surfaces can move and contort; 3) include

more rigorous, contemporary, global optimization strategies; and 4) include stochastic sampling

to provide statistics and enable model appraisal. Lelièvre et al. (2015) and Galley et al. (2019)

present some of our earlier work towards this goal, where we developed and re�ned our SGI

method through application to various di�erent geological scenarios and related topologies.

The scope of this study focuses on the numerical methods that comprise our SGI. The novel

nature of this work does not lie in the details of the numerical methods themselves; rather,

it lies in the integration of the various methods towards the whole SGI algorithm. Hence, the

methods section that follows provides a brief global description of the SGI algorithm, followed by

brief descriptions of each included method. Simpler synthetic examples are used to demonstrate

the basic workings of the approach and we provide a more detailed synthetic example based on

a realistic mineral exploration scenario. In the discussion section, we revisit the assumptions,
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limitations, and possible extensions to our methods. More in-depth investigations are left to

future work, for example, questions related to best practices when applying SGI to speci�c data

scenarios.

The presented SGI works with an explicit surface-based model, comprising triangular facets.

The surfaces represent contacts between rock units, and the physical properties of the units

are �xed during the inversion. The model parameters that the inversion operates on are the

coordinates of the vertices of the facets. By moving those vertices in space, and thereby altering

the geometry of the model, the inversion attempts to improve the �t between observed data and

the calculated response for the model. This is a fairly simplistic explanation of the approach;

there are additional extensions and complications that are addressed below.

3.2.1 Model parameterization

Geological models, comprising surfaces that represent contacts between rock units, can be built

in many ways. Explicit modelling methods (e.g., Caumon et al. 2009, Lelièvre et al. 2018, and

references therein) may build surfaces using parameterized functions, splines, or more directly

using meshes of tessellated polygonal facets. Implicit modelling methods (e.g., Lajaunie et al.

1997, Caumon et al. 2013, Hillier et al. 2014, Renaudeau et al. 2019, and earlier seminal refer-

ences therein) parameterize surfaces as isovalues (contours) within 3D scalar �elds. Whether the

surfaces are built explicitly or implicitly, ultimately the result is a collection of explicit facetted

surfaces that frequently comprise tessellated triangles. Often those surfaces are built for visu-

alization purposes only and do not connect cleanly, although methods have been developed to

alleviate this issue (Anquez et al., 2019). However, the presented SGI approach assumes that an

explicit surface-based geological model has been built following the requirements of a piecewise

linear complex (PLC; see Miller et al., 1996; Si, 2015), which essentially stipulate that the model

represents a perfectly water-tight volume (closed surfaces), and that facet edges must exist along

any intersections of surfaces within the model.

The vector of model parameters, m, is

m = (x1, y1, z1, x2, y2, z2, . . . , xM , yM , zM ) (3.1)

where (xi, yi, zi) are the coordinates of the ith vertex or control node, and M is the number
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of such vertices or control nodes. There is no requirement that each vertex or control node is

free to move in every dimension, and some may remain �xed in place throughout the inversion,

depending on the a priori information. Such �xed vertices or nodes are referred to as being

�non-dynamic�. Hence, the model may not contain all the vertex coordinate values. The number

of vertices or control nodes does not change during the inversion.

Following Foks and Li (2014), Lelièvre et al. (2015) and others (refer to Section 1.5), the

solution parameters for the presented SGI are the Cartesian coordinates of the vertices in the

explicit surface-based model. The connections between the vertices that de�ne the triangular

surface facets remain constant during our inversions. If the physical properties of each unit were

allowed to vary along with the vertex locations, this would add a signi�cant amount of non-

uniqueness to the problem. Hence, in this study, we treat the physical property information as

prior information that is �xed during the inversion; we return to this assumption in Section 3.5.

For large, highly re�ned geological models, the number of vertices can make the problem

infeasibly large to solve on modern computing platforms. Hence, we apply surface-subdivision

(see Peters and Reif, 2008) to reduce the number of parameters: the inversion works on the

vertices of a coarse control surface (a coarse version of a surface-based geological model) which,

after subdivision and interpolation, becomes a candidate model. In 2D, this is akin to �tting a

curved line through coarse points. In 3D, the surface-subdivision approach divides each triangular

facet in the surface, creating a new vertex on each facet edge, and interpolation is performed to

determine the locations of those vertices such that the result is a smoothed (lower curvature)

version of the original. Fig. 3.1 illustrates the 3D scenario: Fig. 3.1a would represent the control

surface (coarse surface-based model) and Fig. 3.1b or Fig. 3.1c would represent the candidate

model (re�ned surface-based models). If more subdivision steps are used, the result is a smoother

model. Hence, surface-subdivision is used as a simple means to de�ne the level of smoothness

we want in the models recovered from inversion. The vertices in the control surface are referred

to as control nodes.

The subdivision of a coarser surface-based model, with model vectormc, into a re�ned version

mr, can be represented as a linear operation

mr = Amc (3.2)
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(a) (b) (c)

Figure 3.1: A coarse surface object a) shown as a wireframe, subdivided once b) and twice c).
Red dots in a) indicate vertices around a single triangular facet. The additional green dots in b)
indicate the new vertices added at each facet edge between the red vertices in a). Similarly, blue
dots in c) indicate the new vertices for the second subdivision. For the SGI, the coarse object
would correspond to the control surface (candidate solution) and a re�ned, subdivided object
would correspond to the surface-based model used for forward modelling.

where A is the subdivision matrix. The coordinates of a vertex in the subdivided model is

a weighted sum of those surrounding it in the coarse input model. When interpolating new

vertex positions, those corresponding to non-dynamic control nodes are never moved from their

original positions. When subdividing, if a new vertex is placed on an edge de�ned by two non-

dynamic vertices, then that new vertex becomes non-dynamic. This is simplest to understand

when looking at a 2D problem, for example Fig. 3.2, for which the linear operation might look

like this: 

A

a

b

c

C


=

1

8



8 0 0

4 4 0

1 6 1

0 4 4

0 0 8




A

B

C

 (3.3)

which uses the recipe for cubic B-spline interpolation. In Fig. 3.2a the three red-coloured vertices

de�ning the triangular facet are subdivided by Eq. 3.3 to produce the three additional green-

coloured vertices seen in Fig. 3.2b. The same process is performed again to produce the blue-

coloured vertices seen in Fig. 3.2c.

Other parameter-reduction alternatives exist for representing a geological model, including

the use of di�erent types of splines and level set functions. From any such representation, an

explicit facetted surface of any re�nement can be built, interpolating the facet vertex positions

as required. Surface-subdivision is considered here because it can be easily applied directly to a

coarse version of an explicit surface-based geological model.
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Figure 3.2: A 2D subdivision curve problem. Panel (a) is the curve before subdivision, (b) after.
Vertices �a� and �c� are new vertices added on each original edge A-B and B-C. Vertex �b� is the
original vertex �B� but with newly interpolated position. Vertices �A� and �C� are non-dynamic
and do not move after subdivision.

3.2.2 Forward modelling

For gravity and magnetics data, Okabe (1979) and many others have developed forward mod-

elling approaches for polygonal objects, for example the facets in a surface-based model. The

calculation of those geophysical responses for a surface-based model is e�cient and simply re-

quires knowing the density or magnetic susceptibility in each region of the model, and knowing

which regions are on each side of every surface facet. This form of modelling was employed by

Foks and Li (2014) and Lelièvre et al. (2016).

For other geophysical data types, forward modelling methods that rely on a voxel discretiza-

tion of the Earth can be used. However, this requires an intermediate mesh to be created that

honours the contacts in the surface-based model. For example, Hobro and Rickett (2014) used

an intermediate mesh to perform the forward modelling for their full waveform seismic problem.

Meshing software such as TetGen (Si, 2017) can be used to generate an unstructured 3D mesh

comprising tetrahedra that exactly honours the contact surfaces, provided the input surfaces

represent a valid PLC. The triangular facets in the surfaces become faces of the tetrahedra in the

unstructured mesh. Modelling methods that work on an unstructured mesh (e.g. Lelièvre et al.,

2011; Jahandari and Farquharson, 2013, 2014, 2017; Ansari and Farquharson, 2014; Ansari et al.,

2017) can then be applied. However, the time requirements for the inverse problem are directly

related to the time required to calculate the forward solution, and if a surface-based model must

�rst be meshed, this may add signi�cant computational time overhead.
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3.2.3 Inversion

The inverse problem was posed as an optimization problem. We assume that there are more

data than model parameters, and we assume that such a situation leads to an overdetermined

problem such that only a single objective function term, the data mis�t, is required to su�ciently

reduce the non-uniqueness of the problem and provide a unique solution. We use the traditional,

well-known χ2 measure of mis�t:

Φ =
1

N

N∑
i=1

(F (m)i − di)2

σ2
i

(3.4)

where di is the ith observed geophysical data measurement; σi is the uncertainty assigned to that

data observation; m is a candidate model vector containing the model parameters (control node

coordinates); F () denotes the forward modelling operator, and hence F (m) is the data predicted

for the candidate model m; and we have normalized by the number of data, N .

No additional regularization terms are required, which stands in contrast to underdetermined

voxel inverse problems (as used in Chapter 2). This is largely a result of the parameterization

of the model: with �xed physical properties and only a single topology allowed (as speci�ed

by the initial model), the non-uniqueness of the inverse problem is greatly reduced. However,

speci�c model characteristics may be desired and regularization may therefore be incorporated

to reduce the space of acceptable models. Koops (2011) regularized their 2D polygonal shape

using area, perimeter, and total distance from each polygonal vertex to the centre of mass. Foks

and Li (2014) represented their 3D sub-horizontal interface as a surface of tessellated triangles

and applied smoothness regularization based on methods by Lelièvre and Farquharson (2013).

Adding additional regularization terms to the objective function means that appropriate values

for tradeo� parameters, multiplying those terms, must now be determined. While several ap-

proaches have been developed to treat tradeo� parameters (e.g. see Hansen and O'Leary, 1993;

Farquharson and Oldenburg, 2004), or to perform more thorough solutions to multi-objective

problems (e.g. see Bijani et al., 2017; Schnaidt et al., 2018), these are not trivial approaches and

the problem is best avoided if possible. In this paper, we adopt the surface-subdivision approach,

discussed above, as a reasonable alternative to numerical regularization strategies. We simply

have to ensure there are fewer control node coordinates than data measurements to obtain an

overdetermined problem. Doing so adds no additional objective function terms or associated
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tradeo� parameters.

Global optimization

To solve their speci�c nonlinear SGI problems, most of the authors cited in the introduction of

this chapter used iterative, gradient-based, local optimization methods. The reason for this is

mostly historical: computing power at the time often limited the feasible optimization methods,

and modern global optimization methods may not have been available. As such, many authors

focussed most of their e�orts on the optimization requirements (e.g. Pereyra, 1996). Using local

optimization can be highly dependent on the initial model, particularly where there are multiple

minima in the objective function, and model appraisal (e.g. uncertainty assessment) is not

usually performed on the solution obtained (Pallero et al., 2015). Furthermore, gradient-based

local optimization methods require that �rst derivatives, and often second derivatives, of the

objective function be available. For voxel inversions, closed form mathematical expressions can

usually be derived. However, for our highly nonlinear inverse problem, which inverts for spatial

coordinates in place of physical property values, deriving the required mathematical expressions

is not feasible. Calculating derivatives using numerical means, for example �nite-di�erencing, is

possible but adds greatly to the computational time.

With those considerations, employing a global optimization strategy is more appropriate

for our SGI. Pereyra (1996) mentioned the possible use of global optimization techniques for

solving their SGI problem, though they did not do so. Roy et al. (2005) and Datta et al.

(2019) applied simulated annealing to solve their respective 2D parameterized function and 2D

spline SGI problems. Paasche and Tronicke (2014) applied Particle Swarm Optimization (PSO)

to solve their 2D sharp-interface, layered inverse problem. Pallero et al. (2015) used PSO for

their 2D gravity inversion for basement relief in sedimentary basins. They parameterized their

single sub-horizontal interface with adjacent vertical prisms, similarly to Tanner (1967). Lelièvre

et al. (2016) and Bijani et al. (2017) used a Genetic Algorithm (GA) for their SGIs, and Bijani

et al. (2017) also for a sharp-interface discrete-value voxel inverse problem. PSO and GA are

metaheuristic algorithms that rely on a �smart random� sampling of the solution space and

are able to calculate approximate uncertainty information. De Pasquale et al. (2019a) and

De Pasquale et al. (2019b) formulated their SGI in a fully probabilistic framework and employed

Markov chain Monte Carlo (MCMC) sampling to obtain a more rigorous statistical sampling.
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Both GA and MCMC methods were used during the SGI modelling

. The GA used a single objective to �nd the global minimum solution, with choices for the

various operators (e.g. selection, crossover, mutation) following Deb et al. (2002). However, any

su�ciently capable global optimization algorithm could be employed.

Stochastic sampling

After the global minimum solution is found, the solution is fed into a more rigorous MCMC

stochastic sampling to provide statistics: mean and standard deviations of the surface vertex

positions. The Metropolis-Hastings (M-H) algorithm was used with a single chain. A new

candidate solution, y is selected randomly some distance away from the current solution, x:

y = x + γr (3.5)

where r are random values taken from a normal distribution. The acceptance probability is a

function of the mis�t:

α(x,y) = eΦ(x)−Φ(y) (3.6)

and the scaling parameter γ is automatically determined during run-time to achieve an accep-

tance rate between 40 and 60 %, following recommendations in Chib and Greenberg (1995) and

references cited therein. The inverse of the standard deviations of the surface vertex positions

can act as a proxy for con�dence in the model, assuming a uni-modal distribution.

Ideally, the GA provides a solution such that the M-H chain is immediately at the required

equilibrium state, and it is then unnecessary to perform a burn-in procedure. Investigation of the

convergence characteristics of the M-H chain showed this to be true for all examples presented in

this paper. A single M-H chain is necessary to calculate the model uncertainty, as convergence

to the inverse problem's global minima was reached with the GA optimization.

Intersection detection

A complication for SGI, not dealt with by other authors, is that the surfaces in the recovered

model should not intersect, other than as indicated by the initial model. That is, if two surfaces in

the initial model connect, following the requirements of a PLC, then the recovered model should

have those two surfaces connecting along the same facet edges, but not intersecting elsewhere.
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Similarly, if two surfaces in the initial model do not intersect, then they should not do so in the

recovered model. Nor should a single surface wrap around and intersect itself. Given the semi-

random alteration of the control nodes' positions via global optimization, such intersections are

inevitable in the candidate models. In some simpler situations, bounds could be placed on the

node positions to avoid such intersections. However, the bounds on the node positions must be

made large enough to account for any geometric feature present in the true model, and generally

this leads to intersections.

To check for disallowed intersections, every possible pair of facets in the model was looped

over and triangle-triangle intersection (TTI) tests were performed using the method of Möller

(1997). During the MCMC optimization a candidate solution containing facet intersections is not

accepted. Our GA considers both the objective function (data mis�t) and a constraint violation

value for a candidate model; the constraint violation acts as a rejection �lter for any undesirable

self-intersecting surface models. The constraint violation was de�ned as the number of pairs of

intersecting facets in the model, as determined by the TTI tests:

c =

P∑
j=1

P∑
k=1

TTI(pj ,pk) (3.7)

where P is the number of facets in the surface-based model, pj denotes the vertex coordinates

of the jth facet, and TTI denotes our triangle-triangle intersection test:

TTI(pj ,pk) =



0, if j = k

0, if facets pj and pk do not intersect

1, otherwise.

(3.8)

The individuals in the GA population must be ranked prior to selecting individuals for

crossover and mutation. Feasible solutions, which contain no intersecting facets, are ranked

by their objective function value. Infeasible solutions, which contain one or more pairs of inter-

secting facets, are ranked by their constraint violation values. Feasible solutions are ranked �tter

than infeasible solutions. While it is certainly possible for the random initial GA population to

contain only infeasible solutions, it was found that the de�nition of constraint violation above

enabled the GA to quickly �nd feasible solutions for all of the study's examples.
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3.2.4 Overview of the SGI algorithm

Fig. 3.3 outlines the major components of the SGI algorithm and how information is passed

between them. Prior information includes observed geophysical data, topological rules, an initial

model (a surface-based geological model) and bounds on the model parameters (the facet vertex

coordinates). The initial model and bounds are passed to the GA global optimizer, which

generates an initial population of candidate solutions from that information. A candidate solution

may hold the vertex coordinates for a surface-based model or for a control surface that requires

subdivision and interpolation operations to generate a candidate surface-based model (see Fig.

3.1). In either case, the surface-based model gets fed into the forward solver. For each candidate

surface-based model, the forward problem is solved to generate the geophysical response; each

response is compared to the observed data and a data mis�t is calculated. Intersection detection

methods are applied to the candidate models to check they honour the topological rules; a

corresponding measure of constraint violation is calculated for each model. The data mis�t and

constraint violation values are provided to the global optimizer which uses that information to

generate a new population of candidate solutions; for example, a Genetic Algorithm would rank

the previous candidate solutions by their data mis�t and constraint violation values, then take

the most promising individuals and use them to generate the next population through crossover

and mutation operations. Convergence occurs either when a feasible solution is found with a low

enough mis�t value, or when a su�cient number of iterations has occurred.

The SGI is performed in two stages. First, a global optimizer is used to �nd a single best

(globally optimal) solution, following the procedure described above. Second, that best solution is

used as the initial sample in a MCMC stochastic sampling, which generates statistical information

for use in model appraisal. For the MCMC sampling, Fig. 3.3 still applies but with a population

of one individual.

3.3 Modelling Capabilities

Here several synthetic examples are presented to demonstrate and test the developed SGI method.

The �rst two examples use simple blocky shapes in a half-space. Those examples serve only to

assess the mechanics of our SGI and prove they can provide accurate solutions in idealized cases.

The third example applies SGI to a synthetic model based on a SMS deposit, with a more
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Figure 3.3: An illustrative diagram of the components of the SGI algorithm. Dots surrounding
text indicates prior information. Solid lines surrounding text indicates the major components
of the algorithm, while dashed outlines indicate intermediate products of those components.
Dashed lines indicate two convergence decision paths.
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complicated geological model comprising multiple connected contact surfaces and multiple rock

units.

The �rst example demonstrates the SGI method's ability to resolve the geometry of a target

when the initial surface model contains the same number of nodes, and the same node connections

in the facet de�nitions, as the true model. The second example investigates the e�ects of assuming

an incorrect topology of a two prism target. Topology is referred to as the mathematical concept:

the properties of a geometrical object preserved through continuous deformations. In the third

and �nal example the SGI method was applied to a synthetic scenario based on an SMS deposit,

and a subdivision was used to reduce the number of inversion parameters. In all the examples

the GA optimization was used with a population equal to ten times the number of inversion

parameters.

In each example, the modelling began with a voxel inversion, then used that result to generate

an initial surface model for an SGI. For the single and double prism examples, rectilinear voxel

meshes were used in the inversion, whereas an unstructured voxel mesh was used for the SMS

example. Voxel inversions were used �rst because the SGI required an initial approximation

of the anomaly's topology and geometry, which a voxel inversion could provide robustly, with

little a priori knowledge of the subsurface. In practice, such an initial model for SGI may

come from geophysical inversion or geological modelling. In all examples, the �inverse crime� was

avoided: the true data response was calculated using a di�erent mesh than used in the inversions.

Furthermore, for the latter two examples, the SGIs used models with facet de�nitions (node

connections) that were di�erent from in the true model.

All voxel inversions were performed with a total variation smoothness measure on the model,

along with a sensitivity weighting (see Section 1.5). No explicit regularization was applied during

the SGIs, although cubic B-spline subdivision was used in the �nal SMS example. Each inversion

was run in parallel on 48 threads on a 2.20 GHz Intel Xeon E5-2650 Processor.

3.3.1 Single dipping prism

In the �rst example, we used the single 3D dipping prism presented in Li and Oldenburg (1996),

which had a magnetic susceptibility of 0.06 SI within a zero susceptibility half-space. The

synthetic data for this and all other examples were generated from the true model using an

inducing �eld with strength 50,000nT, inclination 75◦ and declination 25◦ (values taken from
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Figure 3.4: The data used in the single dipping prism example. (a) the 441 data points and their
total magnetic �eld values. (b) the normalized data residual from the SGI.

Li and Oldenburg 1996). We added Gaussian noise of 2 % standard deviation with an absolute

�oor of 1 nT. This data was gridded over the 1,000 m × 1,000 m horizontal inversion domain at

a constant elevation of 1 m with an observation point spacing of 50 m, yielding 441 data points

(see Fig. 3.4). The rectilinear inversion mesh used in the inversion had the dimensions of 1,000

m x 1,000 m x 500 m, which was discretized into 62,500 cubic cells with side lengths of 20 m.

The intention is to incorporate The SGI methods into a work�ow that includes both SGI and

voxel inversion. To provide one possible example, the voxel inversion results were used to build

a surface-based model estimate of the target's geometry. First, the spatial gradient of the voxel

model was calculated to indicate the locations of likely interfaces between rock units, Fig. 3.5a.

The program FacetModeller (Lelièvre et al., 2018) was then used to build a surface-based model

that approximately followed those likely interface locations, Fig. 3.5b. This initial model was

designed with the same number of nodes and facet de�nitions as the true model. Again, this was

done to demonstrate the SGI method's ability to resolve the geometry of a target in an idealized

scenario, i.e. when all prior information is accurate.

The eight nodes in the initial surface model were all allowed to move during the SGI, leading

to 24 inversion parameters: eight nodes with three Cartesian coordinates each.

After the GA optimization of the surface model, an MCMC sampling was used to calculate

statistics on the inversion results, including a standard deviation for the position of each node

in the surface models, see Fig. 3.5c. The recovery of the bottom of the body was worse than for

the top, as expected because of the lowered sensitivity of the magnetic �eld data with increasing

depth. The MCMC sampling provided a consistent story, with higher con�dence (lower standard

deviations) closer to the data. Through forward modelling it was calculated that the signal
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Figure 3.5: Voxel and SGI results, and the design process of the initial surface model. a) A cross
section of the voxel inversion and b) its gradient model, right, of the single prism at y = 500 m,
with the outlines of the true model in white and the intial surface model in black. c) The initial
surface model in 3D, as a grey polygon outlined in black, with the true prism model outlined
in white. d) The SGI result of the single prism example in 3D. The inversion model is shown
with its surfaces coloured corresponding to the uncertainty of its position. As an additional
visualization tool, the uncertainty of the position of each of the eight nodes is represented by
coloured spheres, whose radii are equal to the nodes' standard deviations.



3.3. MODELLING CAPABILITIES 71

Figure 3.6: The presented three plots display the data used in the two dipping prisms example,
along with both SGI's data residuals. a) The total magnetic �eld data observed at each data
point, which lie on a plane with a constant 1m elevation. b) and c) show the data residuals from
the cases where it is assumed that there are two separate volumes in the sub-surface and one
single volume, respectively.

produced by a regular tetrahedron of height 100 m protruding from the base of the true model

had an amplitude of 0.7 nT. If this tetrahedron was thought to represent a segment of the SGI

model which expanded too far, as in Fig. 3.5d, then its contribution to the overall forward signal

of the SGI model will be minimal, and well below the data's noise.

Throughout all optimizations, spacial bounds of±100 m relative to the initial model were used

to constrain the nodes' positions. An initial population of 240 was used for the GA optimization,

ten times that of the number of inversion parameters. The GA took 11 seconds and 894 iterations

to converge from an initial mis�t of 2.94 × 103 to a �nal mis�t of 1.0, with 2 % of that time

used to calculate possible facet-facet intersections. The MCMC sampling took 14.4 minutes to

complete 1.2 million iterations.

3.3.2 Two dipping prisms

The second example followed that of the two prism model from Li and Oldenburg (1996), with

two dipping prisms of equal magnetic susceptibility (0.06 SI) in a non-susceptible half-space.

The data were generated in the same fashion as the previous single prism example, using 441

observation points with similarly generated Gaussian noise, Fig. 3.6.

The initial surface mesh was �rst designed with the correct topology: two isolated anomalous

units. The same methodology was followed as the previous example, of running a voxel inversion

and approximating the geometry of the recovered bodies based on the magnetic susceptibility
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gradients, Fig. 3.7a. This resulted in the model of Fig. 3.7b, composed of 43 nodes (129 inversion

parameters) and 82 facets. The SGI was performed with a GA population of 1290.

To study the e�ects of incorrectly generating the initial surface model, with respect to the

true model, the data was inverted assuming that there was only one anomalous unit in the

subsurface, Fig. 3.7c. This single volume was de�ned with 40 nodes (leading to 120 inversion

parameters) and 72 facets, and the GA was performed with 1200 candidate solutions.

The uncertainty in both single and double volume models was again calculated via MCMC

sampling. The results of both SGI's are seen in Fig. 3.8a and Fig. 3.8b. Compared to the

initial model used to begin the double prism SGI, Fig. 3.7d, the inversion result, Fig. 3.8b,

demonstrated a thinning of the connector joining the two prisms. This shows that despite giving

the SGI program an inaccurate starting model, it can alter it to produce an inversion model

which still resembles the true model, and suggests the ground truth to the user. Along the y

and z directions, the inversion was able to adequately recover the extent of the true surfaces,

especially the tops of both prisms. The recovery of the ground truth became less accurate along

the x direction, where the presence of the connector segment of the single anomalous volume

added more susceptible material between both prisms. This additional material caused the SGI

model to be o�set from the true model, notably seen with the lower prism in Fig. 3.8b, where

its form was resolved but o�set to the left (in the negative x direction).

For the double volume model, the GA optimization took 1.5 hours and 1163 iterations to

converge from an initial mis�t of 409 to a �nal mis�t of 1.0, with 3 % of that time used to

calculate possible facet-facet intersections; the MCMC sampling took 1.4 hours to complete 1.2

million iterations. For the single volume example, the GA took 1,616 iterations to converge from

an initial mis�t of 843 to a �nal mis�t of 1.0; the MCMC sampling took 1.9 hours to complete

1.2 million iterations.

3.3.3 Sea�oor massive sul�de deposit

The last inversion example is that of a synthetic sea�oor massive sul�de (SMS) deposit. These

hydrothermally driven deposits, which form on or near the surface of the sea�oor, are not yet

being mined but are of growing importance in economic geology (Hannington et al., 2011).

Being able to accurately model the sub-sea�oor structure of these deposits with SGI would allow

the geometry and volumes of their massive sul�de lenses and stockwork feeder systems to be
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Figure 3.7: Initial model design for the two dipping prisms example. a) a cross section of the
voxel inversion and b) its gradient model of the double prism at y = 500 m, with the outlines of
the true model in white, the initial model assuming two separate volumes outlined in black, and
the initial model for the single volume outlined in red. c) and d) 3D views of the double and
single volume initial models, respectively, with the true model shown as a white wireframe.
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Figure 3.8: SGI inversion results for the two dipping prism example. a) Inversion results when
the anomaly is assumed to contain two separate volumes. b) Inversion results when only one
volume is assumed. In both, the true model is outlined with a white wireframe, and the inversion
model is coloured to indicate the standard deviation of the position of the models' nodes. As an
additional visualization aid, a translucent grey surface is added on top of the SGI results, which
represents the inversion model expanded by one standard deviation of its position uncertainty.
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approximated, leading to more accurate tonnage models for these deposits.

This example demonstrates the SGI method's ability to remove topographic surfaces from the

initial surface model. This allows topographically complicated systems to be e�ciently modelled

without any reduction in resolution, as none of it need be included in the inversion process.

Additionally, the use of subdivision during the inversion, which acts as a sort of regularization to

smooth out the model and allows a few control nodes to control a �ner surface mesh, was used

to model the SMS synthetic.

A synthetic SMS system can be modelled by dividing the deposit into two main zones, its

massive sul�de lens and the stockwork zone. The massive sul�de lens in this example is exposed

on the sea�oor, representing a generalized active or recently inactive hydrothermal system, akin

to the Trans-Atlantic Geotraverse (TAG) deposit (Humphris et al., 1995). The stockwork zone

is entirely below the sea�oor, connected to the base of the massive sul�de lens, Fig. 3.9. Only

the stockwork zone and the sub-sea�oor region of the massive sul�de lens were actively altered

during the SGI process, because the surface of the massive sul�de lens would be known through

bathymetric studies.

This example is similar to the salt-dome model presented by Richardson and MacInnes (1989),

in which a relatively simple shape is represented by a wireframe surface. In their example, the

salt-dome shape is moved using a few shape parameters, e.g. those that describe the stem radius,

height, and thickness of the cap. The SGI inversion methods di�er in that they provide more

�exibility in the ways in which the shape can move and contort.

The true model was designed to include a topographic surface with a normal fault hosting

the SMS deposit. The background was treated as basalt, with a magnetic susceptibility 10−2

SI, the stockwork had magnetic susceptibility of 10−4 SI, and the massive sul�de lens a value of

10−5 SI. These physical property values were loosely based on measurements collected at TAG

(Zhao et al., 1998), and were considered known during the modelling.

The observed data comprised 13 lines with 10 m spacing in the x-direction, and 5 m along

line in the y-direction. This totalled 401 observation points, all positioned at an altitude of 5 m

with respect to the sea�oor. Each point had a 0.12 SI standard deviation Gaussian noise added

to its observed signal. The 0.12 SI was derived from measuring the signal of the bottom most

segment of the stockwork zone, ensuring that the noise in the system was just low enough such

that all components of the true model should be able to be resolved through inversion modelling.
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Figure 3.9: The true model used in the SMS example. On the left is the entire model, with two
white lines draped on top to indicate the position of the cross sections that are shown to its right.
These cross sections are at y = 65 m and x = 55 m. Both the entire model and cross-sections are
coloured as explained by the legend, displaying the three unique rock units and their magnetic
susceptibilities.

Figure 3.10: The observed data used in the SMS voxel inversion and SGI, as well as the data
residual from the SGI. a) Observed data with the forward signal of a homogenous sub-surface
subtracted out, leaving only the magnetic signature of the SMS deposit. b) Data from a) but
with the forward signal of the top surface of the massive sul�de mound subtracted out. The
remaining signal is only due to the sub-surface component of the SMS deposit, whose geometry
was inverted for with the SGI method. c) Data residual from the SGI inversion result.
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In preparation for both the voxel inversion and SGI, the forward signal associated with the

background basalt was subtracted from the total signal by treating the subsurface as having

a constant 10−2 SI magnetic susceptibility. The resulting signal, which was used in the voxel

inversion, contains only the response of the anomalous SMS deposit, Fig. 3.10.

From the voxel inversion results, as shown in Fig. 3.11a and b, an initial model of 20 nodes and

54 facets was constructed for the subsurface massive sul�de layer and the stockwork zone, Fig.

3.11b. Only the subsurface components of the deposit needed to be modelled in the SGI, since,

as said previously, the outcropping portion of the massive sul�de lens would have its geometry

known. Since the faceted surface of the lens was �xed during the inversion, time would be wasted

calculating its unchanging forward signal each iteration, for each candidate model. Therefore,

the forward signal for the top of the lens was calculated, and subtracted form the anomalous

signal. This left a magnetic anomaly purely resulting from the subsurface components of the

SMS deposit, Fig. 3.9.

To demonstrate an ability of the SGI to further reduce the number of inversion parameters,

a subdivision was performed on the sub-sea�oor component of the SMS deposit, using a cubic

B-spline interpolation. This interpolation allowed a smooth surface de�ned by 124 nodes to be

modelled by 20 control nodes, as shown in Fig. 3.12. The subdivision was used throughout the

inversion process, resulting in the model as presented in Fig. 3.13.

The GA took 17.7 minutes and 192 iterations to converge from an initial mis�t of 1.36× 103

to a �nal mis�t of 1.0. The MCMC sampling took 9.9 hours to complete 1.2 million iterations.

3.4 Physical Property Uncertainty Assessment

A signi�cant assumption that has been made in the developed SGI method's design is that

the physical property of each rock unit in the model was treated as known information, and

remained �xed during the inversion. It is trivial to allow those physical properties to change

as well as the surface geometry parameters (control node coordinates) by adding the physical

properties of each homogeneous model region to the model parameter vector m in Eq. 3.1.

Beardsmore et al. (2016) and Scalzo et al. (2019) can include variable physical property values

in their probabilistic framework, incorporating a priori physical property distributions for each

assigned rock unit, with those PDF's coming from laboratory measurements. However, unless
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Figure 3.11: The results of the voxel inversion of the SMS target, and the initial surface model
used in the SGI. a) and b) Two cross sections of the voxel inversion result at x = 55 m with
the true model outline in white, and the initial surface model outline in black. a) The cross
section shows the distribution of magnetic susceptibility across the cell on the inversion results,
b) the model's magnetic susceptibility gradient magnitude at each cell. c) A 3D comparison of
the initial surface model, the translucent grey surface outlined in black, compared to the true
model of the SMS deposit, outlined in white. The bathymetric surface of the model is shown as
a translucent dark grey mesh.
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Figure 3.12: These images demonstrate the interpolation that can be performed during a SGI.
The left image shows the constructed initial surface model as a black wireframe mesh, with its
subdivided surface shown in grey. The right image shows the result of the SGI using the initial
model. In both models, the control nodes of the wireframe model are shown, coloured based on
their associated rock unit. The red nodes were �xed during the inversion, as they rest on the
bathymetric surface. The blue and yellow nodes, those of the massive sul�de lens and stockwork
zone respectively, were dynamic throughout the SGI.

Figure 3.13: The results of the SGI from the SMS example, viewed from the side and from above.
The coloured surface is the inversion model, with colours corresponding to the standard deviation
of the model uncertainty. Additionally, the inversion model expanded by one standard deviation
is shown as a translucent grey surface. The true SMS model is shown as a white wireframe mesh.
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the physical property distributions represent a relatively tight range of values for each rock unit,

allowing variable physical property values will signi�cantly increase the non-uniqueness of the

problem. This would require alterations to the SGI formulation to obtain meaningful solutions.

More research is required to assess this. One alternative to allowing the physical properties to

vary inside the inversion might be to perform multiple inversions with di�erent �xed physical

property values, within the expected limits, and perform some model appraisal on the suite of

solutions. Based on prior knowledge, geologically unrealistic solutions could be rejected, with

the remaining solutions being used to access features of higher con�dence.

To demonstrate this methodology an example was developed that inverted for the single prism

true model from the prior synthetic tests. In this example the magnetic susceptibility within

the prism was adjusted to ± 20 % from its true value (0.06 SI, Fig. 3.14a), so one test with

an internal susceptibility of 0.072 SI (Fig. 3.14b) and the other with 0.048 SI (Fig. 3.14c). To

begin the SGI an initial model composed of 21 vertices was used (Fig. 3.15), leading to a GA

population of 630 during the inversion. All vertices were bounded by ± 100 m relative to their

position in the initial model.

Another option to assess the e�ects of assuming a �xed physical property is to determine

an empirical relationship between the uncertainty in the model's physical properties and the

resulting uncertainty in the inversion model's vertices. With this empirical relationship post-

inversion calculations can be applied to the SGI model to determine any model uncertainties

related to uncertain physical property values.

To determine the relationship a number of tests were designed. In each test some true model

was designed, the forward signal calculated for the model, and then SGI's done using the true

model as the initialization model but with varying anomalous magnetic susceptibility values.

For example, consider the cubic model, made up of eight nodes with an anomalous magnetic

susceptibility of 100 SI inside a 0 SI half-space. To test the cube's model uncertainty SGIs

were done with anomalous magnetic susceptibilities varying between -90 % to 200 % at 10 %

di�erence intervals with respect to the anomalous value, with three additional tests at 300 %, 600

% and 1000 %, see Fig. 3.16. This test was repeated 100 times to calculate standard deviation

information.

This form of testing was done for multiple true model geometries, as well as di�erent anoma-

lous magnetic susceptibilities to determine a universal empirical relationship. The other models
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Figure 3.14: The results testing di�erent anomalous magnetic susceptibilities during each SGI.
a) The SGI model assuming the correct 0.06 SI magnetic susceptibility, b) the model assuming
0.048 SI, and c) the model assuming 0.072 SI.
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Figure 3.15: The initial model used in the testing of varying magnetic susceptibility values during
an SGI shown as a grey model within a white wireframe representing the true synthetic model.

Figure 3.16: A display of the e�ects of the uncertainty in assumed magnetic susceptibility on the
uncertainty of the inverted model's nodes. The left hand image shows the true model in green
(magnetic susceptibility of 100 SI), with two resulting inverted models, the inner most model
with assumed magnetic susceptibility equal to 1000 SI, and the outer model with magnetic
susceptibility equal to 10 SI. The red dotted line shows the asymptote of the data (

√
300 m

' 17.32 m), as in the inversion the nodes of the square model were bounded by ± 10 m in each
Cartesian direction.
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Figure 3.17: A display of the e�ects of the uncertainty in assumed magnetic susceptibility on the
uncertainty of the inverted model's nodes for di�erent models. The di�erent models are: a cube
made of eight nodes, a cube made of sixteen nodes, a vertical rectangular prism made of eight
nodes, and a sphere of fourteen nodes, and a eight node cube with a lower internal magnetic
susceptibility. The red dotted line shows the asymptote of the data, approximately equal to
17.32 m.

were a cube made of sixteen nodes (as seen in Fig. 3.18), a vertical rectangular prism made of

eight nodes, and a sphere of fourteen nodes; all with true magnetic susceptibility values of 100

SI and a background of 0 SI. Additionally, another test was done with the eight-node cube with

internal susceptibility of 1 SI. The results of the tests are shown in Fig. 3.17.

All geometries have similar behaviour, with the exception of the sixteen node cube and the

sphere. Both of these approach a lower asymptote than the other models, due to the complexity

of their nodes' layout.

All nodes, when inverted, are constrained. In the case of these tests they are constrained in

Cartesian space by ± 10 m. This means that the furthest a node may exist from the starting

model is
√

3× 102 ' 17.32 m. For the eight node cube and rectangular prism, the nodes are at

their maximum di�erence in Euclidean distance from their true location when the nodes are the

furthest radially from their centre, which is the far corner of the constraint cube at a distance of

17.32m. Taking a step towards a slightly more complex model with the sixteen node cube, the

eight nodes at its corners have a maximum distance equal to 17.32m, but the other eight nodes,

along eight of its edges, are at maximum a distance of
√

2× 102 + 02 ' 14.14 m (Figure 3.18).
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Figure 3.18: A comparison of the maximum distance between the nodes on the corners, versus
the edge, of the inverted model and the true model. The true model is the green cube, and the
gray cube the inverted model.

This results in an asymptote of 8×17.32+8×14.14
16 ' 15.73 m, as seen in Figure 3.17.

Due to this behaviour, the eight node cuboid measurements can be used to form an upper

bound on the node positional uncertainty resulting from uncertainty in the physical property.

3.4.1 Uncertainty with Varying Constraints

The next step in the empirical testing of uncertainties was looking at the e�ects of changing the

bounds on the nodes' position, which until this point were constant at 10 m in each Cartesian

coordinate direction. It was found that for a model such as the eight node cube of dimensions

50×50×50 m3, an acceptably accurate inversion could not be produced when the nodes' bounds

were 30 m or greater. Therefore, bounds below that at 5 m, 10 m, 15 m, and 20 m were used to

demonstrate that given small physical property uncertainties (≤ 40%), the bounds had no e�ect

on the relationship between the node position uncertainty and the physical property uncertainty,

Fig 3.19.

To create a function that can be used to approximate the uncertainty of the inverted model's

nodes' position, a polynomial �t was applied to the data shown in Fig. 3.16. The function used

to �t the data was

E(σ) = 1× 10−8σ5 − 1× 10−6σ4 − 5× 10−5σ3 + 5.1× 10−3σ2 + 4.5× 10−3σ + 1.55, (3.9)
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Figure 3.19: A plot displaying the error in node position vs. property uncertainty curves for
inversion of the eight node cube performed with 5 m, 10 m, 15 m, and 20 m bounds. The solid
black line is the polynomial �t applied to the mean of all the curves, between ±40% uncertainty.

as seen in Fig. 3.19, where σ is the magnetic susceptibility percent standard deviation.

3.5 Discussion

Before concluding, the assumptions and current limitations of the developed SGI algorithm are

reviewed, as well as possible future extensions. First, while the provided examples have shown the

e�ectiveness of the SGI algorithm to recover the ground truth with accurate prior information,

more work is required to assess the e�ect of inaccurate prior information: for example, the

physical properties assigned to each rock unit, and the topology allowed for by the initial model.

Readers may wish to refer to the following works for more information regarding topological

analysis: Caumon (2018) and references therein. Assuming physical properties and topology are

prescribed accurately, the accuracy of the geometry of the initial model should not a�ect the

�nal solution; this assumes the chosen global optimizer succeeds in �nding an appropriate global

minimum. However, the convergence of the global optimizer may still be a�ected, and there

may be a chance that global minima exist (all with equal minimum objective value) which may

complicate matters.

An assumption that we have made regarding physical properties is homogeneity. In contrast,
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the work of Fullagar et al. (2000), Auken and Christiansen (2004), De Pasquale et al. (2019a),

De Pasquale et al. (2019b) and Zhang et al. (2015) all allow for varying levels of heterogeneity

inside their models. Their methods can simultaneously invert for physical property distributions

and surface geometry. Again, doing so increases the non-uniqueness of the inverse problem, and

further work is required to assess when such methods can produce meaningful solutions. For

any speci�c exploration question, it may be more appropriate to develop a work�ow that com-

bines voxel inversion methods, which recover physical property distributions, and surface-based

inversion methods, which recover surface geometries, in ways to best leverage the advantages of

each.

Another important assumption one should assess for any SGI is whether the problem is truly

well-posed. We have assumed that an overdetermined problem, with more data measurements

than model parameters, leads to a problem that is su�ciently well-posed that our SGI method

can provide meaningful solutions. While we feel this is a reasonable assumption, it may not

be true in general and requires further research. The extent to which these highly nonlinear

problems are well-posed likely depends on the number of data, the tessellation of the surface-

based models, the subdivision strategy, and the size and shape of the anomalous targets. These

are di�cult questions to address but should be in future work. General rules may be di�cult to

develop but some methodology to assess the stability of the problems should not be challenging

to design.

We use stochastic sampling to calculate standard deviations on the vertex locations of the

recovered surface-based models. The standard deviations can act as a proxy for con�dence in

the model features but we emphasize that this strategy may provide less useful estimates if we

are sampling multi-modal distributions. More detailed or sophisticated statistical analyses may

be helpful for providing more robust assessments of model con�dence.

The ideal case for the SGI method was demonstrated in the �rst example, that of the single

dipping prism. There, the initial model was designed with the same number of control nodes

as the true model, allowing the possibility for a perfect inversion solution to be found. The �t

was close, with a greater �t to the true model near surface, as expected from potential �eld

modelling. Where the SGI model di�ers from the true model there is a corresponding increase in

the uncertainty of the control nodes' positions, as visualized by the uncertainty spheres in Fig.

3.5.



3.5. DISCUSSION 87

The second example, the double prism, explored the rami�cations of correctly or incorrectly

assuming the topology of the true model in the initial surface model. Our SGI method at

present can not change the topology of the inputted surfaces during the inversion process, so a

likely uncertainty that will arise when dealing with real data sets is whether or not the correct

topology was chosen. The double prism example was chosen mainly because it is unclear from

its observed forward signal that there are de�nitively two separate anomalous bodies in the

subsurface. To explore the e�ects of incorrectly assuming the topology of the surface model, a

SGI was performed with the data from the double prism model using a single enclosed anomalous

volume to represent both prisms. The results of which were compared to the control case where

the correct double volume topology was used in the SGI, showing the use of an incorrect topology

could still produce a model resembling the true two-anomaly model by thinning the segments

between the anomalies.

In the last example, the synthetic SMS deposit, a more complicated system was modelled.

The computational expense was reduced by removing �xed topographic nodes completely from

the problem. To demonstrate the SGI's ability to provide smooth inversion models, if desired

by prior information, a Cubic B-spline subdivision was implemented on the candidate models

during the inversion. This allowed smoother features to be generated, while maintaining a low

number of inversion parameters. This subdivision does increase the computational cost of the

SGI, as the forward signal of each candidate model is calculated from the subdivided surface

which contains an increased number of facets. With subdivision, smoother model features can

be resolved, but without it there is a greater risk of sharp features appearing in the inversion

model. Generally, if there is a lower con�dence in one's initial surface model, i.e. smaller detailed

features of the geophysical target are unknown, then it is more constructive to use subdivision

and build smoother surface inversions.

Some questions remain relating to subdivision and parameter reduction. First, the amount

of subdivision used in the examples has been fairly ad-hoc. For any given scenario, it is likely

that the number of control nodes, and the amount of subdivision required, will be related to the

speci�cs of that scenario, e.g. the geology involved and the exploration questions being asked.

Hence, it is di�cult for us to prescribe any general rules for best practices, and the choices must

be determined on a case-by-case basis. There is plenty of �exibility to do so. Second, there are

questions related to subdivision and how well-posed the inverse problem is (discussed above).
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Third, if regularization were added to the problem, how it interacts with the subdivision choices

is another avenue that could use more investigation.

The presented SGI method is designed to work with an input model built using explicit

facetted surfaces because that is typically how geological models are provided. However, geo-

logical models may also be represented with parametric curves and surfaces (Roy et al., 2005),

including implicit modelling methods such as Hillier et al. (2014), or they may be built using

underlying control surfaces (e.g. Ruiu et al., 2016). One could think of developing an SGI ap-

proach that works directly with the parameters that control such surface model representations,

as did Pereyra (1996), Rawlinson et al. (2001), and Rawlinson and Sambridge (2003). That

requires one can either calculate the forward solution directly on the underlying model parame-

terization, which is not generally possible, or one can easily translate from the parameter space

to an explicit surface on which the forward solution can be calculated. Pereyra (1996), Rawl-

inson et al. (2001) and Rawlinson and Sambridge (2003) managed the former using ray-tracing

for their seismic travel-time tomography problems. Zhang et al. (2015) did the latter for their

2D problem involving a single interface surface. However, any model representation translation

introduces additional computational overhead, similar to if an intermediate mesh were required

to perform the forward calculation. From a practical perspective, if an explicit surface-based

geological model is provided, one must be able to transform from that explicit surface represen-

tation to the implicit surface representation (or parametric curve or control surface parameters).

That transform is generally not trivial and may represent an inverse problem itself. It is for that

reason we have considered surface-subdivision, which can easily be applied directly to a coarse

version of an explicit surface-based geological model.

For surface-subdivision, we used a Cubic B-Spline interpolation (see Peters and Reif, 2008)

in the SMS example and to generate the images in Fig. 3.1. This approach leads to a subdi-

vided interpolated surface that does not pass through the control nodes. An alternative is to use

an interpolation that creates a surface that does pass through the control nodes, such as Dyn-

Levin-Gregory interpolation (see Peters and Reif, 2008). Generally, Cubic B-Spline interpolation

produces smoother surfaces, while Dyn-Levin-Gregory interpolation allows sharper (smaller cur-

vature) features to remain after the subdivision. Hence, a priori information may suggest the

use of one interpolation scheme over another. Other interpolation alternatives exist and may be

more useful for particular scenarios, particularly if the input geological models are built using
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speci�c interpolation schemes, such as the 2D Gaussian process regression used in the work of

Beardsmore et al. (2016) and Scalzo et al. (2019). Furthermore, as Rawlinson and Sambridge

(2003) found for their SGI methods, the design of the control surface may have some e�ect on the

convergence of the inversion, whether or not it can adequately recover the imaging target, and

ultimately its e�ectiveness for answering any speci�c exploration questions regarding the target.

Future work should investigate these aspects. A related question is whether, for speci�c SGI

problems, some form of regularization might be more e�ective than use of surface-subdivision

(e.g. Bijani et al., 2015). However, as mentioned previously, addition of regularization measures

to the objective function complicates the inverse problem.

In the examples we only used geophysical data types that could be directly calculated on

a surface-based model, without the requirement of an intermediate voxel discretization. This

includes both gravity and magnetic data, but approaches may exist for other data types and

should be investigated (e.g. Liu et al., 1999; Javaheri Koupaei, 2012). However, any data types

that can be calculated using a voxel discretization could be implemented into our SGI provided

a su�cient mesh generation algorithm is inserted: this would �t between the �Candidate model�

and �Forward solver� components in Fig. 3.3 and would generate a mesh that is consistent with

the candidate surface-based model. This could be a tetrahedral mesh, with tetrahedral faces

lying exactly at the locations of the triangular facets in the input model. Alternatively, it could

be a pixellated representation of the surface-based model built on a rectilinear mesh (regular,

irregular, or octree). While the addition of a mesh generator into the SGI algorithm could

signi�cantly increase the solution time (a mesh must be generated for every candidate model),

more critical is the issue of mesh quality. Many modelling methods, particularly for seismic

and EM problems (see Lelièvre et al., 2011; Jahandari and Farquharson, 2014, 2017; Ansari and

Farquharson, 2014; Ansari et al., 2017) require some measure of mesh quality, often related to

sizes and aspect ratios of the mesh cells, to reduce the modelling errors. The required quality

may not be achievable using automatic meshing options built inside an inversion code; a more

hands-on, expert user-guided meshing may often be required, particularly when there are features

of di�erent spatial scales in the surface-based model. Nevertheless, future SGI research should

attempt inversion of these more challenging geophysical data types.

In this work, the TTI methods of Möller (1997) were used, but we accept that more computa-

tionally e�cient methods may exist for our SGI problems. Several authors have developed TTI
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algorithms (Guigue and Devillers, 2003; Tropp et al., 2006; Wei, 2014; Sabharwal and Leopold,

2015; Danaei et al., 2017), which have shown variable relative success on di�erent types of prob-

lems.

To minimize the objective function we used a GA with choices for various operators based

on Deb et al. (2002). More modern GA algorithms exist and there are many other �avours

of global optimization, such as PSO, that could be applied to the problem. Future work could

investigate the relative merits of various global optimizers for SGI problems. There are also some

remaining questions regarding the existence of multiple minima in SGI problems: when they can

be expected to exist, how bad the issue may be for particular scenarios, whether multiple global

minima may exist, how they a�ect the behaviour of di�erent global optimizers, and how they

relate to noise in the measured data or any fundamental non-uniqueness in the inverse problem.

A major practical assumption that has yet to be discuss is the suitability of the input geologi-

cal model for our SGI methods. It is required that surface-based models honour the requirements

of valid PLCs (closed surfaces and speci�c rules regarding intersections). Ideally, geological mod-

els would be built to honour those requirements; after-all, those same requirements mirror what

is geologically reasonable. However, this is not a common practice. Additionally, the quality of

the tessellated surfaces in input geological models can be poor. This is often because such models

are only used for visualization; even common quantitative methods used, to calculate rock unit

volumes and perform geostatistical calculations, generally make translations from surface-based

representations to regular rectilinear meshes. Regardless of the unstructured mesh generation

algorithm used, poor quality tessellated surfaces lead to poor quality volumetric tetrahedral

meshes. The issue of surface quality is not an immediate problem for modelling gravity or mag-

netic responses because the quality of the surface does not a�ect the accuracy of the modelling.

However, if the quality of the input surfaces are improved then this can sometimes dramatically

reduce the number of facets and the computation time of an SGI. When faced with these issues,

we use the freely available software FacetModeller (Lelièvre et al., 2018) to perform the required

manipulation of the input models. Admittedly, this manual procedure can be time consuming

for complicated models and automated procedures would be preferred (e.g. Bonneau et al., 2018;

Pellerin et al., 2014, 2017). We have made use of Autodesk Meshmixer (e.g. Autodesk, 2017),

currently freely available, for improving the quality of surface-based models, although this still

requires some manual input.
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For resource exploration and other applications, one will probably be dealing with an input

geological model with many more surface facets than in our SMS example. While the computa-

tional requirements of our SGI methods are signi�cant, there are several considerations that may

improve the situation in practice. Many global optimizers, including the GA we have used, are

easily parallelizable. At each iteration of the GA, the calculation of the objective function and

constraint violation for each individual candidate solution in the population can be performed

independently. Moreover, each forward calculation may also be parallelizable, as is the case for

the gravity and magnetic problems used in this paper: the response of each facet can be calcu-

lated independently. The intersection detection tests for a single candidate model can also be

parallelized: the TTI test for each pair of facets in the model can be performed independently.

While this is perhaps enough for those with access to large parallel computing platforms, other

approaches may be helpful for reducing the computational requirements.

First, one can simply let the SGI work on speci�c parts of the model to which speci�c

exploration questions relate. The other parts of the model then remain �xed, in a similar way to

how the topography surface in the SMS example was �xed. If one removes the response of the

�xed parts of the model from the geophysical data before inversion, then the �xed parts of the

model do not need to be treated at all by the SGI: their response need not be calculated during

the forward calculation. This would mean not only is the SGI working with a reduced set of

control node parameters, and therefore the global optimization should require fewer iterations

to �nd an appropriate solution, but also each forward modelling (for each candidate model) will

be faster than if the entire volume of interest were used.

Second, one might consider a multi-stage procedure. In the �rst stage, a coarser surface-based

model could be used, or some small subset of the observed data could be used, or both, provided

the problem is still su�ciently well-posed. This provides a fast initial solution estimate that can

be fed into the second stage, wherein the surface model is subdivided, or more observed data are

used, or both. This iterative procedure can continue up to the desired model discretization, or

number of observed data, with the hope that the overall computation time is less than simply

running the �nal stage with the original initial model.

The SGI examples in this paper have been, for the most part, unconstrained. However, much

prior information may be available to constrain an SGI, just as it is often available to constrain

traditional voxel inversions. Bound constraints on model parameters are trivial to implement
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into GA and other global optimizers. If the SGI is run to allow the physical properties of

each unit to change, petrophysical information can be incorporated into the SGI by placing

bounds on the physical properties assigned to each rock unit. In a more rigorous stochastic

sampling using MCMC, one could also incorporate petrophysical probability density information.

Tie-points, locations where surfaces are known to pass through, can be incorporated trivially

by including surface vertices at the tie-points which remain �xed during the inversion, or are

bounded to move within some small region. Orientation information is perhaps more challenging

to incorporate directly into the formulation described in our paper. Also, while our intersection

detection methods can enforce some forms of topological rules, others may be more challenging

to enforce, such as requiring that some units obey relative spatial positioning rules. However,

one strength of SGI is that any mathematical regularization measure that can be translated into

computer code can be used, with no requirement of di�erentiability. Hence, one can include

regularization measures or topological constraint functions that are custom-built for particular

imaging problems. Future work should investigate the incorporation of these and other forms of

prior constraining information.

While the examples that we have presented have inverted single geophysical data types,

extension of our SGI methods to joint inversion (simultaneous inversion of multiple geophysical

data types) is trivial. For any joint inversion, one must develop some approach to encourage the

compositional or structural similarity of the multiple physical property models considered. For

voxel inversions, additional so-called coupling functionals can be incorporated into the objective

function as additional terms or constraints: refer to Moorkamp et al. (2016) for a comprehensive

discussion. However, for SGI, the structural coupling is built directly into the parameterization

of the problem: the physical properties change across the interfaces in the surface-based model.

Hence, inverting a single geophysical data type is practically no di�erent from inverting multiple

data types: all that is required is the additional petrophysical information for the relevant

causative physical properties. Bijani et al. (2017) provides an example of an SGI joint inversion

of gravity and seismic travel-time data.
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3.6 Conclusion

This chapter presented a fundamentally di�erent inversion method for recovering Earth models

that better emphasize distinct rock units, and the contacts between them, than typical minimum-

structure inversions. The advantage of the SGI approach is that the geological and geophysical

models can be speci�ed using the same parameterization: they are, in essence, the same Earth

model.

A limitation of our SGI method is the requirement to de�ne the subsurface into petrophys-

ically homogeneous units. In many Earth systems this assumption is correct, but not all. Ad-

ditionally, petrophysical data is needed to �x physical property values to each rock unit in the

SGI model. Therefore, the SGI method is best �tted as a late stage exploration modelling tool

which can build o� preexisting Earth models.

Despite the computational challenges involved, methods for parallelization and parameter

reduction can be applied to signi�cantly limit computation times during SGI. This provides

computationally feasible approaches for working with novel subsurface parameterizations that

can produce Earth models more compatible with the way geologists typically think of the Earth's

subsurface.
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Chapter 4

Deposit Scale Hydrothermal

Alteration Modelling;

Trans-Atlantic Geotraverse Active

Mound 1

4.1 Introduction

Sea�oor massive sul�de (SMS) deposits form at the sea�oor at sites of high-temperature hy-

drothermal venting. These metal-rich deposits represent the modern equivalents of ancient vol-

canogenic massive sul�de (VMS) deposits, and serve as a potential future source for copper,

gold, silver, zinc, and lead (Hannington et al., 2011). They form at or near the sea�oor by the

precipitation of sul�de minerals from metal-laden hydrothermal �uids, where the remote envi-

ronment and hostile conditions make conventional deposit assessment methods such as drilling

challenging and expensive.

The Trans-Atlantic Geotraverse (TAG) active mound is a hydrothermally active SMS deposit

located on the hanging wall of a detachment fault at 26◦08'N along the Mid-Atlantic Ridge (Fig.

1Galley, C.G., Lelièvre, P., Haroon, A., Graber, S., Jamieson, J.W., Szitkar, F., Yeo, I., Farquharson, C.,
Petersen, S. and Evans, R.L., 2021. Magnetic and Gravity Surface Geometry Inverse Modelling of the TAG Active
Mound. Earth and Space Science Open Archive ESSOAr (accepted in the Journal of Geophysical Research: Solid
Earth).
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Figure 4.1: a) The bathymetry of the TAG mound. The regional inversion model's volume of
interest is outlined with a dotted white line, the volume of interest for the deposit scale inversion
is outlined by a solid white line, and the structural information is from Graber et al. (2020). b)
Map of the TAG mound showing locations of the ODP Leg 158 boreholes and borehole lithology
logs from Knott et al. (1998a) projected onto a NW/SE cross section. Bathymetric data with 2
m resolution was collected in 2016 using the GEOMAR AUV Abyss (Petersen, 2016).

4.1; Rona and Scott, 1993; Tivey et al., 2003). The TAG mound is composed primarily of mas-

sive sul�de and anhydrite (Petersen et al., 2000). Drilling of the active mound was conducted

in 1994 as part of the Ocean Drilling Program (ODP) Leg 158, from which a mineralogical re-

construction of the active mound's massive sul�de and sulfate interior, silici�ed wallrock breccia,

and chloritized basalt unit was created (Knott et al., 1998a; Smith and Humphris, 1998). The

deposit's outer most subsea�oor alteration unit, the chloritized basalt, was intersected by three

of the Leg 158 boreholes (TAG 1, 2b, and 4), but those boreholes did not penetrate deep enough

to intersect the contact between the chloritized basalt and unaltered basalt. This chloritization

of the sea�oor is an alteration process that occurs as a result of the rising hydrothermal �u-

ids mixing with the more magnesium rich local seawater at > 200°C (Galley and Koski, 1999;

Humphris et al., 1998; Seyfried and Bischo�, 1981). Information regarding the depth and scale

of the local seawater circulation into the TAG hydrothermal system could be derived from the

geometry and size of the chloritized basalt unit.

The rising hydrothermal �uids and their associated sea�oor alteration have multiple e�ects

on the physical properties of the crust. The hydrothermal �uids increase the rate of alteration of

the titanomagnetite within the basalt to the less magnetic titanomaghemite, as well as increasing

the rate of titanium dissolution from the titanomagnetites, making SMS deposits low magnetic
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anomalies both at the sea�oor and deep into the crust (see Section 1.2.2). On the deposit

scale all lithologic zones (i.e. massive sul�de mound and the stockwork zone; Fig. 4.1c) within

the chloritized basalt unit contain the lowest magnetic properties (Wang et al., 2020), with a

secondary low extending down the length of the hydrothermal �uid up�ow zone (Galley et al.,

2020). Despite the TAG mound being a homogeneous magnetic low, its massive sul�de mound

unit can be distinguished from the other units by its anomalously high density (Evans, 1996;

Ludwig et al., 1998), caused by its primary composition of massive sul�de (with a density of

approximately 3.65 g/cm3 compared to 2.4 g/cm3 for basalt; Evans 1996).

Investigations of the subsea�oor structure of SMS deposits have been mainly driven by

drilling. The sparse drilling at the TAG active mound has provided key information on the

geometry (Humphris et al., 1998) and genesis of SMS and VMS deposits (You and Bickle, 1998),

and has led to the TAG active mound model being widely used as a representative for a generic

SMS deposit (Galley et al., 2007). However, the geological interpretation of the TAG active

mound was primarily two-dimensional (2D), with only one borehole (TAG 1) extending deep

(approximately 120 m) into the deposit's core (Knott et al., 1998a). The overall drilling was

therefore not deep enough to determine the thickness of the chloritized basalt unit that under-

lies the silici�ed wallrock breccia zone, as the drillholes did not intersect the interface between

chloritized and unaltered basalt. Additionally, to estimate the mound's sul�de mineral tonnage,

symmetry was assumed orthogonal to the 2D geologic interpretation (Hannington et al., 1998).

This chapter expands on previous knowledge of the geometry of subsea�oor SMS hydrothermal

alteration units by inverting for a 3D geophysical model of the chloritized basalt unit, as well as

a 3D model of the deposit.

The two most commonly used methods for modelling magnetic data from SMS deposits are

those of Parker and Huestis (1974) and Honsho et al. (2013), which both solve for a magnetization

distribution. The distribution varies laterally, with no vertical changes and a �xed thickness to

the magnetized crustal layer, typically 500 m (Szitkar and Dyment, 2015), but the thickness

has also been de�ned by the Curie isotherm depth (Bouligand et al., 2020). Minimum-structure

inverse modelling can be an e�ective alternative method to model the variations in physical

properties around and within SMS deposits (Kowalczyk, 2011; Caratori Tontini et al., 2012;

Galley et al., 2020). This modelling method uses a three-dimensional discretization of the crust,

known as a mesh, and solves for the target physical property values inside each of the mesh's cells.
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Minimum-structure inverse modelling is robust, requiring little prior knowledge of the subsurface

to construct a feasible geophysical model (Constable et al., 1987a). Here, the minimum-structure

inverse modelling uses the method as described in Section 1.5, which discretizes the crust using

a tetrahedral mesh as to closely �t the variable bathymetry and solves for the e�ective magnetic

susceptibility in each tetrahedral cell.

Minimum-structure inverse models are smooth by design and as such can have di�culty

determining the locations of discrete or almost discrete boundaries between petrophysically con-

trasting lithological units. To further improve upon a subsurface physical property model, a

surface geometry inversion (SGI) method can be used to solve for a wireframe model of an SMS

deposit (see Chapter 3). Our SGI method creates a wireframe surface model of rock unit contacts

by inverting for the 3D position of the vertices that de�ne the surface mesh. This is accomplished

using �rst a Genetic Algorithm (GA) to �nd the model that best �ts the data, followed by a

Markov chain Monte-Carlo (MCMC) to calculate the model's uncertainty. Modelling SMS de-

posits as wireframe models creates geophysical models that are formatted similar to geological

interpretations and allow for the volumes of alteration units to be easily calculated.

Previous geophysical models of the TAG active mound have included inverting magnetic data

to study the lateral variations in magnetization at the deposit (Szitkar and Dyment, 2015; Tivey

et al., 1993), as well as inverting controlled-source electromagnetic (CSEM) data to develop 2D

conductivity cross-sections through the TAG mound (Gehrmann et al., 2019). The magnetization

models have led to the lateral extents of the near-surface hydrothermal alteration being mapped,

allowing the deposit to be identi�ed as a low magnetization anomaly that extends into the

sea�oor; however the models did not identify the vertical variations in the deposit's alteration.

Gehrmann et al. (2019)'s CSEM inversions included two ≈ 100 m thick cross-sectional models

that passed orthogonally through the TAG active mound, allowing the high conductivity regions

associated with massive sul�de mineralization to be identi�ed. The relatively shallow depth of

penetration of these CSEM models allows them to map the conductivity anomalies in the upper

alteration units of the mound, but the smooth nature of the minimum-structure inversion models

limits the model resolution and creates di�culties when trying to identify the thickness of the

zone of mineralization.

With the incorporation of the Leg 158 drilling information, AUV magnetic data collected

during the 2016 RV Meteor M127 cruise (Petersen, 2016) and sea�oor gravity data collected in
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the Shinkai 6500 submersible (Evans, 1993), minimum-structure and SGI models are used to

develop a new three-dimensional geological model of the TAG active mound system. This model

relies on two steps: 1) modelling of the e�ective magnetic susceptibility distribution around

and within the TAG active mound using minimum-structure inverse modelling; 2) modelling the

discrete contact boundaries between the deposit and surrounding basalt host rock using magnetic

and gravity SGI. This chapter's modelling has developed, to the best of our knowledge, the �rst

3D model of the TAGmound derived from geophysical data, an improved sul�de tonnage estimate

evaluation for the deposit, and a better understanding of the deposit-scale hydrothermal �uid

circulation.

4.2 Inversion Methods

Two modelling methods were used in this study, the minimum-structure inverse modelling method

and the SGI method. Both solve for the shape of an anomalous geophysical anomaly in the crust

but do so in two fundamentally di�erent ways.

4.2.1 Minimum-structure inverse modelling

The minimum-structure inversion method is arguably the most common inverse modelling method

used in geophysical studies (Farquharson and Lelièvre, 2017). The method solves for a smooth

distribution of the target physical property in the subsurface, generating a blurred but robust

Earth system model. A cell-based mesh is used during minimum-structure inversions, which dis-

cretizes the subsurface into a large number of pixels that each contain a homogeneous physical

property value. In our modelling we use a tetrahedral discretization for all the inversions' meshes,

as these unstructured meshes allow for very accurate representation of variable topography on

the surface of the mesh as well as being able to e�ciently incorporate zones of high and low

cell compactness (Lelièvre et al., 2012). To construct our meshes we use the program Triangle

(Shewchuk, 1996) to develop a 2D Delaunay triangular surface to represent the bathymetric sur-

face. The program Tetgen (Si, 2015) is then used to �ll the 3D volume below the bathymetric

surface with tetrahedra.

The minimum-structure inversion approach used here considers an objective function contain-

ing an L2 norm data mis�t and model measure, as well as a sensitivity weighting (see Section



100 CHAPTER 4. DEPOSIT SCALE HYDROTHERMAL ALTERATION MODELLING

1.5).

4.2.2 Surface Geometry Inverse Modelling

The second inversion method used in this chapter was the SGI method (see Chapter 3). Rather

than solving for the physical properties in a number of cells, the SGI method holds the physical

property values in a number of geometric bodies constant and alters the shape of the body or

bodies until it su�ciently �ts the observed geophysical data. Each of these anomalous bodies

are parameterized by a triangular surface mesh, de�ning the discrete contact between di�ering

geologic units. As such, the inversion method is parameterized by the 3D Cartesian coordinates

of each vertex that de�nes the wireframe surface mesh. This parameterization often leaves the

inverse problem over-determined, reducing the non-uniqueness of the problem compared to the

under-determined minimum-structure method. Okabe (1979)'s forward algorithm was also used

by this inversion program.

The topology of the SGI's wireframe surface mesh is not able to vary throughout the inversion,

and as such its initial design holds some weight on how close of a data �t will be possible. To

construct the initial wireframe surface meshes the program FacetModeller was used (Lelièvre

et al., 2018), which allowed the user to place the de�ning vertices in 3D space and govern their

connectivity through manual placement of the surface's triangular facets. As such, it is simple to

incorporate any prior geologic information in the surface mesh, i.e. location of rock unit contacts

derived from borehole samples.

A GA was used to minimize the inversion's objective function, which is simply the data mis�t,

as the method's spatial parameterization has the possibility to add local minima to the solution

space. After a best �t model is found from the GA a MCMC sampling is used to derive a model

uncertainty and a mean inversion model.

An assumption that has been made in the developed SGI method's design is that the physical

properties of each rock unit in the model remained �xed during the inversion. It is trivial to

allow those physical properties to change as well as the surface geometry parameters (control

node coordinates) by adding the physical properties of each homogeneous model region to the

model parameter vector. Doing so will increase the non-uniqueness of the inverse problem such

that a meaningful inversion result couldn't be found. Rather than solving for physical property

values during the inversion modelling, a suite of inversion models could be produced with di�erent



4.3. DATA 101

prescribed physical property values, and these models could then be assessed relative to a priori

information, such as drilling information, to determine the ideal physical property values needed

to produce the best model.

4.3 Data

The bathymetric and magnetic data used in this study were collected during the 2016 R/V

Meteor M127 cruise (Petersen, 2016). The gravity data were collected during the 1994 R/V

Yokosuka MODE'94 cruise.

The M127's GEOMAR AUV Abyss AUV collected both bathymetric and magnetic data

simultaneously. Near the TAG mound the AUV was �own at an altitude of 80 m, a speed of 3

knots, and a line spacing of 80-100 m.

4.3.1 Bathymetric Data

The bathymetric data were collected during the 2016 R/V Meteor M127 cruise using GEOMAR

AUV Abyss, equipped with a RESON Seabat 7125 multibeam echosounder. The echosounder

used a frequency of 200 kHz. The surveys were �own at a speed of 3 knots and line spacing of 80-

100 m, resulting in a 2 m resolution bathymetric data set (Petersen, 2016). The bathymetric data

was merged with MB Systems based on the location of prominent sea�oor features, including the

re-entry cone placed on the TAG mound during the 1994 ODP drilling that was visible in the

high-resolution data. Erroneous soundings were removed using QPS Qimera. From the original

dataset a 3 by 3 km2 region centered on the TAG active mound was used in this study (Fig.

4.1a).

4.3.2 Magnetic Data

During the M127 cruise Abyss was equipped with an Applied Physics System APS 1540 Digital

3-Axis Miniature Fluxgate Magnetometer, which collected measurements at a 10 Hz sampling

rate. The magnetic data set was cropped to only include measurements within the 1.2×1.2 km2

region centered on the TAG active mound (Fig. 4.2a). The magnetic data set was processed

to remove the induced and permanent magnetization e�ects from the AUV by conducting a

�gure-eight calibration dive with the AUV/magnetometer and using that data set to solve for
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Figure 4.2: Processed data used in the magnetic inverse modelling of the TAG mound. a)
The total magnetic anomaly data measured during the RV Meteor M127 cruise, used in the
regional minimum-structure inverse modelling; b) the regional-removed magnetic anomaly data
used in the deposit-scale minimum-structure inverse modelling; c) the regional-removed and
�ltered magnetic anomaly data using in the SGI; the normalized residual data from the deposit-
scale minimum-structure inversion; and d-f) the respective normalized data residual from the
inverted data a-c, with accompanying histograms of the normalized data residual values at each
observation point. In b, c, e, and f the white outline represents the extent of the deposit-scale
mesh. In all images the locations of the observation points are shown as black dots and 5 m
bathymetric contour lines are shown in black.

the AUV's magnetic properties with a least-squares method (Honsho et al., 2013). The magnetic

data was also low-pass �ltered to 0.25 Hz to remove very short wavelength features associated

with noise and the AUV propeller. The data set was then down-sampled to a point every 50 m

along the survey lines to make the inverse modelling more e�cient. The 50 m down-sampling was

done while not producing any aliasing artifacts. The data were collected at an average altitude

of 84 m.

The magnetic data's noise is an unknown in this study. The magnetometer has very low

system noise (quanti�ed at 0.5 nT), but the uncertainty in the observation points' lateral positions

creates a larger, secondary noise. In comparison, the vertical position of the AUV, determined

from altimeter and depth readings collected while surveying, is more precise. The AUV's lateral

position is tracked from an initial calibrated position using an inertial navigation system. Ideally,

this would be able to accurately locate the position of the AUV throughout its surveying, but

any sea�oor currents will gradually shift it away from its inferred position. An 8% relative noise
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Figure 4.3: The synthetic model testing used to calculate the data uncertainty produced from
an uncertainty in the observation point positioning. a) The synthetic SMS model with a 200 by
150 by 150 m 10−5 SI anomaly in a 0.08 SI background with topography. b) The 80 m altitude
total magnetic intensity anomaly data with the outline of the synthetic model in white and the
topography as black 10 m contours. c) A graph showing the linear relationship between the
uncertainty in an observation point's position and the data's percent uncertainty. The two plots
in c) represent uncertainty in the East-West directions versus the North-South directions.

was determined for the data, derived by adjusting how closely the study's minimum-structure

inversion models could �t the data without producing artifacts. This noise would be equivalent to

a 6-8 m uncertainty in the AUV's lateral position, likely caused by a current adding a constant

velocity to the AUV's �ight compounding the uncertainty in its position as measured with

accelerometers (Fig. 4.3).

The percent uncertainty in Fig. 4.3 was calculated as a function of a normalized data mis�t,

χ2
m =

1

N

N∑
i=1

(di(x, y, z)− di(x+ a, y + b, z))
2 (4.1)

where the di�erence in the data responses comes from a lateral translation in the observation

points by a in the x-direction and b in the y-direction.

For an inversion with an unknown uncertainty in the lateral position of the observation points,

this uncertainty can be approximated taking the chi-squared form of the normalized data mis�t,

χ2 =
1

N

N∑
i=1

(di,pred − di,obs)2

σ2
i

(4.2)

setting the data uncertainty, σ, to 1 in the program, resulting in

χ2 =
1

N

N∑
i=1

(di,pred − di,obs)2 (4.3)

and steadily increasing the �t of the data, χ2, until data over-�tting artifacts in the resulting

inversion model disappear. Setting the assumed uncertainty to 1 allows for the data's uncertainty
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to be approximated, since in the ideal case that the data's �true� noise is known and accurately

included into Eq. 4.2 then the expected �t will be χ2 = 1. If the proper data mis�t is found

with Eq. 4.3, then it can be rearranged to

1 =
1

N

N∑
i=1

(di,pred − di,obs)2

χ2
, (4.4)

meaning that if the data uncertainty is Gaussian and constant for each measurement then χ2

will approximately equate to σ2.

The resulting χ2 value found through the inversion modelling can then be compared to

the calculated χ2
m values from a synthetic deposit of equivalent geometry to approximate the

average lateral di�erence in the observation locations as determined from survey post-processing

compared to their unknown �true� position above the sea�oor,

σ2 = χ2 =
1

N

N∑
i=1

(di,pred − di,obs)2

=
1

N

N∑
i=1

(di(x, y, z)− di(x+ a, y + b, z))
2
.

(4.5)

The synthetic SMS deposit designed to be similar to the TAG mound, as shown in Fig. 4.3a,

was created to calculate the data uncertainty as a function of lateral position uncertainty in

the measured real magnetic data. The synthetic model consists of an approximately 150 by 200

by 150 m3 10−5 SI mound and stockwork hosted in a 0.08 SI background. The background

has the dimensions of a 500 by 500 by 450 m3 block, representing a segment of the sea�oor

after a regional-removal has been performed (Li and Oldenburg, 1998b). The �true� data set

d(x,y, z) was calculated as the forward signal of the synthetic model, with no noise, and the

laterally uncertain data set was kept at the same altitude as the �true� data, but would have its

lateral position shifted either in the East-West or North-South direction before calculating its

forward signal. The asymmetry in the position uncertainty in the East-West versus North-South

directions is attributed to the asymmetry in the total magnetic intensity of the anomaly induced

from a non-vertical �eld. The same geomagnetic �eld strength, inclination and declination from

the TAG active mound observed at the time of the magnetic survey was used in the synthetic

modelling. As the results (Fig. 4.3c) show, there is a linear relationship between the uncertainty
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in the observation point's lateral position, di(x, y, z)−di(x+a, y+b, z), and the data's uncertainty,

σ.

4.3.3 Gravity Data

The data set from the gravity survey collected over the TAG active mound was composed of

11 stations roughly aligned along a North-South line crossing the mound (Fig. 4.4a,b), collected

during the MODE'94 cruise. The measurements were collected manually from the Shinkai 6500

submersible on the sea�oor with a Scintrex CG-3 autograv gravimeter (Evans, 1996). The data

was �rst levelled using the northern-most station as a reference point, then processed to develop

the free-water anomaly (see Section 1.4) The forward signal of a background model built with 2

m resolution bathymetric data of the sea�oor about the mound, with density 2.4 g/cm3 (Evans,

1996), was then removed to produce the Bouguer anomaly data. The 2 m resolution bathymetric

data did not extend su�ciently far away from the observation points, so the linear trend left in

the Bouguer anomaly data was calculated with a least-squares method and removed. The gravity

data's noise was derived from the system noise of the gravimeter, as well as the compounding

uncertainties associated with the data processing (Fig. 4.4).

4.4 Modelling Methodology

4.4.1 Magnetic Inverse Modelling

Two minimum-structure inversion models were constructed to produce �rst-pass three-dimensional

magnetic susceptibility distributions that �t the observed data (Fig. 4.2a). Firstly, a regional

minimum-structure model was produced (Fig. 4.5a), from which we could determine the volume

of sea�oor that completely encompasses the magnetic low representing the hydrothermal alter-

ation associated with the deposit. The magnetic inversion methods we used assume that the

induced magnetic �elds in the subsurface are parallel to the geomagnetic reference �eld, allowing

the method to solve for the scalar e�ective magnetic susceptibility. To rule out the presence of

remanent magnetization that might perturb the magnetization vectors in the crust away from the

Earth's inducing �eld a total magnetization vector inversion (TMVI) model was constructed to

access the variance in the inclination and declination of the magnetization vectors in the mesh's

cells.
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Figure 4.4: The gravity data collected over the TAG active mound as well as its SGI model. a)
The locations of the gravity measurement stations are shown on the bathymetric map; b) a plot
displaying the measured Bouguer anomaly data (black circles) compared to the data resulting
from the SGI (orange hexagons); c) the initial model for the massive sul�de layer shown relative
to the surrounding bathymetry; d) the SGI result relative to the surrounding bathymetry; and
e) the SGI model coloured based o� the standard deviation of the vertical position of the surface
model. The black contour lines in a) mark 5 m intervals in depth and the error bars in b) signify
the magnitude of the data's standard deviation.
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Figure 4.5: The minimum-structure susceptibility inversion results from the regional and deposit-
scale models. a) The regional model shown in plan view and West-East and North-South cross
sections; b) the deposit scale minimum-structure model. The mean surface for the chloritized
basalt SGI is shown in dark green, and the base of the massive sul�de SGI layer in red. The
one standard deviation shifted models are shown in light green for the chloritized basalt model,
and orange for the massive sul�de model. Bathymetric contour lines (5 m interval) are shown in
black. In the deposit-scale cross sections isotherms are overlain to compare with the geometry
of the magnetic low anomaly (Grant et al., 2018).
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The TMVI method used was that of Lelièvre and Oldenburg (2009), but adapted to be

compatible with tetrahedral meshes. Of the two inversion options available to the method (i.e.

inverting with Cartesian or spherical coordinate systems) spherical coordinates were used as to

more easily constrain the inclination and declination of the model's magnetization vectors. The

TMVI's initial model was a homogeneous model of 0.1 SI with magnetizations in the direction

of the Earth's inducing �eld, with the inversion constraints being [0.0, 1.0] SI for the e�ective

magnetic susceptibility, [10, 42]◦ for the inclination, and [-15, 0.0]◦ for the declination. The TMVI

used the same tetrahedral mesh as was used for the scalar e�ective magnetic susceptibility.

To properly weight the three properties being inverted (i.e. e�ective magnetic susceptibility,

inclination, and declination) a parameter γ is introduced to the model objective function,

φm = ‖Wr (r − rref ) ‖2 + γ‖Wϕ (ϕ− ϕref ) ‖2 + γ‖Wθ (θ − θref ) ‖2 (4.6)

whereWr,Wϕ, andWθ are the smoothness terms for the magnitude, inclination, and declination

of the magnetization vector, respectively. rref , ϕref , and θref correspond to the reference model

parameters, which were zero during our TMVIs, and the weighting parameter γ was assigned a

value of 10−3 for the inversion. The weighting parameter was chosen to bring the values of the

e�ective magnetic susceptibility and angles to the same order of magnitude as to balance their

smoothing.

The TMVI model is displayed in Fig. 4.6, showing the di�erence in magnitude of the magne-

tization component parallel to the IGRF compared to the orthogonal component.

Further information is gained by analyzing the histograms of the inversion variables of the

TMVI model's volume of interest (excluding the padding cells), as seen in Fig. 4.7. Fig. 4.7a

shows that the prominent magnetization direction has an inclination of 42◦ but with another

peak at 39◦, and an inclination of -15◦ . This is compared to the IGRF vector whose inclination

is 42◦ and declination is -15◦ . By studying the spatial distribution of the two magnetization

components in Fig. 4.6 it appears that the magnitude of any remanent magnetization orthogonal

to the IGRF's direction is much smaller than the parallel component, and that the zones of high

orthogonal magnetization are very shallow and do not follow any known variations in geologic

units in the crust. Therefore, it is most likely that the variations from the vector direction of

the IGRF is a result of the program over�tting the data using more variables than are necessary
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Figure 4.6: The results of the total magnetization vector inversion with the model displayed as
a) the component of the magnetization parallel to the IGRF and b) the component perpendicular
to the IGRF direction. Each component is displayed in plan view with two North-South and
East-West cross-sections. Note the di�erent colourbar scales.
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Figure 4.7: Two histograms showing the distributions of the total magnetization vector inversion
model's variables within the model's volume of interest. a) shows the distributions of the model's
cells' inclination and declination, with the declination's peak at -15◦ and the inclination's at
42◦ with a minor peak at 39◦. b) shows the distributions of the magnetization components
both parallel and perpendicular to the IGRF's direction, along with the distribution of the
magnetization from the scalar e�ective magnetic susceptibility inversion.

(counter to Occam's Razor).

To perform small-scale modelling of the TAG mound, a regional data removal was done to

isolate a 300 by 300 by 300 m3 volume enclosing the mound (Li and Oldenburg, 1998b, Fig. 4.8).

The regionally removed dataset was produced by creating a second regional inversion model that

over�tted the magnetic data assuming a 0.3% noise. Over-�tting the data during the regional-

removal process is key to ensuring that the remaining magnetic signal comes solely from the

isolated volume. After isolating the volume of sea�oor directly around the TAG active mound,

the forward signal from the remainder of the model could be calculated and subtracted from

the observed magnetic data to isolate the magnetic signature of the deposit (Fig. 4.2b; Li and

Oldenburg 1998b). With the derived regional removed data, a second inversion model could be

produced with a much greater cell compactness (608,134 cells within a 300 by 300 by 330 m3

volume, versus 443,749 cells within a 3 by 3 by 1.8 km3 volume) and higher bathymetric surface

resolution (an average triangular facet area of 2.7 m2 versus 50 m2), creating a more accurate

minimum-structure inversion model of the TAG active mound (Fig. 4.5b). The deposit-scale

inversion was produced assuming the derived 8% noise in the data. Comparing the magnetic

features between the regional and deposit-scale inversion models a�rms that the regional removal

did not subtract any data features that correspond to magnetic features in the isolated volume

(Fig. 4.5). The regional inversion took 25 iterations and 4.1 hours to complete, and the deposit-
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scale inversion took 24 iterations and 45 minutes. Each inversion was run in parallel on 48

threads on a 2.20 GHz Intel Xeon E5-2650 Processor.

Next, an additional processing procedure was applied to further re�ne the magnetic data

near the TAG active mound in preparation for the SGI. Ideally, when constructing surface

models of the subsurface one would want a homogeneous background with the single anomalous

body contained within it. However, the crust directly adjacent to the TAG active mound is

inhomogeneous, containing zones of anomalously high magnetic susceptibility near the sea�oor

(Fig. 4.4b). To remove the components of the magnetic data that correspond to the anomalously

high regions, a �ve step work�ow was developed (Fig. 4.9): 1) invert the data derived from the

regional removal; 2) isolate the cells that contain magnetic susceptibilities above the observed

background value in the regional inversion model (in this case 0.08 SI; Fig. 4.4b), subtract

the background value from the magnetic susceptibilities in the isolated cells to get anomalous

susceptibilities relative to the background (0.08 SI); 3) calculate the forward signal from the

isolated cells derived from step 2; 4) subtract the isolated cells' forward signal from the regional-

removed data; and 5) invert the resulting data set to create a magnetic susceptibility model

e�ectively free of anomalously high magnetic susceptibility regions.

The background value of 0.08 SI was chosen from the distribution of magnetic susceptibilities

in the regional-removed model. As seen in Fig. 4.10, there are 2 major peaks in the histograms,

one at about 0.0 SI representing the anomalously low magnetic susceptibility of the TAG ac-

tive mound, and the second representing the background. The curve representing the model's

background magnetic susceptibility in the regional-removed model is wide, with an approximate

center at 0.08 SI. After further processing the data by removing the signal components related

to the high magnetic susceptibility region (Fig. 4.9), the �ltered model distribution develops a

more prominent mean at the 0.07-0.075 SI bin (Fig. 4.10). Fitting a normal distribution to the

background susceptibility values in the �ltered model results in an approximate distribution with

mean 0.07 SI and 0.01 SI standard deviation.

An SGI can now be performed on the resulting �ltered data (Fig. 4.2c) to model the TAG

active mound as an anomalous low inside an approximately homogeneous background. The �rst

step in the SGI is to design an initial model for the inversion. Spatial bounds are then applied

to the model vertices to develop an initialization volume. The initialization volume is de�ned

as the volume of space that the solution model is assumed to exists in, and acts as the search
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Figure 4.8: The work�ow for the regional-removal process applied to the AUV magnetic data
collected over the TAG mound. Step 1: invert the measured magnetic data, over�tting the data;
step 2: determine the volume of sea�oor that fully encompasses the TAG mound's magnetic
anomaly, and remove that from the model; step 3: calculate the forward signal of the model
missing the removed inner volume; step 4: calculate the di�erent between the measured data
and the calculated forward signal; step 5: down-sample the regionally-removed data set.
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Figure 4.9: The work�ow to develop a data set that is free from undesirable anomalously high
magnetically susceptible regions of a voxel inversion model.

Figure 4.10: Two histograms representing the distribution of magnetic susceptibility values in
the cells of the region removed and 0.08 SI �ltered models.
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volume during the inversion process. For the TAG active mound, the drillcore provides enough

information to develop an initial model for both the deposit's massive sul�de layer base, and the

outer extent of the chloritized basalt.

The initial model for the chloritized basalt (Fig. 4.11a, b) was de�ned as the inferred inner

surface of this alteration type (see Fig. 4.1c for the drilling information), acting as a minimum

volume that the SGI would then expand. The surface model was composed of 14 vertices, each

of which could move in all three dimensions, resulting in 42 inversion parameters for the SGI.

We held the model's physical properties constant throughout the inversion, using a value of 10−5

SI for the TAG active mound (Zhao et al., 1998), and a value of 0.08 SI for the background, as

derived from the voxel inversion modelling. To bound the vertices in 3D, relative to their initial

position (see Fig. 4.10a, b), constraints were assigned: ± 30 m for the upper seven vertices in

the horizontal (East-West and North-South) plane, and vertical constraint of +0 m/-20 m; ±

100 m horizontally for the lower seven vertices, and +20 m/-300 m vertically.

As the physical properties in the SGI model are constant throughout the modelling, some

uncertainty assessment is required to justify the choice of the anomalous and background sus-

ceptibilities. The assessment was performed by creating a suite of SGI models with varying

magnetic susceptibility values, comparing the di�erent models to the active mound's drillcore,

then choosing the most geologically accurate model. Of the two magnetic susceptibility values

in the SGI model the only one that needed to be assessed was the background value, as it is two

orders of magnitude greater than the anomalous susceptibility. The SGI forward solver calcu-

lates a model's TMI anomaly based on the di�erence in susceptibilities across each of the surface

model's facets (Okabe, 1979). Therefore, a model with a background susceptibility of 0.08 SI

and an anomalous 0.00001 SI will have a 0.07999 SI outward di�erence across the model's facets.

There could then be a variance of two orders of magnitude for the anomalous magnetic suscep-

tibility and the contrast will be at most 0.079 SI. Comparatively, a much smaller uncertainty in

the background's susceptibility will result in a much larger facet contrast, and therefore have a

stronger e�ect on the geometry of the SGI model. Therefore, to study the e�ects of assuming

di�erent �xed magnetic susceptibility values only the background's value was adjusted. The

range of background magnetic susceptibilities were chosen from the �tted normal distribution of

Fig. 4.10, which had a mean of 0.07 SI and a standard deviation of 0.01 SI, created a range of

[0.06, 0.08] SI. SGI models created with background susceptibilities of less than or equal to 0.075
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Figure 4.11: a) The plan view of the initial magnetic model with the bathymetry surface of
TAG removed, and b) the same model including the bathymetric surface side on. The vertices of
the initial model are grey spheres, and the top of the TAG active mound is coloured based on its
bathymetry. c) The TAG active mound's sub-sea�oor hydrothermal alteration SGI model result,
with the mean model coloured based o� its vertices' standard deviations, and the translucent
grey surface is the mean model expanded by one standard deviation. d) Two half-slices of the
magnetic SGI model, coloured by the model's vertices' standard deviations.
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Figure 4.12: A comparison of the geometry of a) the magnetic SGI model inverted with three
di�erent background magnetic susceptibility values: 0.07, 0.075, and 0.08 SI, and b) the gravity
model with anomalous mound densities of 1.0, 1.25, and 1.5 g/cm3. The anomalous density
being the contrast between the massive sul�de mound's density and the background basalt's
density. Each of the 3D models are shown as two cross-sections, the left cross-section running
parallel to the drillcores, and the right-hand cross-section perpendicular to it, following the same
orientations as in Fig. 4.4b. In a and b the dotted lines represent a one standard deviation
uncertainty on the position of the model's vertices.

SI produced a chloritized basalt model that was too small and did not agree with the bounds

on the alteration units as de�ned from the drillcore. Models inverted with background values of

0.07, 0.075, and 0.08 SI can be seen in Fig. 4.12a, demonstrating the change in model geometry

that results from using di�erent magnetic susceptibility values. Within the 0.07 ± 0.01 SI range

the background value of 0.08 SI produced the best model, agreeing most with the drillcore.

The SGI for the chloritized basalt model took 90 seconds to complete the GA optimization,

and 5.5 hours to complete the MCMC sampling (see Fig. 4.13 for the convergence curves). Both

programs were run on 48 threads on a 2.20 GHz Intel Xeon E5-2650 Processor, with the GA

running in parallel and the MCMC in serial. The result of the magnetic SGI is shown in Fig.
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Figure 4.13: The convergence curves for the magnetic and gravity SGIs. a) The normalized
data mis�t curves from the GA optimization, and b) the curves from the MCMC optimization.
The black dotted line in each plot shows the 1.0 target mis�t for the inversion and sampling.

4.5b compared to the magnetic voxel inversion model, and again in Fig. 4.11c, d.

4.4.2 Gravity Inverse Modelling

As the gravity data only consisted of 11 stations, all roughly along a north-south line, a minimum-

structure inversion of the data would be poorly constrained and produce an ambiguous subsurface

model. Therefore, only SGI models were created from the gravity data. Of the eleven stations,

only the eight closest to the TAG mound were used to develop the SGI model as the other three

had low signal sensitivity to the density of the TAG mound.

The initial model for the base of the massive sul�de layer was derived from the available

drillcore data (Fig. 4.4c). The vertices for the gravity SGI were constrained with +10 m/-50 m

bounds relative to the starting model solely in the vertical direction, as the model for the massive

sul�de was already well constrained from the drilling, and due to the low number of gravity data

points. As in the modelling by Evans (1996), density values of 3.65 g/cm3 and 2.4 g/cm3 were

used for the massive sul�de lens and underlying crust, respectively. As discussed in Graber

et al. (2020), a range of densities have been used to represent the TAG active mound's massive

sul�de, from 3.5 g/cm3 to 3.8 g/cm3. Therefore, a reasonable uncertainty on our choice of 3.65

g/cm3 would be ± 0.15 g/cm3. The 2.4 g/cm3 density for the background basalt was chosen

as it provided the best �t to the data while performing the Bouguer anomaly regional signal

removal. Densities of 2.3 g/cm3 and 2.5 g/cm3 provided adequate �ts as well, which would result

in an e�ective background uncertainty of ± 0.1 g/cm3. As the SGI forward solver calculated the

gravitational signal of each facet in the surface model based o� the di�erence in densities across

the facets, the uncertainty of the di�erence in density between the massive sul�de mound and
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background basalt will be the sum of the individual uncertainties, i.e. ± 0.25 g/cm3.

Therefore, the eight vertices used to de�ne the massive sul�de layer model resulted in eight

inversion variables. The subsequent SGI took 40 seconds to complete the GA, and 45 minutes

to complete the MCMC sampling.

The gravity SGI resulted in an approximation of the lower surface of the massive sul�de

mound, separating the lens from the altered sea�oor crust. The volume of rock contained be-

tween the gravity model and the TAG active mound's bathymetric surface then approximates the

volume of massive sul�de contained in the lens. The massive sul�de lens model has an approx-

imate volume of 594,000 ± 120,000 m3, which would indicate 2.17 ± 0.44 Mt of rock assuming

the 3.65 g/cm3 density used during the modelling, as used in Evans (1996). Figure 8b shows

the SGI results using three density contrasts within the range of ± 0.25 g/cm3 about the chosen

3.65− 2.4 = 1.25 g/cm3 contrast. This comparison indicates the uncertainty on the geometry of

the massive sul�de lens resulting from an uncertainty in the chosen density values.

4.5 Discussion

The two SGI models produced in this study provide new information on two important aspects of

the TAG active mound: 1) the inversion of the gravity data provides a 3D model for the thickness

of the massive sul�de layer of the deposit; and 2) the inversion of the magnetic data creates an

enclosing surface representing the outer extent of the chlorite-rich hydrothermal alteration of

basalt beneath the deposit. The outer extent of the chloritized basalt will therefore indicate the

depth and location of mixing between hydrothermal �uid and seawater at temperatures greater

than 200oC. An updated geologic interpretation, in 3D, was made by combining the SGI surfaces

with inferred interface information from the drillcore (Fig. 4.14).

Although the ODP Leg 158 drillholes were used to design the initial model for the SGIs,

their information did not bias results or in�uence the inversions once they started. The initial

models provided a geometry and topology that should be somewhat close to the actual form of

the active mound's rock units, but once the inversions began the models' vertices moved within

their positional constraints without in�uence from the initial model. The drillcore information

was used to decide what background magnetic susceptibility to use, as multiple susceptibility

values were used to construct a suite of SGI models but only the 0.08 SI background model was
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Figure 4.14: Two geological cross sections of the TAG active mound derived through gravity
and magnetic geophysical inversion modelling and drillcore information. The cross-section a)
is oriented parallel to the drillcores and b) orthogonal to them. Dotted white lines indicate
inferred surfaces derived from the rock samples retrieved through drilling, and the solid black
lines represent the surfaces created through SGI modelling. In both cross-sections the white
space along the drillcores represents locations with zero recovery. c) Shows a plan view of the
deposit with the interpreted vector for seawater recharge. d) A zoomed-in plan view of the
deposit showing the isolines of the chloritized basalt surface's depth, with its maximum depth
depicted with an �x�.
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both statistically appropriate as a background value as well as agreed with the drillcore. There

were no chloritized basalt-basalt intersections in the drillcore to compare the magnetic SGI to,

but the gravity SGI surface correlates closely with the bottom-most collected massive sul�de

samples (Fig. 4.14).

The chloritized basalt model, which stretches down to ≈ 150 m below the sea�oor, indicates

that there is in�ltration of local seawater (i.e. secondary circulation; Fig. 4.14) approaching the

base of the mound from the South-West in line with the axis-parallel faulting passing through the

mound (Fig. 4.1a). Pontbriand and Sohn (2014) determined a similar location of the secondary

circulation through mapping the location of micro seismic events attributed to the precipitation

of anhydrite at the locations of local seawater in�ltration near the TAG mound. Their results

showed a zone of high seismic event density to the immediate South-West of the mound, from

the near surface to a depth of 125 m below the sea�oor. This suggests that although the rising

hydrothermal �uids are assumed to be approaching from the North-West on the regional scale

(normal to the spreading axis; Szitkar and Dyment 2015), the locally in�ltrating seawater and

near-surface component of the up�ow zone approaches the active mound along the axis-parallel

faulting. The axis-parallel faulting is present to both the North and South of the TAG mound,

but the southern faults are seen to be heavily cross-cut by axis-oblique faults and �ssures (Fig.

4.1a).

Comparing the geometry of the modelled chloritized basalt unit to ancient VMS systems,

primarily Cyprus-type deposits that have relatively undeformed alteration facies, the chlorite

alteration units can have a range of thicknesses. The thicknesses of the units at the Mathiati

deposit are 10-50 m, and 100-200 m thick at the Skouriotissa deposit (Hannington et al., 1998).

These thicknesses are proportional to the size of the deposits, as a larger ore lens relates to a

larger stockwork system, but they do compare to the 10-75 m thick modelled chloritized basalt

unit for the TAG active mound.

Using the massive sul�de lens SGI model, the volume of rock contained between it and the

overlying bathymetric surface was calculated to be 595,000 m3 ± 20%. The derived tonnage

of 2.17 ± 0.44 Mt of rock is in agreement with Graber et al. (2020)'s 2.27 Mt approximation,

which was measured by placing an interpolated surface through the TAG mound to separate the

unit of massive sul�de from the altered crust (Jamieson et al., 2014a) and assuming a 3.5 g/cm3

density. If 3.65 g/cm3 was assumed for the density in Graber et al. (2020)'s the result would
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have been a tonnage of 2.37 Mt, still in agreement with 2.17 ± 0.44 Mt. As seen in Figure 4.4d,

the base of the massive sul�de lens matches closely with the form of the surrounding bathymetric

surface, most notably observed by the raised region in the center of the mound aligning with the

raised pillow mound terrain noted in Graber et al. (2020). The other study that approximated

the massive sul�de tonnage in the TAG active mound was Hannington et al. (1998), that used

a blocky model of cylindrical units. Their calculated tonnage was 2.7 Mt for the massive sul�de

lens, higher than the value derived from this study's model and that of Graber et al. (2020).

This is most likely caused by the relatively large size of the units in the blocky model adding

extra volume as the �ve cylinders at the top of the model could not accurately �t the active

mound's topography. Additionally, Hannington et al. (1998) used a 3.8 g/cm3 density in their

calculations; if 3.65 g/cm3 was used as in this study their tonnage would be 2.6 Mt. It is ideal

that the SGI derived tonnage agrees with those of previous studies, as it demonstrates that

an accurate tonnage can be calculated through the inversion of geophysical data that can be

collected at a fraction of the cost needed to drill the deposit and develop a geologic model.

In the analysis of the geometry of the massive sul�de mound's inversion model, the downward

concavity of the mound's base implies that the replacement alteration of the sea�oor below the

mound did not signi�cantly increase its density. The alteration below the mound is composed

of basalt brecciated with veins of silicate, sul�de, and sulfate minerals. The density for these

lower alteration units and the background basalt used in this study was 2.4 ± 0.1 g/cm3. Since

the density of the replacement alteration units appears similar to the unaltered basalt, it would

imply that there is not a signi�cant amount of higher density massive sul�de present in that

region. However, this would contradict the samples collected from ODP Leg 158 which recorded

an average of 34 % composition of pyrite in the pyrite-anhydrite-silica breccia and the silici�ed

wallrock breccia units (Ludwig et al., 1998). A possible explanation for the density of altered

sea�oor is that the drillcore recovery e�ciency, which was 12% in Leg 158 (Humphris and Tivey,

2000), is biased towards intervals that contain abundant higher density sul�de minerals. The

higher density intervals would not crumble so easily during the drilling and would remain intact

during retrieval. There might therefore be a lower amount of pyrite present in the sea�oor below

the massive sul�de lens than the Leg 158 drilling suggests. Of the samples recovered during

the Leg 158 drilling, their mean percent composition was 34 % sul�de, 4.5 % anhydrite, 58 %

quartz, and 3 % clay (Ludwig et al., 1998). Treating the composition of the recovered 12 % of
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the core as representative of 12 % of the stockwork zone, a geologic model of the remaining 88 %

was constructed to determine its composition. The model is made up of percentages of pyrite (5

g/cm3; Sharma 1997), quartz (2.65 g/cm3; Sharma 1997), anhydrite/basalt (2.9 g/cm3; Sharma

1997) and pore �uid (0.9 g/cm3; Bischo� and Pitzer 1985), while constrained by the modeled

bulk density of the stockwork zone (2.4 g/cm3) and that the percentages of the minerals and

porosity sum to 100 %,

2.4g/cm3 = %pyrite ·(5g/cm3)+%quartz ·(2.65g/cm3)+%basalt ·(2.9g/cm3)+%porosity ·(0.9g/cm3)

(4.7)

100% = %pyrite + %quartz + %basalt + %porosity. (4.8)

As seen in Fig. 4.15, the indicated upper bound of pyrite possible in the stockwork zone would

be 30 % (at a porosity of 63 %), with the lower bound being the 4.1 % already observed in the

drillcore. It is unlikely that the stockwork zone's alteration would greatly increase its porosity,

with some studies indicating that the alteration instead decreases porosity with the precipitation

of sul�des, sulfates, and silicates (Wilkens et al., 1991; Zhu et al., 2007). Therefore, the percent

volume of pyrite in the stockwork zone might be better constrained by considering porosities

equal to or less than the background basalt's 26 %. This would indicate that at most 7.9 % of

the stockwork zone would be composed of pyrite, occurring when there is zero basalt or anhydrite

remaining and the alteration zone is solely sul�des and silicates.

This chapter's magnetic modelling assumed that all signi�cant magnetization in the crust

around the TAG active mound was parallel to the Earth's inducing �eld, although some previous

studies have suggested that remanence oblique to the Earth's �eld might be present. Szitkar and

Dyment (2015) found through magnetic forward modelling that the crustal magnetization under

the TAG mound was rotated from the International Geomagnetic Reference Field's (IGRF) 42◦

inclination and -15◦ declination to a 10◦ inclination and 0◦ declination. This 53◦ rotation of the

crust's magnetization about an axis parallel to the Mid-Ocean Ridge axis was concluded to be

caused by the detachment fault tectonics in the region. To consider the presence of remanent

magnetization oblique to the Earth's inducing �eld vector a TMVI model was created to study

any signi�cant deviations of the model's magnetization vectors (Fig. 4.6). The results indicated
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Figure 4.15: A geologic model of the percent composition of pyrite, quartz, basalt/anhydrite,
and pore �uid that makes up the TAG active mound's stockwork zone. a) A plot showing the
percent composition of pyrite versus the composition of basalt/anhydrite, with each black line
representing a constant porosity, at intervals of 10 % from the background value of 26 %. b) The
same style of plot for quartz versus basalt/anhydrite.

that the models showed a strong preference to have their magnetization in-line with the IGRF

vector, with small groupings of cells containing oblique magnetizations, with respect to the IGRF,

being associated with over�tting of the data. The e�ective magnetic susceptibility TMVI model

contains less heterogeneities in the crust surrounding the TAG active mound, as given more

degrees of freedom (i.e. e�ective magnetic susceptibility, inclination and declination, versus

simply e�ective magnetic susceptibility as in the scalar magnetic inversion model) the TMVI

program used near-surface variations from the IGRF direction to better �t the data rather than

varying purely the e�ective magnetic susceptibility.

The SGI models were derived by individually inverting the magnetic and gravity data. The

SGI program has the capability to jointly invert both data sets, but it was not necessary for this

study. Jointly inverting the magnetic and gravity data would have been bene�cial if the base

of the massive sul�de and the outer extent of the chloritized basalt were connected and shared

vertices. At the TAG active mound these two surfaces do not appear to be connected, with

the base of the massive sul�de lens contained within the chloritized basalt volume. Therefore, a

joint inversion should not produce a noticeably di�erent result and would only complicate and

slow the inversion by introducing more surfaces to possibly intersect one another during the GA

optimization and MCMC sampling.

A limitation of the gravity and magnetic modelling of SMS deposits is the inability of these

data to resolve the size and geometry of the silici�ed wallrock stockwork breccia zone below the

massive sul�de lens. This zone may contain a signi�cant portion of the deposit's precious and
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base metals and determining its volume would be of economic importance. Future work should

combine the gravity and magnetic modelling with CSEM surveying (e.g. Gehrmann et al. 2019;

Haroon et al. 2018) and seismic modelling (e.g. Murton et al. 2019) to resolve the stockwork

zone.

4.6 Conclusion

With the use of surface geometry inversion, sparse drilling and minimum-structure inversion re-

sults were further re�ned to develop a more comprehensive 3D wireframe geologic model of the

TAG active mound. Such wireframe models are composed of surfaces representing the discrete

contacts between di�erent rock units, which, in the case of the TAG active mound, were the

interface between the massive sul�de lens and the underlying altered basalt, and the interface

between the chloritized basalt and the unaltered/minimally altered background basalt. Our

gravity inversion model presented a 2.17 ± 0.44 Mt massive sul�de estimate for anhydrite con-

tained in the deposit's mound, and the magnetic inversion modelled the maximum depth where

in�ltrating seawater mixes with the rising hydrothermal �uids. The model is however limited in

its inability to resolve the geometry of the deposit's silici�ed wallrock breccia zone, but through

the future integration of other geophysical surveying methods this could be recti�ed.



Chapter 5

Conclusion

5.1 Research Summary

Geophysical inverse modelling is a key tool in the exploration for and analysis of the sea�oor's

polymetalic mineral deposits, speci�cally sea�oor massive sul�de (SMS) deposits. To combat the

challenges in developing geologic interpretations of the deposits from sparse sea�oor drilling, the

surface geometry inversion method was developed to create three-dimensional wireframe models

of a deposit's massive sul�de lens and chloritized basalt breccia. On the regional scale, magnetic

minimum-structure inverse modelling was demonstrated to be an e�ective tool to map the high-

temperature �uid pathways that supply metals the the SMS deposits, and in doing so resolved

the �rst empirical model of a hydrothermal �uid's up�ow zone.

5.1.1 Mapping Hydrothermal Up�ow Zones through Magnetic Inverse

Modelling; East Manus Basin

This chapter outlined the magnetic minimum-structure inverse modelling that was performed

on multiple data sets over the Tumai and Bugave Ridge in the East Manus Basin. Along the

Tumai Ridge lies numerous actively venting or inactive hydrothermal venting sites, including

the Solwara 1 SMS deposit which was the �rst NI43-101 compliant SMS deposit (Lipton, 2012).

Utilizing the fact that high-temperature hydrothermal �uids lower the magnetic properties of the

crust it interacts with, three-dimensional magnetic models were developed of the sea�oor crust

about the Tumai and Bugave Ridges to map the pathways the hydrothermal �uids take en route
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from their magmatic heat source to the sea�oor. The largest of the developed inverse models

mapped the entire up�ow zone of the hydrothermal cell beneath the Tumai Ridge, through

which the volume of crust exposed to the leaching �uids was measured and the sub-sea�oor

connectivity of hydrothermal venting communities was established. Understanding the geometery

of hydrothermal up�ow zones has important implications to not just the academic study of these

systems, but also to their potential assessments as mineral resources. Not all SMS deposits

have visible sea�oor relief features, as they can be buried by sedimentary layers. The magnetic

modelling of the up�ow zones then allows for the exploration of these di�cult to identify sites.

5.1.2 Surface Geometry Inverse Modelling

The third chapter outlined the developed surface geometry inverse (SGI) modelling method, as

well as demonstrated its capabilities through a series of synthetic modelling examples. The SGI

method is not fundamentally new to the earth science community, but the presented method

made a number of advancements and optimizations. These include being able to work directly

with three-dimensional explicit surfaces from an input geological model of arbitrary complexity,

incorporating intersection detection methods to avoid unacceptable topological scenarios, em-

ploying global optimization strategies and stochastic sampling to solve the inverse problem and

aid model assessment, and using surface subdivision to reduce the number of model parameters

and act as a form of regularization without adding the complications of tradeo� parameters in the

objective function. A suite of synthetic examples were modelling in this chapter to demonstrate

the capabilities of the SGI method.

5.1.3 Local Hydrothermal Alteration Modelling; Trans-Atlantic Geo-

traverse Active Mound

The last research chapter demonstrated the e�ectiveness of the developed SGI method on mod-

elling the geometry of SMS deposits through inversion of both magnetic and gravity data collected

over the TAG active mound. The magnetic inversion model was able to solve for the position

of the surface separating the chloritized basalt from the basaltic host rock, providing insight on

the scale of the secondary mixing between the hydrothermal �uids and seawater. The gravity

inversion model provided thickness estimates of the deposit's massive sul�de lens, the portion

of the deposit that contains the highest grades of precious and base metals in the deposit. This
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chapter's modelling demonstrated that sparse drilling, a small, single survey line of gravity mea-

surements and a magnetic AUV survey provided enough information to create a detailed 3D

model of an SMS deposit. This leads to a more e�cient, remote sensing-heavy methodology of

assessing the size and value of an SMS deposit, which will be valuable in this up and coming

industry.

5.2 Future Outlook

This thesis set up modelling methodologies for both the regional and deposit scale modelling of

SMS deposits and their host systems, allowing similar modelling to be performed on any other

magnetic and/or gravity data sets collected for SMS exploration.

Although this thesis has shown the use of magnetic and gravity modelling can provide new

insight into the geometry of hydrothermal convection systems and SMS deposits, much more

knowledge could be gained by studying a greater variety of data types. Crustal scale magnetotel-

luric, gravity, and seismic studies could greatly complement the magnetic models by providing

more information of the geometry of the magmatic heat source and the structure of the crust that

hosts the hydrothermal system. On the deposit scale the magnetic and gravity modelling com-

bined could resolve the thickness of the massive sul�de lens and the outer shell of the chloritized

basalt, but these models could not resolve the geometry of the stockwork stringer zone within

the deposit. This zone also contains high grades of precious and base metals, so determining its

shape and volume would enhance our resource estimates of the deposits. To measure the size

of the stockwork zone high resolution electromagnetic (EM) models of SMS deposits could be

made. At present the code associated with EM SGI modelling is under development by other

researchers (Lu et al., 2020).

As discussed in the chapters focusing on the development and application of the SGI method,

the method has shown to be very e�ective, but still has some signi�cant constraints. Primarily,

the fact that physical properties must remain �xed during the inversion modelling, and therefore

the decision of what they should be can carry signi�cant weight. Much more research can be done

looking into some way to limit the need for a priori constraints while still ensuring that the inverse

problem remains unique. This could be carried out by allowing the physical properties within the

wireframe model's segments to vary during the inversion, or perhaps somewhat combining the
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voxel and SGI methods so that within the SGI model's discrete zones there can be a somewhat

smooth distribution of a physical property.

The use of our global optimization methods could also be improved, or at least more exper-

imentation could be performed. In particular, the use of a MCMC sampler provides important

information on model uncertainties, but signi�cantly increased the run times for the SGI mod-

elling. Determining a better way of sampling the solution space about the global minimum

found with the GA method would be greatly bene�cial, and make the modelling method more

attractive to industry.

This thesis has focused on the modelling of sea�oor mineral deposits, although just as voxel-

based inverse modelling has been extensively applied to terrestrial mineral exploration so too

can SGI. Any system that can be described as being a collection of petrophysically discrete units

is a good candidate for the SGI method, giving this method far reaching applications. In fact,

more data is available for terrestrial deposits, such as VMS deposits, which would make their

modelling with both the voxel-based and SGI methods much more easily applicable and more

widely impactful.
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