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Abstract

This thesis presents the development of two machine learning navigation modules for

harsh environment applications. The first application investigates semantic segmen-

tation using neural networks for sea ice detection and classification in polar oceans.

Two popular generic architectures, SegNet and PSPNet101 are used to segment im-

ages. Transfer learning is performed using two custom datasets, one with four classes:

ice, ocean, vessel, and sky, i.e., sea ice detection dataset, and the second with eight

classes: ocean, vessel, sky, lens artifacts, first-year ice, new ice, grey ice, and multiyear

ice, i.e., sea ice classification dataset. The Nathaniel B. Palmer imagery, which cap-

tured 2-month footage of the icebreaker completing an Antarctic expedition was used

in the creation of both datasets. A subset of the dataset was labeled to generate a

240-image training set for sea ice detection achieving an accuracy of 98% classification

for the 26-image test set. The sea ice classification dataset consists of 1,090 labeled

images achieving accuracies of 98.3% or greater for all ice types for the 104-image

test set.

The second application investigates a new attitude error parameterization and

a machine learning regression model for small satellite attitude fault recovery sys-

tems experiencing magnetometer bias faults. A simulation environment is developed

to mimic an orbit of the international space station, and simulates both the mag-

netometer and the fine sun sensor on-board a small satellite. A right quaternion

error parameterization is presented to ensure consistent error bound growth during

the eclipse period of orbits where only a subset of sensor data is available. Using the

improved error bounds a fault detection method using Mahalanobis distance is imple-
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mented to flag any faults in the system. After the fault detection, the fault recovery

uses a regression sliding window optimizer to determine the unknown magnetome-

ter bias that the sensor encounters. The proposed method demonstrates improved

root mean squared error and error bound consistency achievable using the right er-

ror formulation for magnetic bias fault detection and recovery applications of small

satellites.
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Chapter 1

Introduction

In this chapter, the overall objective and motivation of this thesis are presented. An

overview of two navigation challenges in harsh environments along with two different

machine learning solution strategies for these applications will be discussed. The

problem statement of the thesis is then formulated. Finally, objectives and expected

contributions will be highlighted along with the organization of the thesis.

1.1 Research Rationale

Machine learning has emerged as a promising new solution to meet the increasing

need for higher levels of environment interaction and autonomy in system design.

Machine learning can be broadly identified as development of algorithms which can

automatically improve using past experience and data gathered during operation.

While machine learning was first proposed in 1949 as a model of brain cell interaction

[8], it quickly gained traction in real-world computing applications such as checkers

[9]. Currently, machine learning is one of the cutting edge technologies spanning
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many application areas such as image detection [10, 11], fraud detection in banking

[12], control algorithms [13, 14] and space robotics [15] to name a few.

A harsh environment is defined as an environment with conditions that are very

difficult for people, animals, and plants to live in [16]. While there isn’t a specific

classification of a harsh environment, some of the common examples of these extreme

environments include the geographic poles, deep oceans, volcanoes, arid deserts, and

of course, space. Each of these environments poses unique challenges for system

design.

There are several harsh environment effects that can be mathematically modelled

using first principles. As example general rigid body kinematics, orbital mechanics,

and a small subset of hydrodynamic forces, ice collision forces are phenomena where

reasonable parametric models are available for system design and navigational control

purposes. However, there are phenomena with high degree of variability such as sea

ice thicknesses and types, feedback sensor lighting conditions, magnetic anomalies,

and system degradation which require data driven adaptation of the mathematical

description during operation. With the capacity to learn from past observations and

patterns, machine learning pairs well with harsh environment applications. Although

traditional computing methods exist for harsh environments in place of machine learn-

ing techniques, these methods lack robustness and fail to incrementally learn from

new observations or patterns. They require detailed knowledge of the data and cor-

relations to generate a proper output from the input. Furthermore, a change in

operation conditions requires re-programming as there is no learning or adapting to

better fit the environment. Data type is also a limiting factor for traditional methods

where the methods often require a rigid well structured form of data which is heavily

2



Figure 1.1: The main branches of machine learning algorithms [1].

pre-processed from its original form. Machine learning (ML) overcomes the aforemen-

tioned issues through presenting a different data driven paradigm to handle the same

tasks [17]. As a result, complex tasks and scenarios can be addressed that would be

challenging for humans making them appealing for harsh environment applications

[18].

The field of machine learning can be primarily divided into three categories: Super-

vised learning, Unsupervised learning, and Reinforcement learning [19]. The learning

methods are divided based on how the technique utilizes the data. The hierarchy of

machine learning techniques is presented in Figure 1.1. In supervised learning, the

data is given with the correct corresponding outputs or labeled. Unsupervised learn-

ing uses unlabeled data to identify inherent structures, and semi-supervised uses a

combination of both labeled and unlabeled data. Lastly, reinforcement learning uses a

different method of training where the system interacts with the environment/process

for the algorithm to strategically capture new data and learn optimal policies driven

by a scalar reward function [20]. Each method has its applications and challenges.

Supervised learning is the most broadly used ML technique with applications rang-
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ing from classification for camera driven autonomous vehicle control to regression

modeling for sensor system calibration [21–23]. Supervised learning requires a suffi-

ciently large labelled data-set for training purposes and as a result could be quite time

consuming. Unsupervised learning is typically used for applications where inherent

patterns in data needs to be identified without the use of labelled data. However,

the method struggles with accuracy of the results compared to supervised methods

depending on the applications [24, 25]. Reinforcement learning can be used for a

robot (or agent) to learn a new task such as playing table tennis, catching a ball,

etc., but requires a safe way for the system to interact with the environment when

gathering new data for training purposes [26].

Supervised learning can be further broken into two main subsections: classifica-

tion and regression. Classification is the discrete form of supervised machine learning,

where the algorithm estimates the mapping function of the input variables to discrete

or categorical output variables. Classification algorithms are used heavily for com-

puter vision tasks [27] and are extremely useful in harsh environments where object

detection and recognition are critical tasks such as in the navigation of ice-infested

waters. Regression is the continuous form of supervised learning, it aims to estimate

a mapping function to best fit input variables to continuous output variables. Some

common regression techniques include linear regression, support vector machines, and

regression trees [28]. This work will focus on the applications of supervised learning,

since the method can use labelled data as reference and produce accurate results for

harsh environment applications [29–31]. Two harsh environment application areas

are considered.

The first application of supervised machine learning considered in this thesis is

4



semantic segmentation, a form of classification that caters well to polar navigation.

With the increased traffic and demand in polar waters, safe navigation is critical.

While a human eye can easily detect sea ice in the water, the challenge arises in the

classification of the ice. Misclassification of ice can result in potentially severe conse-

quences, including extensive denting, and compromising the structural strength [32].

Current methods for sea ice classification and detection include on-board trained ice

navigators, the usage of ice maps, aerial flyovers, and radar. The usage of ice naviga-

tors is common practice however increases the cost of a given trip and is susceptible

to human fatigue. Moreover, since it requires a heavily trained individual, certain

vessels may not have the capacity for a dedicated specialist such as arctic explorers.

The governing body of the region creates ice maps through the usage of synthetic

aperture radar (SAR) imagery [33]. While SAR imagery has high-resolution map-

ping capability, it relies on public information and is typically created once or twice

a day, depending on the time of the season and the location. In periods of high

currents or winds, it is a common occurrence for the maps to have errors in the ice

as the conditions can drastically change over the course of the day. Additionally,

these maps contain limited data regarding specific ice parameters and only provide

a high-level classification of the ice [34]. Aerial flyovers are a less common approach

for navigating the ice due to the high costs and limitations. Similar to ice pilots, this

requires a dedicated specialist to fly a vehicle to track the sea ice ahead of the vessel.

Furthermore, not all vessels are capable of housing a helicopter or large capable drone

on deck, and the weather in the area limits the capability. Radars have seen success in

navigating specific aspects of icy conditions. Since all ice going vessels are equipped

with ice radar, there exists technology to expand the radar capability for iceberg

5



detection [35]. This has proven advantages in rough seas and icy waters but only

provides limited information to the captain. The detection of bergy bits and icebergs

is critical for collision avoidance, but icy waters pose other threats that the radar fails

to detect, such as multi-year ice. These methods have limitations and are typically

used in conjunction with each other to inform the user of the ice environment. For

this application, machine learning can potentially aid in classifying ice types on polar

voyages and provide a labelled near real-time result to captains and crew to ensure

safe navigation through icy waters.

The second application of supervised machine learning presented in this thesis

investigates machine learning regression for satellite magnetic anomaly detection and

recovery. Given the harsh environment of space, including the lack of atmosphere,

reduced gravity, temperature fluctuations, and radiation, faults of components are

a common occurrence. Any failure in the control system or components can lead

to complete loss of the system [36]. One such fault is anomalies within the magne-

tometers which can occur temporarily or have a permanent impact. These anomalies

can occur for various reasons. On-board components can generate temporary distur-

bances for the delicate sensor or external effects such as solar flares and radiation can

result in an anomaly [37]. Depending on the anomaly, different recovery methods are

required. In the case of internal temporary interference such as magnetorquer usage,

simple anomaly detection of the disturbance and omitting the data for attitude deter-

mination is required. In order to accurately detect any anomaly within the sensors,

an accurate measure of confidence in the expected sensor values is necessary. The

more accurate the confidence bounds of the filter, the better any deviation from the

confidence bounds will be flagged indicating an actual anomaly. Existing methods do
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not effectively track the confidence bounds in eclipse conditions due to a theoretical

limitation of the methods ( identified later in this thesis). Recent developments in

nonlinear attitude error parameterizations have shown improved consistency results in

similar application areas [38] indicating a high potential to remedy the inconsistencies

of state-of-the-art satellite attitude determination methods.

In the case of a permanent disturbance, a recalibration of the sensor is required

where the current calibration is no longer valid. Regression modelling helps in this

case as it allows to fit a new model to the observed long term trend of data. Regression

calibration has been applied to address low-cost sensor degradation [23] or diagnostics

of faults of the spacecraft [39] which require sufficient orbital data corresponding to

a large portion of the satellites’ expected poses. However, recaliberation based on

limited sensor information feeds during orbit remains a challenge for small satellite

operations.

1.2 Problem Statement

The following section describes research gaps and problems that will be addressed

throughout this thesis.

1.2.1 Problem 1: Sea Ice Detection and Classification

Recent developments in machine learning algorithms have the potential to automate

the process of sea ice detection and classification for navigation purposes. Key work

in this field includes [40], where authors present a semantic segmentation CNN to

classify river ice from aerial drone footage of rivers. Additionally, [41] uses a CNN
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to classify various ice objects. However, instead of classifying ice types, this work

focuses on ice objects such as icebergs and large ice floes. Work in [42] proposes

the usage of sentinel-1 synthetic aperture radar data to classify sea ice using neural

networks, where satellite imagery is used instead of on-board camera imagery for sea

ice classification. Furthermore, the work in [43] proposes an improved ice navigation

system with the combination of ship-based lidar, satellite imagery, and onboard visual

classifications from operators. Work at Memorial University of Newfoundland (MUN)

has previously investigated traditional image processing-based methods [44, 45], which

have resulted in systems that are sensitive to lighting conditions while not having a

structured means of improving the system based on expert feedback. While these

solutions aim to improve ice detection, none focus directly on image-based polar

sea ice classification, especially classifying the type of ice which drives navigation

decisions. This makes the methods unsuitable for implementation as a navigational

aid for polar vessels encountering ice. Furthermore, an extensive data set is required

to train a machine learning system to accurately detect and classify sea ice conditions.

However, there does not exist any public labelled data set for the system training task

at hand. Therefore, a custom dataset and a training approach need to be investigated

for polar sea ice classification using onboard image feeds.

1.2.2 Problem 2: Fault Detection and Mitigation for Small

Satellites

There has been a significant increase in the number of nano-class satellites launched

into space each year. The development of the CubeSat standard has drastically
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simplified and streamlined the process for nano-class satellites to be launched. In

Canada, the Canadian CubeSat Project (CCP) developed by the Canadian Space

Agency (CSA) has allowed 15 universities across Canada to build their own respec-

tive CubeSat and provide a launch window. MUN is one of these universities to

receive this opportunity building the Killick-1 satellite. With any CubeSat, there ex-

ists a variety of limitations and tradeoffs between subsystems. One critical subsystem

is the Attitude Determination and Control Subsystem (ADCS). Due to the restric-

tive nature of CubeSat design, the satellite is restricted by the sensors available to

determine the attitude often lacking redundant sensory information to directly cross

validate readings from sensors. This limitation poses a challenge in fault detection

and mitigation, as if a component encounters an error, it can lead to catastrophic

failure of the entire satellite.

For fault detection and recovery of small satellites, a suitable error parameteriza-

tion is required to get a good estimate of the expected sensor readings. Due to the

limited sensor availability, standard parameterizations in conventional algorithms ex-

perience significant drifts in the estimates when the satellite enters the eclipse period

of the orbit. There is a recent development in attitude error parameterization to en-

sure consistent estimates of confidence bounds during drifting periods, i.e., right Lie

group error paremeterization[38]. Thus far, work to date in the area of small satellites

has not considered this novel non-linear error paremeterization which is expected to

enhance fault detection and recovery pipelines of cubesat ADCS systems.
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1.3 Objectives and Contributions

The overall objective of the thesis is to evaluate and propose new machine learning

methods for two harsh environment navigation problems. First is the sea ice detection

and classification problem encountered by ice going vessels. Second is the magnetic

anomaly detection and recovery problem faced by low power cube satellites.

1. Objective 1 Evaluate state-of-the-art semantic segmentation networks for sea

ice detection and sea ice classification in polar oceans using custom labelled sea

ice navigation dataset.

First, a four-class sea ice detection dataset will be developed and the state-

of-the-art neural networks will be trained on the dataset. The accuracy and

Intersection over Union (IOU) performance will be evaluated on the trained

networks. A new expanded eight-class dataset with increased ice classes for ice

classification will then be developed and the networks will be retrained. The

accuracy and IOU will be evaluated again of the new trained neural networks

and a conclusion on the capability of the networks will be drawn.

2. Objective 2 Evaluate the recently developed right S3 [46] error parameteriza-

tion for attitude determination of small satellites.

First, a mathematical model of a three sensor satellite will be presented and the

right S3 observability consistency will be evaluated. A simulation environment

will be developed to evaluate the error parameterization of the satellite and

compared versus the standard error parameterization. Lastly, physical testing

with the error parameterization will be conducted to validate the simulation
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results.

3. Objective 3 Design and validate a magnetic fault detection and recovery

method based on nonlinear rotation error parameterization and machine learn-

ing data regression for small satellites.

A fault detection algorithm will be presented using the improved confidence

bounds from the error parmeterization. The fault detection algorithm will be

evaluated in a simulation environment to detect constant magnetic bias. Finally,

a machine learning data regression algorithm will be presented and evaluated

using a simulation environment for fixed magnetic anomalies.

1.4 Organization of the Thesis

• Chapter 1 presents an overview of the research area, highlights the research

statement, and outlines the objectives and contributions of this work.

• Chapter 2 presents the literature review in the areas of image processing and

semantic segmentation related to sea ice detection and classification and high-

lights the research gaps. Additionally, it presents a literature review of the

state-of-the-art attitude determination and control subsystems of small satel-

lites.

• Chapter 3 presents the machine learning work carried out to develop and

implement the sea ice detection and sea ice classification neural networks and

the results.
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• Chapter 4 presents the work carried out to design the fault detection of the

magnetometer drift and faults, including the improvement of fault bounds in

unobservable states to aid in the fault detection. The results of the proposed

solutions are presented and discussed.

• Chapter 5 presents the conclusion and future directives of this study.
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Chapter 2

Related Work

This chapter is broken down to two sections.

The first section presents a brief overview of image processing. A background on

classical image detection and classification is discussed. Two different machine learn-

ing algorithms for semantic segmentation that are investigated for sea ice detection

and classification in this study are introduced.

The second section presents a background of attitude determination and control.

A review of fault detection algorithms is outlined for satellites, and an overview of con-

trol algorithms is investigated. Lastly, machine learning techniques are investigated

for fault detection, fault isolation, and fault recovery. Additionally, a brief summary

of the right quaternion parameterization for improved error-bound estimates is dis-

cussed.
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2.1 Machine Learning Methods for Sea Ice Classi-

fication

2.1.1 Image Processing Methods

Image processing is a subset of computer vision that has existed since its proposal in

the 1960s with the goal of extracting or improving a digital image in some facet [47].

The basis of image processing is to take the entire digital image or a subset of the

image and apply various algorithms to isolate or determine specific features. Some

common algorithms used in image processing include methods like Otsu’s method,

where a histogram is generated from a grayscale image and using the algorithm, an

optimal threshold is determined to maximize the separation between the gray levels

[48]. Another histogram-based technique is image equalization. Using the histogram

of a grayscale image, the image can be lightened or darkened by adjusting the his-

togram locally or globally. This technique is commonly used in data augmentation or

photo editing software, and the complexity of the algorithm developed depends on the

overall desired application [49]. Spatial filtering can be applied to the digital image

to reduce noise or smooth the image, or conversely for edge detection. In each case,

a neighborhood operation is applied to the values of the image pixels of a subsection

of the image that has the same dimensions as the filter. One of the most common

image pre-processing techniques is to apply a Gaussian blur, filtering out the noise of

an image while also reducing image detail.

Edges are a critical feature commonly extracted from images. There are numerous

edge detection filters, including Roberts, Prewitt, and Sobel [50]. However, edge
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detection algorithms operate on the same common principles, first smooth the image

to reduce noise, locate the potential edge points, and finally, localize the exact edge

using the potential edge points. Edge detection can be expanded further using more

advanced algorithms, including Laplacian of Gaussian, difference of Gaussian, or

canny edge detection.

Morphological operations are one of the last common generic image processing

tasks. The four common morphological operations are erosion, dilation, opening, and

closing, where opening and closing are combinations of erosion and dilation. Opening

being erosion followed by dilation, while closing is dilation followed by erosion. Each

operation uses a structuring element which is a small set or sub-image, to filter across

the image.

2.1.2 Classical Semantic Segmentation and Classification

The sea ice detection problem is a classification problem with four classes at the most

rudimentary level (vessel, ocean, sea ice, sky). Some of the classical semantic seg-

mentation methods that will be researched include: thresholding, k-means clustering,

watershed, and feature detection.

2.1.2.1 Thresholding

While thresholding serves as a basic image processing technique, it has excellent ca-

pability in separating images into two classes. Even though the research focuses on

four classes for detection, the main output is sea ice from the remainder of the image,

creating a foreground-background problem. From a grayscale image, thresholding can

be globally optimized through Otsu’s method, as mentioned above. The technique is
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a dynamic threshold selection aiming to maximize the weighted sum between fore-

ground and background pixels [48]. To address the lighting variation across images,

adaptive thresholding improves on Otsu’s method. Adaptive thresholding was de-

veloped initially by White and Rohrer [51] with the application for optical character

recognition and character image extraction. This technique has seen multiple differ-

ent algorithms over the years [49, 52, 53] with a common approach to compare each

pixel to an average of the pixels in the surrounding neighborhood. This thresholding

technique has proven to function well in specific color channels or color spaces such as

the Hue, Saturation, Value (HSV) to threshold the background from the foreground

[54].

2.1.2.2 K-Means Clustering

K-means clustering, is useful in image classification to sort the image pixels into k

distinct groups sorting or grouping the pixels. In the case of only two groups this

performs similarly to thresholding algorithms however it is more robust in that the

grouping can be increased. The standard k-means algorithm is illustrated in Figure

Fig. 2.1:

The algorithm iterates to minimize the mean squared distance from each pixel or

data point to its nearest center [55]. This segmentation method is heavily used in

medical image processing for detection of organs or other necessary boundaries [56].

The size of h heavily limits this method; as the value increases, coarser segmentation

results occur with multiple clusters due to the discrete nature of images [57]. While

this method is effective in the medical imagery field, in the sea ice detection and

classification field, the method is unsupervised and generally would produce many
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Figure 2.1: Example of how k-means clustering works, the dots represent the training

examples, and centroids are represented by the crosses. (a) the original dataset.(b)

random initialization of the clusters. (c-f) the k-means clustering algorithm is demon-

strated as the points are reassigned and new centroids are defined [2].
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irrelevant clusters in complex lighting conditions.

2.1.2.3 Watershed Method

The watershed transformation is a mathematical methodology aimed at segmenting

images through edge detection. The original proposal of the technique uses a flooding

process on a grayscale image; this results in a geodesic skeleton remaining in the im-

age defining the boundaries. This technique has two methods, an unsupervised and

a supervised approach. In the unsupervised watershed, no sections are labeled with

markers which can commonly lead to over-segmentation. The supervised methodol-

ogy uses user-defined markers to indicate the segmentation regions. The supervised

approach is an excellent method for dataset labeling as used in multiple labeling soft-

ware [58, 59] however is not useful for implementation to address the ice detection

and classification issue as it requires user input and fails to automate the process.

Both methods apply morphological operations to detect local minima and maxima in

the images and define boundaries between the sections. This technique is popular in

the field of medical imagery processing [60, 61] for both 2D and 3D image processing

and in earth surveillance [62]. This method can be useful in boundary detection of

ice pans; however, in non-full ice fields, the segmentation of the ice from the waves

becomes ambiguous as over-segmentation is a common occurrence with watershed

segmentation [63, 64]. Additionally, this technique for ice detection would only serve

to over-segment the ocean surface and ice without room for classification and require

specific masking to remove the sky and vessel from the imagery.

18



2.1.2.4 Feature Detection

Feature recognition is a fundamental image processing technique for problems in-

cluding object recognition, motion tracking, image stitching, and 3D reconstruction.

Features range from curvature features like corners and sharp changes, short lines

and line ending, to textures. The features selected are designed to be both geometric

invariant and photometric invariant [65]. Feature description is a critical step for

feature detection, especially for object detection. One of the most common feature

descriptors is the scale-invariant feature transform (SIFT) which uses multiple scale

spaces to determine extrema or interest points. A model is fit to each interest point

to describe both the location, scale, and orientation [66]. Other feature descriptors

include speeded up robust features (SURF) [67] and histogram of oriented gradients

(HOG) [68] which offer various advantages and disadvantages compared to each other.

These techniques are excellent at detecting and locating known objects in various im-

ages, localization for robots, and image stitching [69–71]. This technique is not useful

in unknown environments or where the object to detect varies heavily, i.e. sea ice.

The texture is another feature descriptor that can be used for object recognition and

detection. The texture in an image can be evaluated and determine the entropy for

regions of the image. The greater the entropy, the more information content [72].

Another approach to texture segmentation is the determination of both grey-level

co-occurrence matrix (GLCM) and grey-level difference vector, which measure the

distance and angular spatial relationships over subsections of an image [73]. These

techniques are widely applicable to known regions and commonly used in the medical

and aerial surveillance fields [73–75]. This method can be seen to struggle to provide
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full segmentation in some cases, where properly segmented regions occur; however,

segmentation of regions within the object is seen, and a large variation of the tuning

parameters are required to get optimal segmentation [76].

2.1.3 Machine Learning for Semantic Segmentation

While classical semantic segmentation or image labeling techniques present a high

degree of success in a particular idealized set of operating conditions, purely visual

classification methods struggle with various challenges. In any real-world environment

that an image recognition method is developed for, small changes in the environment

can lead to degraded performance or complete failure of the algorithm. This is def-

initely the case when it comes to the harsh environment of the polar seas. Due to

the ever-changing lighting during the cycle of a day and glare off the ice and ocean

combined, it creates a challenge to properly segment the image [77]. While there

exist solutions to deal with varying lighting environments, they typically require ad-

justments to the colorspace to increase the separation between perceived foreground

and background pixels. They require a parameter to be set, making a robust solution

difficult [78]. The variance in the ice type, size, color, texture, and shape presents an

additional hurdle [79].

Neural networks have become an established approach for modern semantic seg-

mentation problems. In contrast to classical techniques highlighted above, artificial

neural networks (ANN) provide a more robust solution to the segmentation problem

with its ability to train for varying conditions while capturing both the global and

local context of an image, resulting in significantly improved results for changing envi-
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ronmental factions. The incremental training capability of ANNs is heavily utilized to

improve machine vision front ends of popular industrial systems such as autonomous

driving [80]. ANNs are designed to handle problems similar to how a human brain

processes problems. They are comprised of units that represent neurons, with each

neuron receiving inputs, processing the input, and generating an output. A layer can

be defined as a collection of nodes or neurons mapping the inputs of a network to

its output. Typical neural networks are a network with several layers that handle

increasingly complex input-output relationships. The combination and arrangement

of the units define the architecture of the network, which can vary heavily. Unlike

classical methods, ANN’s are not programmed for a specific task; they are trained

on datasets to learn the desired task [81]. Through the network’s training, bias and

weights are learned for each unit within the model, making the model cater to the

desired problem. Deep learning is an expansion of ANN, which refers to the complex

multi-layers of network and how the neurons within the network interact with each

other [82].

A wide array of neural network architectures for semantic segmentation exist,

each having varying accuracy and speed trade-offs intended for different application

domains. One of the widely popular neural networks for image classification was

AlexNet. The neural network consists of eight layers with weights, five convolutional

layers, and three fully-connected layers. The last layer of the network classified the

input image into a distribution of 1000 class labels as per the dataset to an end test

accuracy of 84.6% [83]. The basic network architecture consists of convolutional layers

connected such that a final pixel-wise prediction to segment the image is produced,

e.g., fully connected convolutional neural network (FCN) [84]. Depending on the task
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Figure 2.2: The U-net architecture. Each blue box corresponds to a multi-channel

feature map. The arrows denote the type of operation. The dashed lines represent

the skip connection between each corresponding encoder decoder layer [3].

that the neural networks are built for, these networks become increasingly complex.

U-Net [3] presents an expansion of the FCN, adding skip connections and symmetry

between the encoder and decoder layers to yield better accuracies. The visualization

of the U-Net architecture is presented in Figure 2.2, where the encoder, decoder, and

skip connections are seen. Additional layers in architectures and different activation

functions further increase the effectiveness of the network for segmentation problems.

For this work two networks were selected to analyse their capabilities for sea

ice detection and classification based on their popularity in semantic segmentation

applications [85]. The first network chosen was a lightweight network known as SegNet
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which offers a quick training time and low processing time. This network was chosen

to examine if a lightweight solution is capable to achieve a high success rate in the

environment without adding unnecessary complexity to the model. The second model

further examined is the PSPNet101 network. Contrary to the SegNet model, this is

a heavy neural network known for its capability for semantic segmentation in urban

applications. This model was chosen to provide a highly accurate model for the task

with the trade-offs of both increased training time and increased processing time of

the input imagery.

2.1.3.1 SegNet

Segmentation Network (SegNet) [4] is a deep encoder-decoder architecture developed

by the University of Cambridge. This model features a quick and relatively simple

neural network to perform semantic segmentation. It is offering a significantly less

intensive training time and processing time compared to more complex network ar-

chitectures. The neural network functions through using a sequence of non-linear

processing layers known as encoders and a corresponding set of decoders with a pixel-

wise classifier to label the images. Additionally, each encoder consists of one or more

convolutional layers, followed by non-overlapping max-pooling and sub-sampling lay-

ers. Through the max-pooling indices in the decoders, it allows the network to retain

high-frequency information such as shapes and contextual relationships while reduc-

ing the overall number of trainable parameters in the decoders [4]. The structure of

the neural network is seen in Figure 2.3.
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Figure 2.3: The structure of the SegNet encoder-decoder architecture [4].

2.1.3.2 PSPNet101

Pyramid Scene Parsing Network (PSPNet) was introduced for semantic segmentation

to provide the capability of global context information to increase the accuracy of the

classifications. This model offers a high level of accuracy compared to all other models

seen in the field; however, it requires an intensive and lengthy training process due to

a large number of parameters. PSPNet101 functions through the combination of the

ResNet101 convolutional neural network and a four-layer pyramid pooling module to

create the output results [5]. The four-layer pyramid pooling allows the network to

develop different region-based context aggregation with division into different sub-

regions in the images. The structure of the neural network is seen in Figure 2.4.

The ResNet101 CNN is implemented at the start of the pyramid scene parsing to

extract features. ResNet101 contains 101 layers that use skip connections in the

neural network that serves to prevent significant visual feature loss across the layers.

This skip connection implemented is responsible for the models’ ability to learn the

classification identity without losing context or residual learning in which it obtained

its name [86].
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Figure 2.4: The architecture of the PSPNet model, in the case of the PSPNet101

model implemented, the CNN input seen in the figure is the ResNet101 model [5].

2.1.3.3 Transfer Learning

For established deep learning applications there are readily available datasets such

as for autonomous driving [87], pedestrian tracking [88], and object recognition [89].

However, to the best of the authors’ knowledge, there are no labeled datasets avail-

able in the literature to classify ice types in polar environments. In such scenarios,

custom labeled datasets are created to meet the study’s needs, which is adopted in

this work. Automotive applications reported in [90] create a custom dataset for vehi-

cle classification based on camera position, and [91] develop a large dataset of 14,144

images for vehicle classification. Marine applications reported in [92] design its own

custom dataset for coral reef segmentation, and work in [93] design a custom dataset

for oceanic Eddies. The coral reef dataset has 413 images, where the authors perform

a nine-class classification of the data. Typically dataset sizes of the order of 100’s are

utilized in these studies, while larger, more representative datasets would offer an en-

hanced network performance. To remedy the smaller datasets that occur as a result of

a custom dataset, there are two common approaches, data augmentation and transfer

learning. Data augmentation artificially expands the dataset through various image
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transformations or adjustments to create new images for training. Commonly used

effective data augmentation methods are simple geometric transformations, horizon-

tal flipping, color space modifications, and random cropping [94]. Transfer learning

[95] is a technique used to improve the learning of a new neural network through the

transfer of pre-trained model weights. In transferring the weights, the new model

can start the training process using the previous knowledge and adapt it to the new

dataset. This leads to reduced training times and potential higher accuracies in the

model quicker.

2.1.4 Related Ice Classification Work

The work presented in this thesis is the first work in its field using in-situ onboard

camera imagery to classify sea ice using neural networks to the best of the authors’

knowledge. Closely related applications to this work include [40], where authors

present a semantic segmentation CNN to classify river ice from aerial drone footage

of rivers. Additionally, [41] uses a CNN to classify various ice objects. However,

instead of classifying ice types, this work focuses on ice objects such as icebergs and

large ice floes. Work in [42] proposes the usage of sentinel-1 synthetic aperture radar

data to classify sea ice using neural networks, where satellite imagery is used instead

of onboard camera imagery for sea ice classification. Lastly, [43] proposes an improved

ice navigation system with the combination of ship-based lidar, satellite imagery, and

onboard visual classifications from operators. Sea ice detection and classification in

operational settings are carried out by an ice services specialist considering several

information sources, including ice radar, any available satellite, aerial imagery, and
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in-situ visual identification. The concentration of different ice types in a given zone

directly correlates to the operational risk of the vessel governed by International Mar-

itime Organization (IMO) standard specifications. Furthermore, the details of the ice

concentration of different zones serve as additional inputs to the daily ice charting

activities of the international ice patrol, and the Canadian ice service [34]. Previous

research at Memorial University of Newfoundland has previously investigated tradi-

tional image processing-based methods for sea ice classification [44, 45], which have

resulted in systems that are sensitive to lighting conditions, while not having a struc-

tured means of improving the system based on expert feedback. This thesis targets

automating the in-situ visual detection and classification of ice to support operational

risk assessment and ice charting activities onboard vessels while having a means of

incrementally retraining the system as new data becomes available.

2.2 Machine Learning for Attitude Determination

and Fault Detection

2.2.1 Attitude Determination

Attitude is the three-dimensional orientation of a body or vehicle with respect to

a specific reference frame. Attitude determination is the use of various sensors and

mathematical models to gather necessary information related to attitude components.

These multiple components are used to determine the attitude, typically parameter-

ized by quaternions, Euler angles, or rotation matrices [96]. In any navigation system,

the attitude is critical, especially for aircraft, spacecraft, automobiles, and robotic
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platforms. A wide variety of sensors are employed to measure specific vectors to de-

termine the attitude in a system. Attitude determination systems onboard satellites

use a combination of both relative and absolute attitude sensors to determine the

attitude. The primary sensor used in satellite attitude control is the gyroscope, pro-

viding only the angular inertial measurements, an additional attitude measurement

is required to fully understand the satellite’s full state (e.g., position, velocity, and

attitude). These aiding sensors include coarse and fine sun sensors, horizon sensors,

star sensors, and magnetometers [97]. Gyroscopes can provide attitude by integrating

angular velocity, but this is susceptible to drift, so measurements of know reference

directions or absolute attitude sensors (magnetic north, gravity, sun vector, star vec-

tor) are needed to periodically correct the drift [98]. There exist multiple methods to

address this drift, including Kalman filtering, additional redundant sensor readings

[99], or incorporating camera data [98] to list a few.

2.2.1.1 Attitude Representation

The attitude representation method is critical for performance of the attitude estima-

tor. Euler angles are one of the most common attitude representations obtaining their

name from Leonhard Euler [100]. Euler angles for attitude representation consist of

three angles used to describe the rotation about the axes. There exist twelve possible

rotation sequences about the axes that are commonly divided into two groups:

• Proper Euler angles (x−y−x, x− z−x, y−x−y, y− z−y, z−x− z, z−y− z)

• Tait-Bryan angles (x− y− z, y− z− x, z− x− y, x− z− y, z− y− x, y− x− z)

The proper Euler angles are known as the classical Euler angles initially proposed.
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In contrast, the Tait-Bryan angles consist of a rotation about each axis as opposed

to the symmetric set of proper Euler angles [101]. Both representations are still

referred to as Euler angles. In any Euler angle attitude representation, the rotation

sequence would be specified. One of the most common representations is the roll (γ),

pitch (β), yaw (α) used for aircraft, unmanned aerial vehicles (UAVs), robotics, and

spacecraft. The main issue with Euler angle representation is the gimbal lock. Gimbal

lock occurs when a rotation about an axis results in the rotation matrix aligning,

making it indistinguishable to identify individual rotations within the matrix due to

the axis alignment [102]. While this is not an issue in sea vessels or cruising aircraft;

in satellites or spacecraft, gimbal lock is quite possible; thus, a different attitude

representation is used.

The rotation matrix or direction cosine matrix (DCM) is another attitude repre-

sentation to define the orientation of a body frame relative to a reference frame. As

the name suggests, the representation is a 3x3 matrix with the columns represent-

ing unit vectors in the body with respect to the reference axes [103]. While DCM

overcomes the gimbal lock issue seen in Euler angles, it is not overly used in atti-

tude control due to its number of parameters, requiring nine values to be stored and

updated [104, 105].

The quaternion is another representation of attitude, proposed by William Hamil-

ton in 1843. Instead of representing an attitude as a combination of rotations about

three axes, the quaternion represents a single rotation angle about a unit vector [97].

A quaternion has four parameters that a four-component complex number can define:

q = q1 + q2i + q3j + q4k (2.1)
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where 1, i, j, k are the basis of the quaternion. i,j, & k represent imaginary numbers

with the following properties:

i ◦ i = −1, i ◦ j = k, i ◦ k = −j,

j ◦ j = −1, j ◦ k = i, j ◦ i = −k,

k ◦ k = −1, k ◦ i = j, k ◦ j = −i

A unit quaternion is a special quaternion with the norm of 1, all attitude repre-

sentations use a unit quaternion. that is:

|q| =
√
q21 + q22 + q23 + q24 (2.2)

To normalize any quaternion to make it a unit quaternion, it is divided by its

norm:

||q|| = q

|q|
(2.3)

A unit quaternion can be written in terms of the its angle θ and the unit vector

u = q/||q||:

q = cos(θ) + u sin(θ) (2.4)

Quaternions also have unique multiplicative properties, the product of two quater-

nions is defined by:

q1

⊗
q2 = q =

 s

~ν

 =

 s1 · s2 − ~ν1 ◦ ~ν2

s1 · ~ν2 + s2 · ~ν1 + ~ν1 × ~ν2

 (2.5)

where s1 is the scalar portion of the first quaternion (q1) and ν1 is the vector portion

of the first quaternion (q2, q3, q4), s2 is the scalar portion of the second quaternion (q2)

and ν2 is the vector portion of the second quaternion quaternion [106]. Quaternions
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have a wide heritage in space controls due to eliminating the gimbal lock and low

parameters compared to the alternative attitude methods. The quaternion product

is used to combine two rotations together to find the resultant rotation. The DCM

equivalent of this is matrix multiplication between two rotation matrices. Quaternions

are not a faultless representation, and they struggle from the issue of double wrapping

the attitude. The issue arises when the quaternion is represented as the opposite

vector and rotation, resulting in the same rotation in space but differing quaternion

value [107]. To overcome this issue, the sign of q is monitored and adjusted to ensure

that q0 ≥ 0 resulting in rotation angles θ ∈ [0, π] about the axis of rotation [108].

2.2.1.2 Reference Frames

In any attitude determination, there exist variables measured in various reference

frames. In this thesis, any reference frame will be mentioned in curly brackets {}.

Any vectors will be in bold to indicate a vector, and any matrices will be represented

with a capital letter.

The first necessary reference frame is the Earth-centered inertial {ECI} frame.

This frame is the inertial frame assumed for satellite navigation where Newton’s laws

of motion are applied. Hence it is assumed to be a non accelerating frame. For

{ECI} the origin is defined as the center of Earth, the x-axis points toward the vernal

equinox, z-axis points towards the Earth spin axis and y completes the right-hand

coordinate system. The second reference frame for attitude determination is the Earth

Centered Earth Fixed {ECEF} frame. This frame has its origin fixed to the Earth’s

center and rotates with the same rotation of Earth about the z-axis. The {ECI}

frame initial time is defined based on the standard used. The most common {ECI}
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definition is J2000 with the Earth’s Mean Equator and Equinox a 12:00 Terrestrial

Time on January 1st, 2000. With this definition, the x-axis is aligned with the mean

equinox, the z-axis with Earth spin axis, and y-axis is 90◦East of the celestial equator

[109]. The body frame {B} is a frame rigidly defined on the vehicle, usually at a

convenient fixed location like the center of mass to simplify the derivations of other

matrices [97]. The axes have no rigid definition and are defined freely; however, in

small satellites, the axes are typically defined to be perpendicular to the satellite

faces. The last important frame is the sensor frame {S}. This frame is defined as per

the sensor manufacturer. Transformation matrices are commonly used to describe

the sensor frame in the body frame before any additional transformations. Other

reference frames include platform frames where sensors are located on either a non-

rigid attachment or not aligned with the body frame.

2.2.2 Attitude Filtering Algorithms

Attitude filtering algorithms serve to calculate the attitude of vehicles, more specifi-

cally in the case of this work to determine the attitude of a satellite. Various measure-

ment data is collected from sensors to determine the attitude, namely, gyroscopes,

magnetometers, sun sensors, star trackers, and earth sensors. The sensors used vary

depending on the mission and requirements for accuracy. There exist multiple algo-

rithms for attitude determination. However, they can be split into two categories:

attitude determination algorithms, and attitude estimation algorithms [110].
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2.2.2.1 Attitude Determination

Attitude determination algorithms are widely used however, they are limited to es-

timating the attitude and no other states, including noise, biases, or angular rates.

Standard determination algorithms include TRIAD, Quaternion Estimation (QUEST),

and Least Squares. TRIAD is a straightforward algorithm that uses two measurement

vectors to obtain the attitude of the satellite [111]. QUEST is an improvement on the

TRIAD algorithm through the usage of multiple references and observed measure-

ments. The algorithm estimates the optimal eigenvalue and eigenvector to solve the

Wahba problem, thus providing the attitude [111, 112]. The Wahba problem consists

of finding the matrix A that minimizes the following:

L(A) =
1

2

n∑
i=1

ai|bi − Ari|2 (2.6)

where ai are non-negative weights, bi is a set of unit vectors measured from the

satellite body frame, and ri are the corresponding unit vectors in a reference frame.

Lastly, Least Squares (LS) is a regression model that aims at minimizing the cost

function of the measurement residual between the sensor readings, that is:

ε = y −Hx̂ (2.7)

J = εTε (2.8)

where ε is the measurement residual, y in the measurement, H is the measurement

matrix, x̂ is the state estimate, and J is the cost function. The LS method has been

used to improve QUEST while still maintaining the lightweight computations desired

for attitude determination algorithms [113].
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2.2.2.2 Attitude Estimation

Attitude estimation algorithms expand upon attitude determination algorithms by

estimating the full state vector of the satellite. The algorithms use both sensor mea-

surements, and dynamic or kinematic models to propagate the estimated state. The

most common attitude estimation algorithm is the Kalman Filter [114]. The primary

function of a Kalman filter is to perform linear Gaussian state estimation using noisy

input and measurement signals. There exists a wide variety of Kalman filter types.

Extended Kalman Filter (EKF) is an extension of the conventional Kalman filter to

work for both discrete-time and continuous non-linear systems [115]. The Unscented

Kalman Filter (UKF) is an improvement to the EKF. The UKF approximates the

probability density from the non-linear transformation of a random variable instead

of the approximation with a Taylor series expansion [116]. Multiplicative Extended

Kalman Filter [117] (MEKF) introduces multiplicative error state definitions when

computing rotational errors, outperforming EKF when having rotational dynamics.

More recent developments include the Laplace `1 Huber Based Kalman Filter (`1-

HBKF), which employs Laplace distribution and Huber based method to update the

measurement covariance. This improves filtering performance with different model

errors and heavy-tail noise [118]. Fuzzy logic has seen implementation in EKFs to im-

prove the noise covariance matrices, using IF-THEN rules to update the noise based

on the detected distortions, external accelerations, and vibrations [119]. Adaptive

Kalman filtering serves to improve the filtering results through adaptively tuning the

covariance matrix based on the disturbances and noise encountered [120]. Alterna-

tively, cost function minimization (or data fitting) using optimization libraries for the
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purpose of estimation can be used for attitude estimation [121, 122]. The main draw-

back of cost function minimization is that they require high computational demand

for on-board implementation.

2.2.3 Attitude error parameterization

Both quaternions and rotation matrices are not vector spaces, i.e., addition and sub-

traction operations of euclidean geometry is not valid. Hence these are identified

within a different mathematical construct termed Lie groups. The group SO3 rep-

resents the attitude of the rigid body using rotation matrix parameterization. The

group represents unit quaternions [123]. To better map the non-linear errors of atti-

tude, these Lie groups are used to improve the error mapping in filtering algorithms.

The error of any parameterization must use a unique action defined for each lie group

to determine the error between two attitudes which is exploited in this thesis for

accurate attitude estimation.

Generic filters and optimization libraries use linear error parameterization, i.e.

the attitude error q̃ is defined using vector subtraction q − q̂. However this is inac-

curate when it comes to unit quaternions as the resulting quantity is no longer a unit

quaternion. In mathematical sense we say that quaternions belong to the group S3

and the corresponding error parameterization for group S3 is defined using quaternion

multiplication. This error can be defined in two ways. The left error parameterization

assumes that q̃ = q̂−1 ∗ q. Similarly the right error parameterization assumes that

q̃ = q ∗ q̂−1. Typically these attitude errors are represented as rotation vectors θ̃ and

the mapping from the rotation vector space to the quaternion group space defined
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using a mathematical operation called the exponential map for S3. This mapping

results in the following identities for left and right error parameterization: For left

error: q = q̂ ∗ ExpS3(θ̃) θ̃ = LogS3(q̂
−1 ∗ q) For right error: q = ExpS3(θ̃) ∗ q̂

θ̃ = LogS3(q ∗ q̂−1). Right error is shown to maintain the accurate confidence levels

of its estimated quantities than the generic versions used by satellites. This is also

termed as consistent estimation of attitude. With the right S3 error parameterization,

better Normalized Error Estimation Squared (NEES) is observed. Better NEES per-

formance signifies an accurate estimation of the error bounds allowing for improved

anomaly detection. Work in [38] shows consistent state estimation for visual inertial

navigation systems where the right error parameterization significantly outperforms

the standard parameterization and maintains a consistent NEES. Work in [124] re-

ports improved performance using the right error parameterization for Simultaneous

Localization and Mapping (SLAM) of robots. Work in [125] shows similar improved

estimation performance for multi robot localization using the right error parameteri-

zation. Furthermore, [46] proves theoretical convergence guarantees available for right

error parameterized filters. Given the accurate tracking of the confidence limits, es-

timators designed using the right error parameterization are expected to have better

performance for attitude estimation, fault detection, and calibration.

2.2.4 Fault Detection

Fault tolerant control (FTC) systems are necessary for any harsh environment system

with limited or no physical access to the system after deployment. In some systems,

fault prediction ML algorithms have been developed to address faults prior to failure.
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These systems use detailed models and historical data to predict faults and determine

preventative actions to mitigate the failure. Work in [126] implements SVM and

Multilayer perceptron models to determine maintenance times of a centrifugal pump.

Long short-term memory algorithms have also shown to be successful for predictive

faults in complex manufacturing processes [127]. While fault prediction is capable of

completely negating faults, it requires a large amount of data and an understanding of

the faults that may occur in the system. Due to the unpredictable nature of space and

limited access to data and the satellite itself, fault prediction is not capable of meeting

the needs of FTC for satellites. In the case of satellites, fault-tolerant control falls into

two categories: passive FTC and active FTC. In passive FTC, a fixed controller is used

that has limited fault tolerance capability that relies on multiple sensors and actuators

to mitigate predictive failure. Active FTC uses highly re-configurable controllers such

that the FTC can be accounted for with built-in algorithms or near real-time with

communication with ground stations [128]. There exist multiple algorithms for fault

detection and isolation (FDI) used in active FTC. For actuator failures, non-linear

observers and sliding mode control have had excellent success in mitigation of the

faults [129, 130]. Various machine learning techniques have also shown potential

for actuator fault detection. Work in [131] implemented a incremental locally linear

embedding method to evaluate if the residual error exceeds a fault threshold. Fault

trees and decision trees have been used in conjunction with neural networks to vote on

whether a fault has occurred during the orbit [39]. For sensor failure in the attitude

determination algorithms, extensions of the sensor filtering algorithms are added to

detect and compensate for faults. Work in [132] detects faults through the innovation

sequences within the EKF filter, then further identifies the fault through multiple
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hypotheses testing. Work in [133] applies an adaptive threshold method using UKFs

in conjunction with residual and innovation sequences to flag faults. Lastly, neural

network observer strategies can be applied for FDI, using nonlinear-in-parameters

neural networks to identify the faults from unknown states [134]. With all these

fault detection algorithms, an accurate confidence of the expected sensor readings is

required. High confidence can be achieved by redundant sensor sources where the

reference signals always have a comparison or better algorithms which keep track of

the error bounds.

2.2.4.1 Fault Isolation and Recovery

Once a fault have been detected, it is important in any FTC to isolate the fault

and further attempt recovery of the fault if possible. Typical approaches for FDI

include the use of redundant sensors and actuators to address the fault. Work in

[133] presents a fault isolation and recovery method for satellite reaction wheels using

a redundant reaction wheel. In some cases redundant sensors are not available to

address the fault, [135] presents a the use of a redundant-free UAV sensor FDI and

recovery using a state-estimator-based FDI and recovers faults using a geometrical

method. [136] proposes a squared prediction error to detect faulty signals then uses

data recovery to reconstruct fault free signals for the faulty sensors. Depending on

the type of fault that has occurred, the recovery method varies. In the case of sensor

failure a recalibration can be conducted to address the fault. Work in [137] presents

the application of regression to recalibrate low-cost sensors for better performance of

the lifetime operation. Work in [138] demonstrates the application of regression error

compensation to address sensor faults within prosthetics. Sliding window filters prove
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to be an excellent means of recalibration for magnetometers and have been cited to

estimate unknown parameters within gun launched projectiles [139].
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Chapter 3

Sea Ice Detection and

Classification

This chapter presents a sea ice detection and classification method for icebreakers

in polar seas. Sea ice monitoring plays a critical role in any icebreaker’s journey.

While the onboard process typically relies on dedicated ice specialists to identify and

report sea ice conditions, recent advances in machine vision semantic segmentation

methods can offer enhanced automated workflows for sea ice monitoring activities.

The standard methodology requires an increased manpower and is prone to human

error due to fatigue or overburden of work. With the usage of onboard cameras in

conjunction with machine learning algorithms, the sea ice detection and classification

problem can be addressed with semantic segmentation solutions to provide near real-

time classification of ice.

The state of the art semantic segmentation algorithms require large datasets to

provide an accurate classification work. To the best of the author’s knowledge, there
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does not exist any datasets of labelled sea ice for classification applications publicly

available. Additionally, the research field of sea ice classification has primarily been

addressed via SAR imagery which is only available periodically and lacks both resolu-

tion and real-time classification for the captains of the vessels. Therefore, two custom

datasets are required to be developed to provide onboard in-situ sea ice classification

and train novel semantic segmentation algorithm applications in the field.

The contributions of this work is as follows:

• We produce two novel datasets of labeled images from aboard an icebreaker in

polar seas for deep learning sea ice detection and classification studies. First

is the sea ice detection dataset, which includes 240 labeled images and four

classes. Second is the sea ice classification dataset, which includes 1,090 labeled

images and four additional classes capturing the type of ice seen in the images.

• Establish the detailed benchmark performance for the datasets using the SegNet

and PSPNet semantic segmentation architectures, with transfer learning using

the Citscapes dataset [140]. The study was capable of achieving an accuracy of

97.8% for sea ice detection and IoUs of 76%, 82%, and 93% for classification of

new, grey, and first-year ice types respectively.

This chapter is outlined as follows: Section 3.1 introduces the two custom data

sets created and presents the training process for all four models used. In Section 3.2,

the sea ice detection results are presented and analyzed. In addition, the results of

the sea ice classification trained networks are examined. A general chapter summary

is provided in Section 3.3.
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3.1 Data Sets

This study first investigates the feasibility of deep semantic segmentation for sea

ice detection using onboard in-situ images. This is performed using the “sea ice

detection dataset” presented in Section 3.1.1. Upon successful feasibility assessment,

we perform a detailed evaluation of deep neural networks for different sea ice type

classification using images. This is performed using the “sea ice classification dataset”

presented in Section 3.1.2. Both datasets were created using footage from an actual

polar icebreaker journey, i.e., Nathaniel B. Palmer. The properties of the imagery

used to develop both datasets are outlined in Table 3.1. The exact route of the

Nathaniel B. Palmer on imagery journey is presented in Figure 3.1, the footage took

place from the period of February 17th, 2013 to March 20th, 2013 in the Ross Sea

during a research cruise investigating the role of dissolved organic carbon in the Ross

Sea ecosystem.

Number of images 42,947

Image type jpg

Image size 1920x 1440

Days 26

Frequency of capture 30 photos per second

Camera info GoPro HD2

Camera height 17m from the water line

Table 3.1: The properties of the Nathaniel B. Palmer images.
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Figure 3.1: The route of the Nathaniel B. Palmer from February 17th, 2013 to March

20th in the Ross Sea.

3.1.1 Sea Ice Detection

The first dataset is a multi-class dataset constructed from Go-pro images taken from

the Nathaniel B. Palmer ice breaker on its two-month expedition through the Ross

Sea, Antarctica. Video footage of the dataset can be seen in https://youtu.be/BNZu1uxNvlo.

This dataset is comprised of 720p and 4K high definition images taken from a fixed

location on the icebreaker. The images were periodically captured throughout each of

the days, with upwards of 1600 photos captured each day. Each of the days presents

an array of different conditions encountered in the voyage ranging from midday sun

to gray skies and the setting sun. In addition, some days present precipitation on the

lenses, which obscure the overall image. The purpose of this dataset is to evaluate

if semantic segmentation is feasible for ice detection aboard icebreakers. This set is

43



designed to be simplistic in nature, with only four classes being: Ice, Vessel, Ocean,

and Sky. This dataset is drawn from four unique days of the journey containing

different ice coverage and types, lighting, and environmental conditions commonly

encountered in polar voyages. Approximately 60 photos were chosen from each day

and labeled into the four classes using the freely available watershed labeling tool

PixelAnnotationTool [58]. The dataset was then broken up into three sets, being

training, validation, and testing. The data was split into each of the categories with

80% for training, 10% for validation, and 10% for testing. Due to the limited size of

the training set, data augmentation was applied to the images via horizontal mirroring

to give a final training dataset of 382 images.

3.1.1.1 Sea Ice Detection Labels

The semantic Segmentation ice detection model has four classes, defined as follows:

• Ocean: all open water in the image.

• Ice: all ice visible in the image, including ice pans, thin first-year ice, and

icebergs.

• Vessel: all sections of the boat, including the mast and flag visible on the front

of the boat.

• Sky: all visible sky in the image.

The model is designed to find and label all pixels to each of the classes, focusing

on separating the ocean from the ice. The proper classification of the ice is crucial

as mislabeled ice would defeat the entire labeling purpose and provide little relevant
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Figure 3.2: An example of a labelled training image showing the four classes: the

boat in red, ocean in purple, sky in blue and ice in green.

data to any navigation or mapping system. An example of a labeled image from this

data model can be seen in Figure 3.2. It is important to note that the labeled image is

colorized for visualization purposes, and the actual input labeled images are grayscale

ranging from 0-3.

3.1.2 Sea Ice Classification

The second dataset used in this study is also extracted from the same Nathaniel

B. Palmer go-pro imagery, as described above. Unlike the last dataset, there is an

increased focus on ice types and a variety of images used in the set. Of the entire
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available images, every day was used in the creation, with the exception of days that

only contained night-time footage. This decision to exclude the night-time images

from the set is due to the small sample size and limited visibility of the actual ocean

state from the camera location. This creates a comprehensive dataset capturing

many environmental conditions and ice types encountered on the icebreaker journey,

resulting in a significant variance of ice types in the dataset. For each of the days in

the dataset, approximately 60 images were chosen at random to be labeled. Each of

the images has a corresponding pixel-wise label, breaking the image down into eight

distinct classes. The pixel-wise labels were created using careful and detailed labeling

with the same watershed labeling tool used above [58].

The training dataset consists of 896 images, with approximately 53 images from

each of the days. Each image has a corresponding pixel-wise label, breaking each

image down into eight distinct classes. For validation, approximately six images were

randomly selected from each of the 17 days of footage to give 99 images for validating

the model. The test set is comprised of 102 images chosen from the 15 days used for

training and an additional two days that were not used for the training and validation

sets.

3.1.2.1 Sea Ice Classification Labels

The semantic segmentation ice classification dataset considers eight classes, four

classes to describe the non-ice objects, and four classes for ice types. The non-ice

objects are defined as follows:

• Ocean: all open water in the image.
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• Vessel: all sections of the boat, including the mast, people, and flag visible on

the front of the boat.

• Sky: all visible sky in the image.

• Lens Artifacts: any particles or objects on the camera lens obstructing the

image, an example is seen in Fig. 3.3f.

The model is designed to find and label all pixels to each of the classes with a focus

on separating the ocean and different ice classes. The proper classification of the ice

is crucial as certain mislabeled ice would defeat the purpose of the entire labeling and

would provide little relevant data to any navigation or mapping system. A labeled

image from this data model showcasing the majority of the classes can be seen in

Fig. 3.2. It is important to note that the labeled image is colorized for visualization

purposes, and the actual input labeled images are grayscale ranging from 0-7. There

are several characteristics related to sea ice considered when creating “egg codes”

for ice charts [141]. The egg code of an ice chart reports the types of ice (based

on thickness), concentration (using a scale of 10), and form of ice (based on the

size of ice floes). This information is also used in the IMO Polar Operational Limit

Assessment Risk Indexing System (POLARIS), where concentrations related to nine

different ice types are used for creating the ice numeral risk rating as given in Table

1 of [142]. Accurate classification of these types requires an ice service specialist

and other onboard sea ice observation aids [143]. As this work is basing ice type

classification only on sea ice imagery and labeling is performed by a knowledgeable

non-expert user, only four visually distinguishable ice types are used in this work. The

non-expert labeler consulted an expert for classification validation and used reference
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material [142] and [6] to follow established visual ice classification procedures when

labeling the images. The considered sea ice types are as follows.

3.1.2.2 New Ice

New ice is one of the difficult ice types to classify. It is used as a general term for

recently formed ice, including frazil ice, grease ice, and shuga. While these ice types

vary in looks, they all are thin and weak formations of ice, loosely frozen together.

In addition to the classical new ice, nilas is also included as new ice in this dataset.

Nilas is a thin elastic crust of ice with a matte crust and up to 10 cm thick. While

this is not new ice, the similarity in appearance and equivalent weakness of new ice

make it a valid inclusion as New ice for classification. New ice is predominantly seen

as smooth patches of water in the dataset with very little color. New ice is seen in

Fig. 3.3c.

3.1.2.3 Grey Ice

Grey ice, in the classification, represents two classes of ice being both grey ice and

grey-white ice. The main difference between these two types of ice is that the thickness

is 10-15 cm thick for grey ice, whereas grey-white ice is young ice 15-30 cm thick.

These classes have been combined to simplify the classification and the inability to

calculate the thickness of the ice based on the current dataset. The grey color is the

primary visual indicator for this ice; however, the ice shape and overall texture of the

ice are additional clues to identify the ice. An example of grey ice is seen in Fig. 3.3b.
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3.1.2.4 First-year Ice

First-year ice is described as floating ice of up to one year of growth and developed

from young ice. The ice thickness ranges from 0.3 to 2 meters in thickness and is

commonly seen as pack ice and sheets in the Arctic. In standards, this ice classification

is broken down into additional categories based upon the thickness being:

• Thin First-year Ice/White Ice - first stage: 30-50 cm thick,

• Thin First-year Ice/White Ice - second stage: 50-70 cm thick,

• Medium First-year Ice: 70-120 cm thick,

• Thick First-year Ice: Greater than 120 cm thick.

However, due to the difficulty of determining the ice thickness based purely on a

fixed camera front-facing view, the ice has been grouped into a single class. The main

visual features used to detect and classify the ice for labeling are the solid white color

and typical flat surface. The broken pieces of pans in rubble fields have also been

defined as First-year ice to simplify the labeling process. In the dataset, it appears

as both ice pans and sheets of ice. An example of first-year ice is seen in Fig. 3.3a.

3.1.2.5 Multiyear Ice

The last classification of ice for labeling is multiyear ice. This type of ice is old ice that

has seen at least two summers melt. The visual distinction of this ice is the smooth

hummocks with large interconnecting, irregular puddles on top of the ice. It has a

blue color to it where bare. Unfortunately, in the Nathaniel B. Palmer imagery, there

does not exist any multiyear ice due to it being an Antarctic voyage. Any additional
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(a) (b) (c)

(d) (e) (f)

Figure 3.3: Examples of (a) first-year ice, (b) grey ice, (c) new ice, (d) multiyear ice,

[6], (e) ocean, (f) lens artifact from the dataset.

expansions to the dataset will aim to include this ice classification as it is a critical

type of ice to distinguish between. An example of multiyear ice is seen in Fig. 3.3d.

3.1.3 Training

The SegNet model was trained from scratch using a windows machine with an Intel

i5-4670K CPU and 16 GB of RAM to train the detection networks. There were 382

images in our training set, resized to 918x688. The model was trained across five

epochs, with the training performance evaluated after each iteration to determine if

additional training was required. The PSPNet101 network was trained using transfer

learning for the cityscapes 713x713 dataset. Due to the models’ heavy training pro-
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cess, a virtual machine with 16 vCPU and 60 GB of RAM was created and trained

for nine epochs across the 382 training images resized to 713x713. For both of these

models, due to the small dataset size, there was no batch size, and all images were

used in each epoch. Additionally, the smaller epoch numbers were used to give the

overall performance of both architectures to evaluate each model’s performance.

For the ice classification dataset, to train both neural networks, a virtual machine

on google cloud compute was created to optimize training. Both models were trained

using a Linux-based, 16 vCPU with 60 GB of RAM. Although CPU was used to train

the model due to ease of access, GPU will be used to expedite the training process for

large datasets in future work. For the SegNet model, it was trained for 100 epochs

with a batch size of 512 images. The network was trained from scratch as no pre-

trained models were readily available in the model implementation. For the PSPNet

model, the network was trained using transfer learning from the cityscapes dataset.

Due to the transfer learning, the model was trained with 713x713 images. For both

models, the intersection over union (IoU) and pixel-wise accuracy were computed

after each epoch. The final weights used for both models were the models with the

best performance across the validation set. In Fig. 3.4, the pixel-wise accuracies of

validation sets for both architectures on both datasets are seen. It is noted that the

PSPNet101 model has fewer epochs due to the intensive training time (2 hours per

epoch). For both models, it is observed that the training set accuracy is higher than

validation as expected; however, it is noted that neither model started to overfit at

their max epoch. For the SegNet model, the best performance was determined to be

at epoch 72, while the best performance for PSPNet101 is at the 24th epoch.
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Figure 3.4: pixel-wise accuracy for the validation sets of both neural networks for the

ice classification dataset and the ice detection dataset

3.2 Results

3.2.1 Evaluation

For sea ice detection, both the SegNet and PSPNet101 networks are evaluated on

two performance metrics: pixel-wise accuracy and Intersection over Union (IoU). For

semantic segmentation of ice classification, both networks were evaluated using two

additional metrics, being false positive (FP) and false negative (FN). All four metrics
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are described below:

accuracy =
TP + TN

TP + FP + TN + FN
(3.1)

FP rate(FPR) =
FP

FP + TN
(3.2)

FN rate(FNR) =
FN

FN + TP
(3.3)

IoU =
area of intersection

area of union
(3.4)

where given a class (A), positives are the pixels that are predicted as belonging to

that class. Negatives are the pixels that are predicted as not belonging to that class.

True positive (TP): correct positive prediction; False positive (FP): incorrect positive

prediction; True negative (TN): correct negative prediction; False negative (FN):

incorrect negative prediction. IoU (Intersection Over Union) is a measure of how well

the bounding boxes fit the actual location of an object. Where intersection and union

are the intersection and union of the true and predicted pixel bounding boxes.

The results below were obtained on the respective test datasets, which were cre-

ated to provide a range of polar icebreaker operational conditions. These images are

sourced from the same days in which the neural network was trained; however, they

differ from the images used for the training data. Where the images are sourced from

an actual image feed of an icebreaker, they provide an excellent metric on how the

network would perform in the field. While this network only provides the results for

daytime images using one vessel, it showcases the potential and overall performance

of semantic segmentation for ice detection and classification.
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a(1) a(2) a(3) b(1) b(2) b(3)

c(1) c(2) c(3) d(1) d(2) d(3)

e(1) e(2) e(3) f(1) f(2) f(3)

g(1) g(2) g(3) h(1) h(2) h(3)

Figure 3.5: Comparison of segmentation results of both models for test images. In

images (a) - (f), the overall segmentation performances of both neural networks are

observed on images from the test dataset. (g) - (h) demonstrate the performance of

architectures on images from days of the [7] dataset that was unused for training.

(1), (2), (3) are used to indicate the image, SegNet prediction of classes, and PSPnet

prediction of classes, respectively, with the boat in red, the ocean in dark blue, the

sky in cyan, and ice in light blue.
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3.2.2 Sea Ice Detection Results

The performance of both models for sea ice detection is presented in Table 3.2. PSP-

Net101 outperformed SegNet in every metric with an average IoU of 90.1% compared

to 69.8% for SegNet, demonstrating a much greater contextual awareness. The pixel-

wise accuracies of the models present that the SegNet architecture has significantly

more classification errors as no class is over 95% compared to PSPNet, which boasts

all classes at least 96% accurate. When analyzing the actual classification results in

Fig. 3.5, the SegNet results have large patches of misclassifications and struggle with

differentiation between classes with similar coloring. Additionally, any considerable

variation, including water droplets on the lens and midday glare off the ice, causes

errors. For PSPNet101, there are few misclassifications visible in the results, with the

model performing well across the variety of polar ocean environments presented. In

the case of untrained imagery as seen in 3.5 g & h, PSPNet101 has a more robust per-

formance in the unfamiliar conditions with some misclassification occurring; however,

no large errors. SegNet, however struggles more with significant misclassification in

the sky and vessel pixels. The PSPNet101 neural network’s actual performance as

it is run across a section of day’s journey can be found in the following video link

https://youtu.be/Otx2Pu0XUdM.

3.2.3 Sea Ice Classification Results
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a(1) a(2) a(3) b(1) b(2) b(3)

c(1) c(2) c(3) d(1) d(2) d(3)

e(1) e(2) e(3) f(1) f(2) f(3)

g(1) g(2) g(3) h(1) h(2) h(3)

Figure 3.6: Comparison of segmentation results of both ice classification models using

test images. (1), (2), (3) are used to indicate the image, SegNet prediction of classes,

and PSPnet prediction of classes, respectively, with the boat in red, the ocean in

dark blue, the sky in cyan, first-year ice in white, grey ice in grey-blue, and new ice

in pale blue. In images, both neural networks’ overall segmentation performances are

observed on images from the test set.
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Metric Network Average Ocean Vessel Sky Ice

IoU SegNet (Detection) 69.8 44.1 80.4 74.7 80.0

IoU PSPNet101 (Detection) 90.1 80.8 89.3 95.7 94.7

Pixel-wise SegNet (Detection) 92.0 89.5 95.5 89.3 93.6

Pixel-wise PSPNet101 (Detection) 97.8 96.6 97.7 98.4 98.5

Table 3.2: IOU & pixel-wise accuracy of the PSPNet101 and SegNet deep neural

networks on the ice detection datasets.
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Table 3.3 presents the results for the SegNet and PSPNet architectures for the

sea ice detection dataset. SegNet was only able to achieve an average IoU of 53.6%,

while the model performed well for the vessel and sky classifications; it only reached

an IoU of 54.8% for the combined ice types. PSPNet101 had a higher average IoU

at 75.5% with a combined ice classification IOU of 83.8%. For every classification

IoU, PSPNet presents a higher accuracy. The pixel-wise accuracies between both

models suggest a more promising result for SegNet. However, in each class, it is

marginally outperformed by PSPNet101. In Fig. 3.6, PSPNet101 demonstrates its

strength across the varying conditions with no apparent errors in any of the results.

SegNet, on the other hand, presents difficulties with differing environments. The

classification of the vessel and sky is consistent. However, there are clear errors in

the results, including sky as ice due to the ship shadows and errors from the sun’s

reflection off the ocean. While the SegNet architecture has poor overall accuracy for

segmentation, the PSPNet101 demonstrated excellent potential in the field. Overall,

PSPNet101 had a higher accuracy than the two models. PSPNet101 has a good

average IoU performance, along with excellent IOU for all classes, except for new ice

and lens artifacts. SegNet IoU demonstrates that while it had good pixel accuracy, the

errors significantly impacted the IoU, only resulting in an average IoU of generating

53.6% and having two classes perform poorly with individual IoUs of 31.9% and

9.0%. This disparity in network performance is not unexpected, as PSPNet101 is a

significantly more complex and deep neural network than SegNet. The PSPnet101

architecture’s performance across an entire day of images can be found at the following

link https://youtu.be/LisIE47Kz28.

For SegNet, the rates of the FN and FP are typically higher than that of PSP-
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Net101. There is an extremely high rate of false negative detection for new ice and

lens artifacts. The ocean and first-year ice classes also are classified wrong, with only

the vessel, grey ice, and sky classes having a low false negative rate. The false pos-

itive rate average for SegNet is only 2.0%, with grey ice, sky, and ocean commonly

mistaken. The lens artifacts class has a low FP rate due to the limited classification

of the class in the model. For PSPNet, new ice and lens artifacts have the highest

FN rate, with new ice and grey ice having the highest FP rate. This is as expected

because both new ice and lens artifacts have the most confusion between other classes.

The vessel, sky, and first-year ice have minimal FN and FP rates.

In both networks, they appear to struggle with the proper classification of new

ice and lens artifacts. For the lens artifacts, these appear as water droplets on the

lens and have little representation in the dataset. Due to the labeling method, the

overall region labeled as lens artifacts is challenging to define correctly and overlaps

with the more common classifications. For the new ice, it confused most with first-

year ice and the ocean class, as seen in Fig. 3.7. From the confusion matrix given in

Figure 3.7a, it is evident that the SegNet has a poor performance on the small classes,

with a widespread of false positives. The new ice classification is commonly confused

for first-year ice, grey ice, and ocean, and the lens artifacts are more often confused

as both sky and ocean classes than its class. The first-year ice is also occasionally

confused with the sky, which is the case in Figure 3.6 h(2) and k(2), where there are

sections of the ice labeled as the sky. Lastly, the ocean class is seen to be mistaken as

ice classes. For PSPNet, Figure 3.7b has the same issue with new ice confused with

grey ice and first-year ice; however, it is to a much smaller degree. There is little

confusion observed between non-ice classes and ice classes. Lastly, the first-year ice
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(a)

(b)

Figure 3.7: (a) The confusion matrix for the SegNet architecture on the ice classifi-

cation dataset. (b) The confusion matrix for the PSPNet101 architecture on the ice

classification dataset.

61



and grey ice classes are occasionally confused with each other around 2.2% and 1.6%,

respectively. However, this confusion, as seen in Fig. 3.6 is mainly caused by these

classes commonly bordering on each other.

Although there is no directly comparable work to benchmark the performance, we

provide a comparison of our results with the following closely related applications.

Work in [42] applies a custom lightweight CNN architecture using three convolutional

layers, which achieves an overall pixel-wise accuracy of 91.6% for a 77-image valida-

tion dataset. Similarly, [40] achieves a mean IOU of 88.1% and pixel accuracy of

95.9% using a custom CNN for 3-class segmentation. Finally, [41] uses the ResNet

architecture to achieve an accuracy of 90% for a 39 image test dataset for ice object

classification. The results achieved for detection is presented in Table 3.2 is compa-

rable with the performance of these related application domains which use CNNs. It

is important to note that a higher complexity architecture than the networks used in

[40–42] is needed for the proposed work due to the challenging application domain.

The lightweight CNN architecture considered in this work, SegNet, significantly un-

derperformed for ice class classification as shown in the comparison of the results

given in Table 3.3.

Fig. 3.8 illustrates the performance processing time tradeoff between the two

networks for both sea ice detection and classification. The tradeoff between the

models is apparent, where PSPNet presents a more accurate segmentation at the cost

of speed. There is little change in the frames per second of the PSPNet model between

both datasets, indicating that the number of classes in the classification dataset does

not significantly impact the model speed.
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Figure 3.8: Speed vs. mean IOU for both architectures for both datasets. A clear

divide between accuracy and speed is presented between both models. The running

time is measured on an AMD Ryzen 7 3800X with 32 GB of RAM.

3.3 General Chapter Summary

In this chapter, two custom semantic segmentation datasets are created for training

and evaluating neural network performance of sea ice detection and sea ice classifi-

cation onboard polar vessels. Two semantic segmentation neural networks, SegNet

and PSPNet101, are implemented for sea ice detection into four distinct classes in

polar waters and evaluated by their pixel-wise and IoU performance on the test set.

The two neural networks are investigated on the sea ice classification dataset, which

expands on the number of classes in the images, including three ice types and lens

artifacts. The performance of both algorithms is again compared versus each other

with increased metrics including false positive, false negative, and confusion matri-

ces. Lastly, the speed tradeoff of both neural networks is evaluated to determine the
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overall capability for in-situ ice classification for polar vessels.

The results show that the PSPNet101 architecture can attain 97% accuracy for

sea ice detection and achieves false negative rates of 12.4%, 2.6%, and 4.6% for new,

gray, and first-year ice types classification, respectively. In the future, this work

should be expanded further increasing the training dataset size and incorporate data

from different polar voyages. Increased segmentation of the detected first-year ice is

desired to further meet the desired classifications. Additionally, the detection of the

freeboard of ice and rolling faces of ice is of crucial importance to realize automated

navigation and mapping aids for arctic environments.
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Chapter 4

Fault Detection in Small Satellite

Attitude Determination

This chapter presents a magnetometer fault detection and recovery method for small

satellites. Magnetometers are prone to pick up any short-term anomalies of the local

magnetic field arising from data telemetry, magnetorquer, or reaction wheel activation

of the satellites. Furthermore, the attitude estimation solution will be affected by

persistent changes in the local magnetic field, such as sensor degradation, deployable

panels, and thermal cycling. For small satellite attitude determination, an accurate

magnetometer signal is necessary to keep precise attitude estimation. Therefore a

magnetic fault detection method is required to disable the magnetometer updates in

the short term. In case of persistent anomalies, it becomes necessary to recalibrate

the magnetometer parameters using orbital data to account for the changes in the

mathematical model. For this purpose, this chapter proposes a fault detection and

recovery method using advances in estimation theory and machine learning.
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State-of-the-art attitude estimation and fault detection methods rely on the confi-

dence bounds of the expected sensor readings as a means of detecting possible anoma-

lies [132]. However, these confidence bounds are not correctly tracked, especially in

the case of small satellites, because fewer sensors support the attitude estimation

solution. Furthermore, the traditional methods [144] do not adhere to theoretical

constraints that exist in the estimation problem, i.e., the techniques are not observ-

ability consistent [145]. Therefore, there is a need to develop observability consistent

filters for small satellite attitude estimation, which can keep accurate track of confi-

dence bounds leading to correct identification of anomalies in sensor readings.

The state-of-the-art magnetic calibration methods [146] require custom calibration

runs for the magnetometer that can ideally be performed in a lab setting. The mag-

netic readings from these calibration trajectories (at a minimum 360-degree rotation

along two orthogonal axes) are used to identify any bias, and scaling parameters of

the magnetometer [147]. These values are hardcoded in the estimation filter to assist

with the estimation process. However, during orbit, these calibration runs cannot

be performed. It would require a long duration to complete rotations with minimal

magnetorquer and reaction wheel activation corrupting the data. More importantly,

the execution will need the attitude estimator to be already functioning to control the

trajectory. However, by considering all available data (gyroscope, sun sensor, biased

magnetometer), it can be shown that the unknown bias of the sensor is observable

for an orbit [148] given an accurate regression procedure is performed on the data.

Therefore, a machine learning regression procedure needs to identify these unknown

magnetometer parameters using satellite data during an orbit and execute it in a

suitable way to account for the nonlinear attitude error parameterization applicable
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to the estimation problem.

The contributions of this work are as follows:

• A novel filter with quaternion right attitude error parameterization for small

satellites. This attitude estimation method allows the filter to maintain accu-

rate confidence levels of the estimation for a prolonged duration compared to

state-of-the-art methods and, as a result, accurately detect anomalies of sensor

readings.

• A machine learning regression method using nonlinear attitude parameteriza-

tion to recalibrate the magnetometer parameters using captured orbital data.

This machine learning regression approach considers all data in the calibration

process including, the sun sensor, gyroscope, and any other sensors of the small

satellite, making it capable of optimizing the parameters without the need for

full 360◦ 3D calibration rotations of the magnetometer.

This chapter is outlined as follows: first, the mathematical model used for attitude

determination is presented in Section 4.1 leading to a new attitude estimation algo-

rithm; then, the observability analysis and constraints are analyzed in Section 4.2.

Section 4.3 presents the simulation environment and simulation results for the pro-

posed parameterization. Section 4.4 presents the physical test environment and phys-

ical test results for the proposed parameterization.Section 4.5 discusses the proposed

fault detection strategy. ?? presents the machine learning regression algorithm that

uses the orbital data for failure recovery of the magnetometer. The final section,

Section 4.7 presents the simulation environment and simulation results for the fault
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detection algorithm, fault isolation algorithm, and the machine learning algorithm.

Lastly, a general summary of the chapter is provided in Section 4.8.

4.1 Satellite Attitude Dynamics

The position and orientation of a satellite are defined using the body frame {B}

attached to the geometric center of the satellite, and the Earth-centered inertial frame

{ECI} is used as the reference frame for navigation. To simplify the model, we assume

that the gyroscope and the magnetometer sensor coordinate systems are aligned and

located at the body frame {B}. Each sun sensor i is defined by a sensor frame

{Si} with axes aligned with the body frame. The magnetometer requires a magnetic

field model defined with respect to the Earth-centered earth-fixed {ECEF} frame of

reference. The overall coordinate systems related to the attitude determination and

control subsystem (ADCS) are seen in Figure 4.1.

The nonlinear state-space model of the system can be represented using the fol-

lowing model:

ẋ = f(x,u,w)

y = h(x,v)

(4.1)

where x is the system state vector, ẋ is the first order derivative of the system state

vector, u is the input vector, and w is the process noise. Vector y is the measurement

vector, and v is the measurement noise vector. The state vector has a dimension of

7 and is defined as:

x =
[
ECIqTB b

T
w

]T
(4.2)

the state includes the unit quaternion of the satellite, ECIqB corresponding to rotation
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Figure 4.1: Coordination systems related to attitude on satellites. {B} is the body

frame, {ECI} is the Earth-centered inertial frame located at the center of Earth and

fixed, {ECEF} is the Earth-centered, Earth-fixed frame situated in the center of Earth

and rotates.
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from the body-fixed frame {B} to the ECI frame {ECI} and the gyroscope bias, bw

expressed in frame {B}. To simplify the equations, q will be used to denote the

quaternion orientation of the satellite.

The ADCS rotation dynamics corresponds to the following equation:

ECI q̇B = 0.5q ∗ Bω (4.3)

where Bω is the angular velocity of the satellite corresponding to the rotation relative

to the {ECI} frame expressed in the {B} frame. This is driven using measurements

from the gyroscope given by:

ωm = Bω + bω + νωm ,

ḃω = νbω

(4.4)

where ωm is the gyroscope measurements vector, νωm and νbω are stochastic Gaussian

noise variables for gyroscope measurement and gyroscope bias random walk process

respectively.

The satellite model in (4.1) only has one input vector being the gyroscope mea-

surement, giving:

u = ωm

The system noise vector in (4.1) is defined as w = [νTωm
νTbω ]T .

The measurement vector of the satellite has a dimension of 9 and is defined as:

y = [yTb s
T
fine s

T
coarse]

T (4.5)

the vector includes the magnetometer measurement yb expressed in {B}, the fine sun

sensor measurement sfine, and coarse sun sensor measurement scoarse. The mathe-

matical models of these measurements are given in the following sections.
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4.1.1 Magnetometer Model

A magnetometer sensor outputs the magnetic field strength at any point during an

orbit corresponding to the latitude and longitude of the point. To properly be able to

simulate the magnetometer model during the orbit of the satellite, the exact position

of the satellite in {ECEF} frame is required. The magnetic field reference vector

can be obtained by using the orbital position of the satellite and the world magnetic

model. That is:

be = ECEFRT
ECI WMM(ECEFRECI

ECIp)

where be is the magnetic field reference vector for the satellite position, ECIp is the

satellite position expressed in the {ECI} frame, and ECEFRECI is the rotation matrix

from {ECI} to the {ECEF} frame. The world magnetic model (WMM) [149] gives

the magnetic field strength using the current magnetic database. Using the obtained

magnetic field strength vector, the satellite magnetic field strength measurement is

given as:

yb = RT
q be + νb (4.6)

where Rq := ECIRB is the quaternion rotation matrix from the {B} to body frame

{ECI}, and νb is the measurement error in the magnetometer. This equation gives

the magnetic field strength measured at the satellite expressed in the body frame

{B}. The noise of the sensor is modelled as stochastic Gaussian noise.

4.1.2 Sun Sensor Models

In principle, a sun sensor measures the relative direction of the sun with respect to

the satellite body frame. This output measurement is a vector called the sun vector
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measurement and is modelled as:

Bs = RT
q
ECIsref + νs (4.7)

where νs is the measurement noise of the sensor, and ECIsref is the sun reference

vector. The sun reference vector is obtained by using the sun’s relative position to

the satellite’s orbital position with respect to the {ECI}. To simplify the sun’s model

for the simulation, the Earth is assumed to be in a fixed position relative to the sun

in the {ECI} frame. This assumption is valid for any small number of full orbit

simulations, where the Earth would not rotate drastically around the sun in a period

of a standard 90-minute orbit. Given that the Earth has an orbital period of 365 days

around the sun, the change of the Earth’s position for any given day, which equates

to 16 orbits of the international space station (ISS), is less than 1 degree around the

sun. The reference sun vector is obtained by:

ECIsref =
psat − psun
||psat − psun||

where psun is the sun position expressed in the {ECI} frame, and psat is the satellite

orbital position expressed in the {ECI} frame.

The satellite has two types of sun sensors, which both produce slightly different

results. The first sun sensor, a fine sun sensor is a high precision sensor that gives the

sun vector as outlined in (4.7). Small satellites such as the Killick-1 satellite of MUN,

are typically only equipped with one fine sun sensor. As a result, the field of view of

the sensor should be modelled to see if the sun sensor measurement is available. The
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field of view model is implemented as follows:

pfs = RT
q pfsB

θ = atan2(
pfs × ECIsref
pfs · ECIsref

)
(4.8)

where pfs is the position of the fine sun sensor with respect to the sensor {S} frame,

and pfsB is the position of the fine sun sensor expressed in the body frame {B}.

Variable θ is the four-quadrant angle between the fine sun sensor and sun reference

vector used to determine if the sun is in the sensor’s field of view. If the sun is not in

the field of view selected as 45◦, the sensor outputs a zero vector.

The second type of sun sensor, a coarse sun sensor, gives the sun reference vector

a more extensive uniformly distributed noise. Coarse sun sensors exist as an array of

sensors with at least one coarse sun sensor on every face of the satellite. Each sensor

determines the angle between the sun and sensor using the same equations in (4.8).

The minimum angle between each of the sensors and the sun is taken, and the sensor

position with respect to the body frame is taken as the output sun reference angle.

This is a simplification of the sun position determination that assumes one sensor is

in full view instead of a combination of each of the visible sensors.

Lastly, sun sensors only operate when the sun is in the field of view of the satellite.

To simplify the equations to determine if the Earth occults the sun, the satellite

position, Earth and sun are projected to 2D as seen in Figure 4.2. To determine if

the satellite has visibility of the sun, its position is checked to see if it falls within the

area of no visibility behind earth. To accomplish this process, the barycentric weights

of the satellite are calculated and compared to the three points of the gray triangle

[150]. If any of the weights are outside of the range of 0-1, the satellite is outside of
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Figure 4.2: A 2D approximation of the sun, Earth and satellite position for the sun

reference angle. The area shaded in gray is the area where the satellite has no visibility

of the sun.

the polygon.

4.1.3 Filtering algorithm

In this section, we present the state-of-the-art attitude estimation method used by

satellites, i.e., the multiplicative extended Kalman filter (MEKF) [117] using an error

state Kalman filter design workflow [38]. The error state Kalman filter uses the sys-

tem’s input and sensor noise parameters to find an optimum solution for the unknown

state vector. The algorithm is optimized for linear systems with Gaussian noise pa-

rameters. However, in practice, the Kalman filter is often used for nonlinear systems

[151, 152] such as the ones considered here. The drawback is that the method has

a smaller domain of attraction where the estimated state vector x̂ approaches the

actual state vector x. The algorithm effectively attempts to drive the error state

(difference between x̂ and x) to zero.

The error state vector corresponds to the geometric distance between the actual

state vector x and the estimated state vector x̂. The error state is defined as x̃ = x	

x̂, where the inverse mapping operation	 is used to represent the geometric difference
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using lie groups as seen in [123]. For the bias, this mapping is standard subtraction

however this operation changes for the quaternion. The error for the quaternion is

represented using a rotation vector θ̃ which is defined as, θ̃ = LogS3(q̂
−1 ∗q) where ∗

represents quaternion multiplication, and LogS3(·) is the mapping from the quaternion

representation to the rotation vector representation. Similarly, the actual state x can

be defined as x = x̂⊕ x̃ , where ⊕ is the retraction operation used to represent the

error perturbation of the estimated state. For bias it is vector addition b = b̂+ b̃ but

for quaternions it is defined as q = q̂ ∗ExpS3(θ̃) where ExpS3(·) is the mapping from

rotation vector representation to the quaternion representation.

The definitions for ExpS3(·) and LogS3(·) are as follows:

q = ExpS3(θu) , cos

(
θ

2

)
+ usin

(
θ

2

)
(4.9)

θu = LogS3(q) , 2v
arctan(||v||, w)

||v||
(4.10)

where w = q1, v = (q2, q3, q4). Vectors u = θ
||θ|| and θ = ||θ|| are the axis and the

angle corresponding to the rotation vector θ respectively.

The resulting error state vector can be summarized as:

x̃ = x	 x̂ =

 θ̃

b̃w

 =

LogS3(q̂
−1 ∗ q)

bw − b̂w

 . (4.11)

Similarly, the error perturbations of the estimated state can be summarized in

(4.12). The first-order linearizations of the errors can be defined assuming small

angles:
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x̂⊕ x̃ =

 θ̃

b̃w

 =

q̂ ∗ ExpS3(θ̃)

b̂w + b̃w

 linearize−−−−−→

q̂ ∗ (1, 1/2 δθT )T

b̂w + δbw

 (4.12)

where θ̃ is the linearized attitude error and b̃w is the linearized bias error.

Defining the continuous error state model ˙̃x in 4.3 using (4.12) and the first order

linearization gives:

˙̃x
Linearize−−−−−→ δẋ = Fδx+Gwδnw (4.13)

where F and Gw are the Jacobian matrices of the process model with respect to the

error state and the process noise. The linearized measurement noise vector δnw =

[νωm νbω ]T consists of the first order linearizations of the process noises.

The F and Gw matrices corresponding to this model are given as:

F =

[−ωm − b̂ω]× I3

03 03



Gw =

I3 03

03 I3


To simplify the matrices, Ii is a i × i identity matrix, 0i is a zero matrix with size

i× i and [·]× denotes a skew symmetric matrix operator.

The linearized error state measurement model is formulated as:

ỹ
Linearize−−−−−→ δy = Hδx+Gνδnν (4.14)

where H and Gν are the Jacobian of the measurement model with respect to the

error state and the measurement noise. The linearized measurement noise vector
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δnν = [νb νfine νcoarse]
T is the first order linearizations of the measurement noises.

The H and Gν are defined as:

H =


[R̂q

T
be]× 03

[R̂q
T
sref ]× 03

[R̂q

T
sref ]× 03



Gν =


I3 03 03

03 I3 03

03 03 I3


where R̂q

T
is the rotation matrix parameterized using the estimated quaternion q̂

which expresses the rotation matrix from the {ECI} frame to the body frame {B}.

4.2 Observability

Observability in the sense of control systems, refers to the ability to observe your state

variables under specific conditions using the inputs u and outputs y of the system.

Given the mathematical model and set of inputs and measurements, we solve all the

current trajectory states using the given sensor readings. If the observability matrix is

not full rank, it indicates that certain state variables are unobservable and cannot be

properly updated in the system. For a non-linear system such as the satellite attitude

determination system, the non-linear observability matrix O can be expressed as:

O =
{
∇Llfa,...fb h(x)|a, b = 0 . . . k; l ∈ N

}
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4.2.1 Observability Analysis

To determine the observability of the satellite during the eclipse, the gradient of the

measurement model can be expressed as:

h (x) =

[[
R̂T
q be

]
×

03

]
During the eclipse, both sun sensors will produce null signals. They are not accounted

for in the measurement model leaving only the magnetometer data as the sensor

readings available for attitude determination. With this model, a null space matrix

N is computed as:

N1 =

RT
q be

0


with our states as:

x̃ =

 θ̃
b̃w


Any rotation around the magnetic field vector will result in an unobservable state.

To address this, observability constraints can be implemented. To ensure the observ-

ability, the following conditions must be met:

N(k+1) = Φ(k+1|k)Nk & HNk = 0

where Φ denotes the state transition matrix from k to k+1. With the current model,

the HN = 0 condition is only met when:

[
R̂T
q be

]
×
RT
q be = R̂T

q [be]× R̂
T
q R

T
q be = 0

but,

R̂T
q R

T
q = δR
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This means that the condition is only satisfied if the error between our estimated

and actual quaternion is 0. This is not possible to achieve with the current model,

where we rely on our estimated quaternion to be perfect. The left quaternion error

parameterization used for the model is switched to the right error model to address

this issue. This expresses our attitude error variables in the {ECI} frame as opposed

to the body frame. The error definition update is shown below:

Left : q = q̂ ∗ ExpS3
(
θ̃
)

→ Right : q = ExpS3

(
θ̃
)
∗ q̂

where exp represents the exponential mapping of the estimated rotation error from

the lie group SO(3) to S3 [123], which now gives the H and null matrix as:

H = [[b′e]x 0] & N =

be
0


Now to satisfy the HN = 0 condition, we only rely on our measurement magnetic field

to be equal to the actual magnetic field, b′e ≈ be. This can reasonably be achieved

using the orbit data and does not depend on the attitude state of the filter. To

implement the right error parameterization change in the attitude estimator, all F ,

G & H matrices are required to be modified to express in the {ECI} frame. This

gives:

F =

03 −Rq

03 03



G =

−Rq 03

03 I3


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H =


[be]× 03

[sref ]× 03

[sref ]× 03


In summary the algorithm for the proposed attitude estimator is as follows:
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Right S3 EKF Attitude Estimator
Model :

ẋ = f(x,u,w) q̇
ḃω

 =

 1
2q(ωm − bω + νωm)

νbω


y = h(x,ν)yb
ys

 =

 RT be + νb

RTsref + νs


Error model :

x̃ = x	 x̂ = (θ̃, b̃ω) where, θ̃
b̃ω

 =

LogS3(q ∗ q̂−1)

bω − b̂ω

 ≈
 δθ

δbω

→ δx =

 δθ

δbω

→ ˙δx = Fδx+Gww

ỹ = y 	 ŷ =

 yb − R̂T be
ys − R̂Tsref

 → δy =

δyb
δys

→ δy = Hδx+Gνν

Initialization :

x̂ =

(
q0,0

)
P = 0.1I6 Qw = E(wwT) Rν = E(ννT)

Filter Equations :

x̂k+1|k =

∫ (k+1)T

kT

f(x̂k,uk)dt q̂k+1|k

b̂ωk+1|k

 =

∫ (k+1)T

kT

0.5q̂k(ωmk
− b̂ωk

)

0

 dt

P = ΦPΦT +Qd

x̂k+1 = x̂k+1|k ⊕Kỹ q̂k+1

b̂ωk+1

 =

ExpS3(Kqỹ) ∗ q̂k+1|k

b̂ωk+1|k +Kbω ỹ

← K =

Kq

Kbω


S = HPHT +Rd

K = PHTS−1

P = (I −KH)P (I −KH)T +KRdK
TP

Filtering Matrices :

F =

03 −R

03 03

 H =

 [be]× 03

[sref ]× 03


Gw =

−R 03

03 I3

 Gν =

I3 03

03 I3



Φ = eFT ≈ I + FT +
1

2
F 2T 2 Gd =

∫ T

0

eF (T−λ)Gw dλ ≈ GwT

Qd = GdQwG
T
d Rd = GνRνG

T
ν
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Note that this algorithm is different from the usual left error parameterization used

by state-of-the-art attitude estimation algorithms (MEKF) for satellites [117], i.e.,

q̃ = q̂−1 ∗ q = ExpS3(θ̃). This thesis evaluates the improved performance achievable

by using the right error parameterization EKF algorithm presented above in terms of

estimating the correct confidence bounds for satellite attitude estimation.

4.3 Simulation Testing of the Right Error Param-

eterization

4.3.1 Simulation Environment

The first step for testing the proposed right quaternion S3 error parameterization is

to develop a simulation environment to simulate both the proper orbit and sensors

for the satellite. MATLAB has been used to simulate the space environment for its

ease of access for simulations and the authors’ familiarity with the software. Both

the sun and Earth are simulated in the model with their proper sizes and distances

apart to generate sun sensor results. To simplify the environment, the sun and Earth

are configured as fixed points in the simulation. The simulation only focuses on a

small number of orbits of the satellite around Earth lasting less than an entire day,

this simplification has no impact on the performance of the simulation. To simulate

the satellite trajectory around Earth, a high precision orbit propagator is used to

generate an orbital trajectory for the satellite orbiting earth [153]. The propagator

parameters are configured to mimic the International Space Station’s orbit around

the planet, which is the standard orbit that any CubeSat satellite would follow, and

82



is the expected orbit of the Killick-1 CubeSat. The magnetometer is simulated using

the International Geomagnetic Reference Field (IGRF) model. This model uses a

specified time and orbital position in latitude, longitude, & altitude to return the

magnetic field vector in the {ECEF} frame. A conversion function is used to convert

the magnetic field vector to the {ECI} frame and further to the body frame of the

satellite, resulting in the simulation of an actual magnetometer reading for a satellite.

The sun sensors are simulated based on each of the sensors’ orientation with respect

to the sun. To determine if any of the sensors are out of the field of view, each sensor

reference angle to the sun position is computed. Additionally, the sun and Earth’s

position are taken into account to determine if the satellite is in the eclipse or not.

Each sensor reading is simulated with Gaussian noise and drift in the case of the

gyroscope. To best analyze the performance of the new S3 error parameterization, a

Monte Carlo simulation is used to evaluate the left versus right quaternion algorithm.

4.3.2 Performance of the Right Error EKF

The simulation is run with the same seeded random number generation and same

noise figures for both the error parameterizations to evaluate the right quaternion

error parameterization performance. The two primary evaluation criteria for the

sensor fusion are the Root Mean Squared Error (RMSE) and Normalized Estimation

Error Squared (NEES). RMSE is defined as:

RMSE =

√√√√ n∑
i=1

(yi 	 ŷi)2
n

(4.15)

NEES is defined as:

NEESk = (yk 	 ŷk)P−1k|k (yk 	 ŷk) (4.16)
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A lower RMSE value signifies accurate estimation while an ideal NEES value of the

degrees of freedom of the variable signifies consistent estimation, i.e. the predicted

confidence bounds correctly bounds the actual estimation errors. That is an ideal

NEES value of 3 for both the NEES ang and NEES bw. To compute these metrics,

a Monte Carlo simulation is conducted for ten iterations. The RMSE and NEES of

both models are displayed in Figures 4.3 and 4.4. It is important to note that the

simulator used the same orbit trajectory while a Monte Carlo simulation was con-

ducted. In this orbit, the satellite enters the eclipse at 650 seconds and remains in

the eclipse until 2500 seconds. The eclipse region is highlighted in grey. From the

figure, a significant spike is observed in the left quaternion error parameterization

during the eclipse in both plots. From the RMSE plot, at the start of the eclipse,

both error parameterizations follow a similar expected increase in the error of the es-

timated orientation. The longer the satellite is in the eclipse, an increase in the error

is seen from the left parameterization. In contrast, the right error parameterization

remains below its counterpart. There is a slight unnoticeable variance between both

parameterizations on the gyroscope bias error side, where this variable is unaffected

by the reduction of sensors. In analyzing the NEES comparison, a significant impact

is observed. While the right quaternion parameterization stays consistent through-

out the entire orbit holding a value around 3, the left error parameterization NEES

consistently grows during each eclipse. This is the result of spurious updates of the

unobservable states during the eclipse period. Once the satellite regains vision of the

sun, the NEES returns to its correct values. The simulation results are also expanded

to simulate five orbits to demonstrate the consistency of the estimates achievable by

the right error parameterization when compared with the left error parameterization
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Figure 4.3: The left and right quaternion error parameterization RMSE performance

for one full orbit simulation.

Figure 4.4: The left and right quaternion error parameterization NEES performance

for one full orbit simulation.
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for attitude estimation. The RMSE and NEES plots are seen in Fig. 4.5 and Fig. 4.6.

The results are observed for the five orbits, with the left parameterization resulting in

larger spikes during each eclipse period. The right error parameterization maintains

a lower RMSE for angle estimation of on average 0.0981 lower than the conventional

left parameterization during the eclipse period. In addition, the right parameteriza-

tion maintains a NEES value closer to the ideal value of 3 due to its observability

consistency property.

4.4 Physical Testing

4.4.1 Sensor Board

As part of the thesis, physical testing of the right error parameterization was per-

formed on hardware to validate the filter for experimental implementation. To con-

duct physical testing, a sensor suite was built to incorporate all sensors in the same

board. The original board design was built by Steven Zhang, an undergraduate

student on the Killick-1 project. The sensor suite was designed to include a three-

axis ADXRS453 gyroscope, a three-axis BMM150 magnetometer, and a three-axis

ADXL354 accelerometer that all communicate to a raspberry pi zero via an SPI in-

terface. The sensor suite has been modified to communicate with the magnetometer

over I2C and use a raspberry pi zero W instead of the previous design. The usage of

the raspberry pi zero W allows for wireless communication to the sensor suite where

the previous board required an umbilical to communicate with any computer. In ad-

dition, a fine sun sensor is simulated in the sensor suite using a raspberry pi camera
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Figure 4.5: The left and right quaternion error parameterization RMSE performance

for five full orbits simulation.

Figure 4.6: The left and right quaternion error parameterization NEES performance

for five full orbits simulation.
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Figure 4.7: Sensor suite testing board

module V2 mounted on top of the raspberry pi with a 3D printed mounting board.

The sensor suite is seen in Figure 4.7. The board can be powered remotely via a

battery pack connected to the sensor board or a portable USB charger connected to

the raspberry pi power micro USB header. The camera attached to the board is used

to simulate a fine sun sensor used for ADCS on satellites. The camera algorithm

is designed to detect the sun. The sun is simulated using a flashlight with a white

cover over the lens to reduce the glare. The algorithm uses basic thresholding to filter

out anything excluding the flashlight in a dark room and detects the centroid of the

sun. The sun vector is then determined using the following algorithm in Figure 4.8:

The magnetometer was calibrated within the lab environment using a figure-eight

technique to record a dataset used to calibrate the magnetometer’s coefficients. Since

the sensors communicate with three different protocols, the sensors on the board are

threaded to allow for the fastest sampling time possible for each sensor. The times-
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Figure 4.8: The sun sensor calculation technique

tamps are recorded for each iteration to allow for easy syncing of the data. With

the threading, the magnetometer, accelerometer, and gyroscope achieve a maximum

frequency of 30 Hz. The sun sensor achieves a maximum frequency of 0.6123 Hz in

the current implementation.

4.4.2 Physical Testing Environment

The physical testing was conducted at the Intelligent Systems Lab at Memorial Uni-

versity. The sensor board detailed in Section 4.4.1 was fixed to a rotary table in the

lab and powered via a USB charger. All sensor data was recorded for each test run

and tested without lights on to ensure the sun sensor algorithm would detect the

flashlight mounted in the room. A motion capture system was used to record the
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Figure 4.9: The lab test environment at Memorial University

ground truth of the sensor suite with motion capture markers mounted to multiple

points of the sensor board. The lab environment is seen below in Figure 4.9. The test-

ing consisted of rotating the rotary table around and holding it at stationary points

to assist in the data alignment between the ground truth and sensor recordings.

4.4.3 Physical Testing Results

For the physical testing, the sensor board was run for nine minutes, with the sensor

board held stationary for the initial minute to adjust and tune the Kalman filter. The

rotary table was rotated to a new fixed position and held motionless for the remainder

of the thirty seconds every thirty seconds.

In Figure 4.10 the RMSE of the data is presented. The right error parameterization

was able to achieve accurate attitude estimation performance comparable to that of
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Figure 4.10: The left and right quaternion parameterization RMSE performance for

the nine minute lab physical testing.

Figure 4.11: The left and right quaternion parameterization NEES performance for

the nine minute lab physical testing.
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the left version of the filter.

There is no major performance difference between the left versus right error

quaternion estimation for the trajectories considered in the current experimental

study. Figure 4.11 presents the NEES for both error parameterizations. In both

the angular and gyroscope bias plots, there is negligible variation in the performance

of the parameterizations. The physical testing did not demonstrate the same trends

from the simulation environment. However, it did demonstrate that the right quater-

nion performance is comparable to the left quaternion performance for actual experi-

mental data. The lack of error propagation from the left quaternion parameterization

in the simulation can be attributed to the duration of the eclipse period in the lab

testing. The complete test set lasts for nine minutes in the lab testing with a 2-3

minute maximum period where the sun is unobservable. In the simulation environ-

ment, the eclipse period lasts for approximately 45 minutes which is the eclipse period

of a CubeSat in an ISS orbit. This short eclipse period will not result in the drift as

seen in the simulation. When looking at the start of the eclipse, the left and right

quaternion error parameterizations have comparable performances until a portion of

the eclipse has passed. Due to hardware limitations, the sensor board was unable to

collect a test set for a full orbital period and was limited to the 9-minute test set. If

the set lasted for a longer period, it is expected that the same trend as seen from the

simulation would occur. While this experimental test validates the accurate estima-

tion of the right error parameterization for attitude filtering, experimental validation

of the improved NEES performance during eclipse periods was not completed. In

order to properly demonstrate the NEES performance, further improvements to the

experimental testbed are necessary.
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4.5 Fault Detection Strategy

For fault detection, the confidence bounds of the EKF filter are used to determine

if the sensor measurements are outside of the bounds. This is accomplished using

Mahalanobis distance squared, which is the measure between a sample point and a

distribution of points. The algorithm is as follows:

S = HPH ′ +Rν

NIS = e′S−1e

if(NIS > χ2(.95)) Fault = true

then : skip EKF correction update

record sensor data

else : q̂k+1

b̂ωk+1

 =

ExpS3(Kqỹ) ∗ q̂k+1|k

b̂ωk+1|k +Kbω ỹ

← K =

Kq

Kbω


P = (I −KH)P (I −KH)T +KRdK

TP

(4.17)

where P is the covariance matrix of the EKF filter, Rν is the measurement noise

matrix, NIS is the normalized innovation squared, and e is the error between the

measured sensor data and the reference data.

A Chi-Square test is used to determine if the normalized innovation squared is

greater than the Chi-Square value χ2(.95). If the normalized innovation squared

value exceeds 95% of the distribution samples for the degrees of freedom of the error

bounds, the measurement is declared a fault instance. To improve the stability of the

fault detection, multiple fault instances need to be detected in a row for a fault to

be flagged. The overall process of the fault detection strategy is presented in Figure
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4.12. The process starts with the standard collection of sensor data for the EKF filter

update. Next, the fault detection algorithm highlighted above runs to determine if

any possible faults occur. If no faults are flagged, the satellite attitude determination

algorithm runs as expected and updates the EKF filter matrices. If a fault is detected,

the EKF sensor update is skipped, and the logging of the sensor data starts. This

is referred to as the start of the fault gating procedure. The fault instances are

continuously recorded to determine the duration of the fault. To improve the fault

gating detection, a sliding average of the fault instances is recorded to ensure no

dropouts of the fault gating occur. If the fault lasts for less than two orbits, the

fault is not flagged as a persistent fault, and the logged sensor data is cleared. If the

fault lasts longer than two orbits, the fault is deemed to be a persistent fault and

requires additional analysis. The fault duration period of two orbits is chosen due to

the nature of magnetic disturbances. Any magnetorquer actuation or communication

downlink would only occur for a brief period of an orbit. Thus, this accommodates

any common disturbances during typical satellite operations. The recorded sensor

data is then downlinked to Earth for analysis. The recorded sensor data is processed

with non-linear S3 manifold optimization to determine the magnetic bias or if any

further fault correction is required.

4.6 Sliding Window Filtering for Fault Recovery

In the case of a persistent fault, a non-linear sliding window filter is implemented to

recover the unknown bias encountered in the sensor. This process uses a machine

learning regression algorithm to best fit the data. Traditionally the process requires
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Figure 4.12: Fault detection process flow diagram
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Figure 4.13: A flow diagram of the sliding window filter using regression machine

learning to estimate the magnetic bias state.

magnetometer data from specific 3D calibration trajectories. However, when several

sensor data sources are available, the magnetic bias can be estimated as shown in

[154]. This recalibration can be thought of as a batch least squares regression problem

using field data which is often tackled using machine learning optimization libraries.

Regression in machine learning uses a cost function minimization to optimize a set of

parameters e.g. x to best fit a dataset e.g. y. An example regression problem is seen

in Figure 4.14, where ei is the error and νi is the Gaussian noise with covariance R.

A cost function for the regression problem can be defined as follows:

J(X) =
1

2

K∑
k=0

(yk − Cxk)TR−1(yk − Cxk) (4.18)
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Figure 4.14: A sample regression problem to demonstrate how the model is best fit.

where we find the combined state vector (which has states of all time steps) X =



x0

x1

...

xK


that minimizes J(X) given yk ∀ k = 0...K such that it follows a model yk = Cxk +νk

where νk = N (0, Rk). I.e.

X̂ = argmin
X

1

2

K∑
k=0

(yk − Cxk)
TR−1(yk − Cxk)

In machine learning, this problem is solved using an optimization library, which takes

the cost function and numerically minimizes it against the set of parameters X, to

provide the optimum X̂ that minimizes the cost. The optimization method varies

on the application. Common methods used for regression include Gradient Descent

[155], Gauss-Newton [156], Levenberg-Marquardt [157], and trust region convergence

methods [158]. The choice of method dictates the convergence speed, solution quality,
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and numerical stability.

There are three important elements to consider when solving these optimization

problems. The first is to provide a good initial condition for the unknown parameters

X. Second is to provide analytical Jacobians for the cost function as it improves the

convergence to the correct solution more stable and probable. Lastly, the learning

rate and learning direction should be provided for a fast and robust convergence.

4.6.1 Initialization of Optimization Parameters

The initialization depends on the type of problem. In some problems, you can find

a solution for the states using measurements, e.g., solving the Whaba’s problem

for satellite attitude determination. In some cases, the system model can be used

to predict the future states with enough reliability starting from an initial state,

e.g. gyroscope integration in short periods for attitude determination. Furthermore,

assumptions can be made for states like bias states as they remain mostly constant.

Depending on the application, a combination of these methods could be used.

4.6.2 Use of Analytical Jacobians

To figure out the analytical Jacobians, the following formulation is used for ease of

implementation.

X̂ = argmin
X

1

2

K∑
k=0

(yk − Cxk)TR−1(yk − Cxk)
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define: ek = yk − Cxk e =



e0

...

ek

...

eK



W = diag(R0, ...Rk, ...RK)

Hk = −∂ek
∂xk
|xK=x̂k

= −Ck

H = diag(H0, H1, ...Hk, ...HK)

Then the optimization cost function becomes:

J(x) =
1

2
e(X)TW−1e(X)

with the analytical Jacobian J taking the form:

∂J

∂x
= −H

Note that the combined measurement matrix H captures measurement models

corresponding to residuals of all time steps.

4.6.3 Learning Rate and Learning Direction

For learning direction, a Gauss-Newton solution strategy can be followed with a line

search parameter α for learning rate. The complete algorithm can be summarized

using the following steps:

• starting with the initial condition X̂

• evaluate e(X̂),H(X̂),W (X̂)

• find δX = (HTW−1HT )−1HTW−1e(X̂)

• update the current solution X̂ → X̂ + αδX where α is the learning rate.
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• Repeat the process until some convergence criteria is met.

After convergence X̂ = [x̂0, x̂1, ..., x̂K ] is the solution vector for the state. It’s covari-

ance is encoded as (HTW−1H)−1 =

P0

P1

. . .

Pk

. . .

PK


where Pk is the covariance of the state estimate at time step k.

4.6.4 Regression Algorithm for State Estimation of Mani-

folds

While the solution above provides the answer to the problem in vector space, the

magnetometer drift problem does not only exist in a vector space due to the usage

of quaternions. As a result, the optimization should be carried out considering the

S3 group parameterization where a “lift-solve-retract” strategy [159] can be followed

to optimize the state variables. This change corresponds to the retraction ⊕ and

inverse mapping 	 operation usage where applicable in the algorithm when dealing

with state perturbations and error calculations related to quaternions.
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given:

system model : xk = f(xk−1,uk,wk) wk ∼ N (0, Qw)

measurement model : yk = h(xk,νk) νk ∼ N (0, Rw)

set of inputs : u = (uT1 , . . .u
T
k , . . . ,u

T
K)T k = 1, . . . , K

set of measurements : y = (yT0 , . . .y
T
k , . . . ,y

T
K)T k = 0, . . . , K

initial condition : N (xinit,0, Pinit,0)

find states : x = (xT0 , . . .x
T
k , . . . ,x

T
K)T k = 0, . . . , K

by solving the optimization problem:

X̂ = argmin
X

J(x)

where:

J(x) =
K∑
k=0

(Ju,k(x) + Jy,k(x))

with cost of priors:

Ju,k(x) 1
2
eν,k(x)TW−1

ν,k eν,k(x)

eν,k(x)

 xinit,0 	 x0,

f(xk−1,νk, 0)	 xk

k = 0

k = 1, . . . , K

Wν,k

Pinit,0Qwk

k = 0

k = 1, . . . , K

with cost of measurements:

Jy,k(x) = 1
2
ey,k(x)TW−1

y,k ey,k(x)

ey,k(x) = yk 	 h(xk, 0)

Wy,k Rν,k

The solution to the above problem using Gauss-Newton optimization with analytical

Jacobians is:
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define:

δ(x) =



δx0

δx1

...

δxk

...

δxK


H =



1 0

−F0 1 0

−F1 1 0
. . . . . . 0

−FK−1 1

H0

H1

. . .

HK



e(x̂) =



eu,0(x̂)

eu,1(x̂)

...

ey,0(x̂)

...

ey,K(x̂)



W = diag(Pinit,0, Q1, . . . , Qk, . . . , QK , R0, . . . , Rk,

. . . , RK)

Qk = Gw,KQwG
T
w,K

Rk = Gν,K , Rν , G
T
ν,K

where:

Fk−1 = limδxk−1→0
f(x̂k−1⊕δxk−1,uk,0)	f(x̂k−1,uk,0)

δxk−1

Gw,k = limwk→0
f(x̂k−1,uk,wk)	f(x̂k−1,uk,0)

wk

Hk = limδx→0
h(x̂k⊕δxk,0)	h(x̂k,0)

δxk

Gν,k = limνk→0
h(x̂k,νk)	h(x̂k,0)

νk
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until convergence (< max iterations, δx> tolerance)

| evaluate H,W, e

| find δx∗ = (HTW−1H)−1HTW−1e(x̂)

| update x̂← x̂⊕ αδx∗

| with user defined learning rate α

end

4.6.5 Regression Algorithm for Magnetic Bias Estimation

Combining all this together results in the algorithm for satellite magnetic bias esti-

mation using orbit data. The algorithm for the calibration process is as follows:
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Optimization Algorithm for Mag Bias :

Given :

se =

[
∗ ∗ ∗

]T
E(x0,init,x

T
0,init) = P0,init

be =

[
∗ ∗ ∗

]T
E(ηbw ,η

T
bw

) = Qbw

x̂0 = x0,init = (q0,init, bw,init, bm,init) E(ηbm ,η
T
bm

) = Qbm

uk = ωm,k k = 1, . . . ,K E(ηmag,η
T
mag) = Qmag

yk = (ymag,k,ysun,k) k = 0, . . . ,K E(ηsun,η
T
sun) = Qsun

Find : initialization for x̂k k = 1, . . . ,K

by q̂k ← Whaba′s solution (ymag,k,ysun,k)∀ k not in eclipse

b̂w,k ← 0 , k = 0, . . . ,K

b̂m,k ← 0 , k = 0, . . . ,K

q̂k ← 0.5q̂k−1 ∗ ExpS3((ωm,k − bw,k−1)dt) ∀ k in eclipse

Optimization loop :

while convergence criteria is not satisfied

Call function : Build optimization matrices(H(X̂),W(X̂), e(X̂))

δX∗ = (HTW−1HT )−1HTW−1e

X̂ ← X̂ ⊕ αδX∗

end

extract x̂′ks from X̂

extract P̂ ′ks from (HTW−1HT )−1

function Build optimization matrices()

Given :

se =

[
∗ ∗ ∗

]T
E(ηbw ,η

T
bw

) = Qbw

be =

[
∗ ∗ ∗

]T
E(ηbm ,η

T
bm

) = Qbm

x̂k = (q̂k, b̂w,k, b̂m,k) E(ηmag,η
T
mag) = Qmag

uk = ωm,k k = 0, . . . ,K E(ηsun,η
T
sun) = Qsun

yk = (ymag,k,ysun,k) k = 0, . . . ,K

xinit,0 = (qinit,0, bw,init,0, bm,init,0)
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initial cond xinit,0 = (qinit,0, bw,init,0, bm,init,0)

eν,0(x̂0) = xinit,0 	 x̂0 = (LogS3(q̂−10 ∗ qinit,0), (b̂w,init,0 − b̂w,0), (b̂m,init,0 − b̂m,0))

Hη,0(x̂) = I9×9

Wν,0(x̂) = Pinit,0

inputs :

eν,k(x̂k, x̂k−1) = f(xk−1y, 0)	 xk = LogS3(q̂−1k ∗ q̂k−1 ∗ 0.5ExpS3((ωm,k − b̂wk−1)dt),

(b̂w,k−1 − b̂w,k), (b̂m,k−1 − b̂m,k))

Fk−1 =

−ExpSO3
((ωm,k − b̂wk−1)dt) −Idt

0 I



Gw,k−1(x̂k−1) =


Idt 0 0

0 Idt 0

0 0 Idt


Wν,k(x̂k) = diag(Qwmdt

2, Qbwdt
2, Qbmdt

2)

measurements :

ey,k(x̂k) =

ymag,k − R̂Tk be
ysun,k − R̂Tk se


Hk(x̂k) =

[R̂Tk be]× 0 0

[R̂Tk se]× 0 0


Gν,k(x̂k) = I6

Wy,k(x̂k) = diag(Rν,mag, Rν,sun)

build matrices :

e(X̂) =



eu,0(x̂0)

eu,1(x̂1, x̂0)

eu,2(x̂2, x̂1)

...

eu,K(x̂K , x̂K−1)

ey,0(x̂0)

ey,1(x̂1)

...

ey,K(x̂K)



H =



I

−F0 I

−F1 I
. . .

. . .

−FK−1 I

H0

H1

. . .

HK


W = diag(Wu,0,Wu,1, . . . ,Wu,K ,Wy,0,Wy,1, . . . ,Wy,K)

Return e(X̂),H(X̂),W (X̂)
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When implementing the above algorithm, a sliding window optimization strategy

[160] is used since solving a full set of data together is computationally demanding. A

sliding window strategy is when only a window of measurements are solved at a time

instead of considering the whole dataset. The solution of the previous sliding window

is used to initialize the next window of measurements. This strategy drastically re-

duces the computational requirements of the optimization algorithm while producing

comparable results to the optimization of the whole dataset as a single implementa-

tion. This process can be visualized in Figure 4.13 demonstrating the sliding window

strategy to estimate and log the unknown states or the unknown magnetic bias.

4.7 Simulation Testing of the Fault Detection, Iso-

lation, and Recovery

4.7.1 Fault Detection Results

Using the same simulation environment outlined in Section 4.3 and the fault detec-

tion method outlined in Section 4.5, the fault detection results for an increase in

magnetometer bias can be observed in Figure 4.15. The magnetometer experiences a

constant bias increase at the fault time. The time of the fault is at time 15200. This

fault lasts for the 2.5 remaining orbits of the satellite in the simulation. The gating

procedure accurately detects the fault and identifies this as a persistent fault once

the fault is triggered for an extended time. Once a persistent fault is flagged, it is

passed onto the last step, the fault isolation and recovery.
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Figure 4.15: The results of the fault gating with a magnetometer bias increase half

way through the third orbit.

4.7.2 Fault Isolation and Recovery Results

With the sliding window filter, the following results are observed for a small sam-

ple of the orbit in Figure 4.16. It is seen that error bounds are achieved for the

state elements, as seen in the red and yellow bounds. The axis angles represent the

quaternion estimation converted to Euler angles, and the gyroscope drift represents

the gyroscope drift estimation bw. Lastly, the magnetic bias represents the estimation

error and bounds of the unknown magnetometer bias term. It is observed that the

unknown bias is tracked within the sliding window filter, which allows for the deter-

mination of the new bias. The tracked unknown bias can be used for re-adjusting the

satellite magnetometer parameters for fault recovery purposes. A small error within

the code forces the estimated value outside of the range of the bounds that will be

addressed in future work. Using the sliding window batch optimization, it is appar-

ent that the confidence bounds narrow down on the unknown magnetic bias and can
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Figure 4.16: The results of the sliding window batch optimization to detect the

unknown magnetic bias. The first row represents the Euler angle estimation, the

second row is the gyroscope drift, and the last row represents the magnetic bias

estimate.

find the correct bias term through offline optimization. Figure 4.17 demonstrates

that while the RMSE fluctuates as expected in the sliding window optimization, the

RMSE remains low for the duration of the trajectory.

4.8 General Chapter Summary

This chapter presents a machine learning approach through regression learning for

unknown magnetic bias recalibration in small satellite attitude determination sys-

tems. To detect the faults within the sensor readings, accurate error bounds of the
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Figure 4.17: The RMSE results of the sliding window batch optimization for a small

period of the simulation.

filtering algorithm are required. To meet this requirement, the right error parameter-

ization of the attitude quaternion is implemented to ensure observability consistency

compared to the standard error quaternion parameterization. The mathematical cal-

culation of the proposed right error quaternion parameterization is presented, and the

overall Multiplicative Extended Kalman Filter used for the attitude determination is

described. Using the improved error bounds of the parameterization, a lightweight

fault detection algorithm is implemented to identify any fault occurrences and record

all sensor data for the fault period. A sliding window filter is implemented to recover

the identified fault and determine the unknown magnetic bias within the attitude

determination system. A simulation environment was built to validate the right error

parameterization, showing a consistent NEES during the eclipse periods of the orbit,

whereas the traditional left error parameterization demonstrated a large increase in
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the NEES during the eclipse period. Physical testing of a sensor suite was conducted

to further validate the right error parameterization in a lab environment versus the

conventional error parameterization. Both the fault detection and fault recovery al-

gorithms were implemented in a simulation environment demonstrating near-perfect

fault detection and improved bias detection in the sliding window filter.

The results show that the sliding window filter can detect the unknown magnetic

bias within the filtering algorithm. Additionally, the right error parameterization

improves the error bounds of the real-time EKF error bounds. The right error pa-

rameterization shows a significantly improved NEES performance during eclipse pe-

riods of the orbit. In the future, this work should further investigate the impacts of

varying magnetic faults on the sliding window filter. Also, increased research into

the right error quaternion parameterization should be conducted and experimentally

validated, as it clearly presents advantages over the standard parameterization in the

eclipse period.
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Chapter 5

Conclusion

5.1 General Synopsis and Significant Results

The focus of this research was to implement improved machine learning solutions

in two different harsh environment applications. The first application focused on

developing a sea ice classification algorithm to provide navigational aid for ships

encountering sea ice conditions in polar seas. Due to the high variance in ice conditions

and environmental states, ML is ideal for sea ice detection and further classification.

The second environment analyzed was the application of ML for small satellites. With

the increase in accessibility of nano-class satellites, Memorial University is developing

its own satellite, Killick-1. With any design, trade-offs exist between subsystems

resulting in potential unobservable states during an orbit due to limited sensors.

With limited sensors, fault mitigation and detection are critical and prove to be an

excellent field for ML. The study formed the following objectives:

1. Evaluation of the application of state-of-the-art semantic segmentation networks
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for the novel application of sea ice detection and sea ice classification in polar

oceans.

2. Evaluation of the recently developed right S3 error parameterization for attitude

determination of small satellites.

3. Propose a regression machine learning approach for fault detection and recovery

of magnetometer faults within attitude determination systems of satellites based

on nonlinear rotation error parameterization.

5.1.1 Research Summary Based on Objective I

The first objective of this study was to evaluate the pixel-wise accuracy and IoU of

two semantic segmentation neural networks for the application of sea ice detection

and sea ice classification. Two state-of-the-art networks were evaluated for sea ice

detection, namely, SegNet and PSPNet101. Using a custom four-class sea ice de-

tection dataset, PSPNet101 outperformed SegNet in every metric with an average

IoU of 90.1% compared to 69.8% for SegNet. The pixelwise accuracies of the models

demonstrate that the SegNet architecture has significantly more classification errors

as no class is over 95% compared to PSPNet, which boasts all classes at least 96%

accurate. The models were further expanded to classify eight classes in the expanded

sea ice classification dataset. PSPNet101 boasted an average IoU of 75.5% on the ex-

panded dataset with a combined sea ice classification IoU of 83.8%. SegNet performed

poorly on the expanded dataset with an average IoU of 53.6% and a combined sea ice

classification IoU of 54.8%. These results validate the applicability of deep learning

methods for sea ice detection and classification using images captured onboard an ice
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breaker. These can be further enhanced by incorporating additional ice types and

operational data to support marine navigation and mapping applications.

5.1.2 Research Summary Based on Objective II

The second objective of this study was to evaluate the recently developed S3 error

parameterization for small satellite attitude determination. First, a mathematical

model of a three sensor satellite was presented, and the observability consistency of the

right S3 error parameterization was for a satellite with only magnetometer readings

during the eclipse period. A simulation environment was developed to evaluate the

right error parameterization versus the conventional left error parameterization. The

right quaternion error parameterization demonstrated significant improvement over

the conventional left quaternion error parameterization NEES and RMSE calculations

during the eclipse period of the orbit. The right parameterization was then validated

using physical testing and demonstrated the same performance as the left quaternion

error parameterization in a lab environment. The results can be further improved with

a more intensive lab testing to demonstrate the left error parameterization drifting.

5.1.3 Research Summary Based on Objective III

The third objective of this study was to design a machine learning approach to handle

magnetometer faults within an attitude determination system of satellites using a

nonlinear rotation error parameterization. Using the improved error bounds from

the right S3 error parameterization, a fault detection algorithm was developed to

detect any outliers within the NIS. Once the fault detection method was validated,
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a sliding window filter was developed to use regression machine learning to estimate

the unknown magnetic bias within the magnetometer. The sliding window filter

demonstrated improved error bounds for the sensor and improved the estimation of

the fixed magnetic bias. These results validate the application of machine learning

for small satellite attitude determination applications, which can be further enhanced

with increased sensor data and allows for complete control of the error mapping and

filtering algorithms which is not readily available in existing filtering solutions.

5.2 Contributions

The resulting contributions of the thesis are as follows:

• A new neural network for sea ice detection and classification with 99.2% pixel

wise accuracy and 75.5% IoU.

• A new sea ice classification and detection dataset with pixelwise labelling of

1197 images into eight classes.

• Experimental validation of the neural network for inference performance achiev-

ing 0.5 fps speed for processing on an AMD Ryzen 3800X with 32 GB of DDR4

RAM computing hardware.

• Mathematical proof and numerical validation of the consistency performance

of the right S3 error parameterization for small satellite attitude determination

during the eclipse period.

• Evaluation of a magnetic anomaly detection and unknown magnetic bias recal-

ibration method based on the nonlinear S3 error parameterization and sliding
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window machine learning regression for small satellites.

The following articles are a result of the thesis:

• B. Dowden, O. De Silva, and W. Huang, 2019,“Object Classification via Se-

mantic Segmentation for Icebreakers”, Newfoundland Electrical and Computer

Engineering Conference 2019 (NECEC), St. John’s, Canada, November 19.

[161]

• B. Dowden, O. De Silva, and W. Huang,“Sea Ice Image Semantic Segmenta-

tion Using Deep Neural Networks,” OCEANS 2020: Singapore, Virtual, Singa-

pore, October 5-14. [162]

• B. Dowden, O. De Silva, W. Huang, and D. Oldford, “Sea Ice Classification

via Deep Neural Network Semantic Segmentation”, IEEE Sensors Journal, doi:

10.1109/JSEN.2020.3031475. [163]

• B. Dowden, O. De Silva, and W. Huang, 2020,“Right Quaternion Parame-

terization for CubeSat Attitude Determination”, Newfoundland Electrical and

Computer Engineering Conference 2020 (NECEC), St. John’s, Canada, Novem-

ber 19. [164]

5.3 Future Directives

The work in Chapter 3 proposes two semantic segmentation neural networks that

are capable of functioning efficiently in their respective environments. These datasets

should be expanded to include other icebreaker journeys and more extensive ice types
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distribution, including multiyear ice. Additionally, the classification of different ice

objects is critical for safe navigation. Ice objects such as icebergs, bergy bits, and

pressure ridges are some of the most hazardous ice objects which also need to be

identified. These ice objects can be flagged with additional classifiers to provide a

more robust and complete ice navigation solution.

The work in Chapter 4 outlines a regression machine learning approach for mag-

netometer bias detection. While the right error parameterization improved the NEES

for eclipse periods, additional physical testing with a more robust test environment

should be conducted to validate the mathematical and simulation results further.

The SWF was only implemented on a small subset of data, and it has been assumed

that the fault isolation is straightforward from the fault detection. In the future, the

fault isolation methodology should be incorporated into the overall fault algorithm

and analyze the performance for multiple different faults, not just magnetometer bias

faults.

Lastly, it is critical to ensure proper convergence or stability of the model with any

machine learning model. For the real-world implementation of both machine learning

approaches presented in this work, adaptive models must be developed to continually

re-train and improve based on detected errors and faults in the model. The initial

implementation of each system would require human analysis of the results to validate

the model further. A system should be developed for the ice navigation application to

increase training based on high fault classes and continually re-train on the faults. For

the regression machine learning in Chapter 4, increased varied fault experimentation

is required to increase the stability of the model. For full implementation, a cross-

validation model should be implemented to evaluate the machine learning output
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versus mathematical models.
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