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ABSTRACT 

 

In this study, a variety of practical and theoretical CAES systems are reviewed in order to 

show the current status of the available CAES systems. Then a small scale compressed air energy 

storage for small isolated wind based hybrid energy system is introduced and discussed.  

In order to develop a cost-effective renewable based hybrid energy system, this research 

investigates the optimization of each component of the system from the wind turbine to the load 

to deliver the required energy in the most efficient way. After finding the general control strategy 

for energy harvesting from the wind, the control strategy based on predictive initial working 

condition of the air vane motor is investigated through practical tests. A control path is developed 

using the implemented air motor steady state operation based on its manufacturer datasheet, and it 

is used to supply a fixed amount of power to the grid. 

A new criterion for evaluation of different energy storage system with identical power rating 

and storage capacity is proposed and examined during a case study and the performance of 

pumped hydro, battery and compressed air energy systems are compared based on the total 

shortage time and total fuel consumption of backup diesel generators. The Monte Carlo 

simulation was used in order to regenerate the wind speed data with 10 minute resolution to 

represent more accurate variable wind speed. The proposed Harvested Energy Index (HEI) 

showed the ability of energy storage systems with low efficiency in utilizing excess wind energy 

and reach their storage capacity. Based on the obtained results, a novel general control concept for 

such systems is proposed and its steady state simulation results are discussed.  

 



iii 

ACKNOWLEDGEMENTS  

 

 

 

I would like to express my gratitude to all who supported this research financially, my 

supervisors, Professor John Quaicoe and Professor Tariq Iqbal, WESnet (Wind Energy Strategic 

network), and school of graduate studies at MUN.  

I should acknowledge my supervisors supports, in reviewing this thesis and for their 

constructive comments and feedbacks in different stages of this research. In addition, I would like 

to thank Greg O'Leary for providing me with technical support; and Professor Benjamin 

Jeyasurya, Lester Marshal and Dr. Faisal Khan for their consultation and guidance. 

Finally, my deepest gratitude goes to my family for their unflagging love and spiritual support 

throughout my whole life; specifically my wife, Sahar Vakili, who always supported me and 

stood by me through my graduate studies. 

 



iv 

Table of Contents 

ACKNOWLEDGEMENTS.......................................................................................................... iii
 

Table of Contents .......................................................................................................................... iv
 

List of Tables   .......................................................................................................................... viii
 

List of Figures   ............................................................................................................................ ix
 

List of Symbols, Nomenclature or Abbreviations ................................................................... xvii
 

Chapter 1
 

Introduction ...................................................................................................... 19
 

1.1
 

Renewable energy options for off grid applications .......................................... 19
 

1.2
 

Energy storage systems benefits ........................................................................ 20
 

1.3
 

Current Status of Energy Storage Technologies ................................................ 21
 

1.4
 

Comparison of Energy Storage Systems ........................................................... 23
 

1.5
 

Thesis Outline .................................................................................................... 29
 

Chapter 2
 

Compressed Air Energy Storage System ....................................................... 30
 

2.1
 

Principle of CAES Energy Conversion ............................................................. 31
 

2.2
 

Overview of Existing and Developing CAES Technologies ............................. 34
 

2.2.1
 

First Generation of CAES Systems (Classic CAES) ......................................... 34
 

2.2.2
 

Second Generation of CAES Systems ............................................................... 37
 

2.2.3
 

Third Generation CAES Systems (Adiabatic CAES) ........................................ 41
 

2.2.4
 

Hybrid Diesel-CAES Systems ........................................................................... 42
 

2.2.5
 

Liquid Piston Based CAES Systems ................................................................. 46
 



v 

2.3
 

Proposed Small Scale CAES System for isolated hybrid power system 

application. 49
 

2.4
 

Research objectives ........................................................................................... 51
 

2.5
 

Summary ............................................................................................................ 51
 

Chapter 3
 

Hybrid Power System Components and Their Models ................................ 53
 

3.1
 

Proposed hybrid power system structure ........................................................... 53
 

3.2
 

System component modeling ............................................................................. 55
 

3.2.1
 

Wind Turbine ..................................................................................................... 56
 

3.2.1.1
 

Wind Turbine static modeling ...................................................................... 56
 

3.2.1.2
 

Dynamic Modeling ....................................................................................... 60
 

3.2.2
 

CAES System .................................................................................................... 62
 

3.2.2.1
 

Compressor ................................................................................................... 62
 

3.2.2.2
 

High Pressure Reservoir ............................................................................... 69
 

3.2.2.3
 

Air Motor ...................................................................................................... 71
 

3.2.2.3.1
 

Steady state model .................................................................................. 72
 

3.2.2.3.2
 

Dynamic model ....................................................................................... 78
 

3.2.2.4
 

Rectifier unit ................................................................................................. 88
 

3.2.2.5
 

The Grid connected inverter unit .................................................................. 89
 

3.2.2.6
 

The Synchronous Generator for the CAES system ....................................... 95
 

3.2.3
 

Back up Diesel Generator ................................................................................ 100
 

3.2.3.1
 

Dynamic model of the diesel generator ...................................................... 101
 

3.2.4
 

Supervisory Control Unit ................................................................................. 103
 



vi 

3.3
 

Other Components ........................................................................................... 105
 

3.4
 

Interactive dynamic load model ....................................................................... 105
 

3.5
 

Experimental Setup .......................................................................................... 109
 

3.5.1
 

Air motor simplified model ............................................................................. 110
 

3.5.2
 

Flow rate control valve .................................................................................... 112
 

3.5.3
 

Output power control of the CAES system setup ............................................ 117
 

3.6
 

Summary .......................................................................................................... 122
 

Chapter 4
 

Hybrid Power system sizing, design and optimization ............................... 123
 

4.1
 

Monte Carlo simulation of wind speed ............................................................ 124
 

4.1.1
 

Wind speed data analysis ................................................................................. 124
 

4.1.2
 

Wind speed data regeneration methodology .................................................... 128
 

4.2
 

General Criteria for a Hybrid Wind-CAES Energy System Design ................ 131
 

4.2.1
 

Selection and Sizing of Wind Turbines based on their energy output ............. 132
 

4.2.2
 

Efficiency of a Pneumatic Storage System ...................................................... 137
 

4.2.3
 

Energy Density of Pneumatic Storage System ................................................ 139
 

4.3
 

Proposed criterion for energy storage capability assessment .......................... 141
 

4.3.1
 

Using Harvested Energy Index for storage system sizing ............................... 143
 

4.3.2
 

The HEI impact on the overall performance of a HPS in a case study ............ 146
 

4.3.2.1
 

Determination of the HEI for the case study .............................................. 149
 

4.3.2.2
 

Control strategy based on tracking the maximum HEI ............................... 151
 

4.3.2.3
 

Proposed compression configuration to maximize HEI ............................. 152
 



vii 

4.3.2.4
 

Average value of the HEI for the case study .............................................. 153
 

4.3.2.5
 

Impact of the maximum tracking HEI control strategy on the fuel 

consumption of the diesel generator ............................................................................... 155
 

4.3.3
 

Harvested Energy Index calculation in different storage technologies............ 159
 

4.3.3.1
 

Harvested Energy Index for Battery storage systems ................................. 161
 

4.3.3.2
 

Harvested Energy Index for Pumped hydro energy storage system ........... 168
 

4.3.3.3
 

Harvested Energy Index for CAES system ................................................. 169
 

4.3.3.4
 

Energy storage system performance comparison ........................................ 172
 

4.4
 

Summary .......................................................................................................... 180
 

Chapter 5
 

Conclusions, and Suggested future work ..................................................... 182
 

5.1
 

Conclusions and Contributions ........................................................................ 182
 

5.2
 

Suggested Future Work ................................................................................... 185
 

References   ......................................................................................................................... 186
 

Appendix 1
 

Wind turbine specifications ........................................................................... 204
 

Appendix 2
 

Simulation parameters values ....................................................................... 205
 

Appendix 3
 

wind box interface and inverter specifications ............................................ 208
 

Appendix 4
 

Full bridge diode Rectifier ............................................................................ 210
 



viii 

List of Tables 

Table 1-1: Energy storage characteristics comparison ............................................................. 28
 

Table 2-1: Summary of Performance and Estimated Price Data for Various CAES Plant 

Concepts ......................................................................................................................................... 40
 

Table 2-2: The compressed air supercharging system comparison [69]. .................................. 45
 

Table 2-3: Cost evaluation for 60kWh-10kW storage for three storage technologies [76]. ..... 48
 

Table 3-1: The Gaussian equation parameters for the Bergey Excel R wind turbine Cp 

approximation ................................................................................................................................ 58
 

Table 3-2: The measurement results and corresponding valve flow coefficients ................... 114
 

Table 4-1: Characteristics of the 6 different wind turbines under study. ................................ 133
 

Table 4-2: The total shortage duration in different compression control strategies................ 157
 

  



ix 

List of Figures  

Figure 1-1: Energy storage systems with different storage capacity [18] ................................. 24
 

Figure 1-2: Energy storage comparison based on efficiency and life cycle. ............................ 26
 

Figure 2-1: Compression and expansion cycle with isothermal, adiabatic and polytropic paths 

[38]. ................................................................................................................................................ 31
 

Figure 2-2: a): Schematic of a typical first generation CAES system [47], b): Diagram of the 

Iowa Stored Energy Park [7] .......................................................................................................... 35
 

Figure 2-3: The schematic of a typical CAES-AI system [58]. ................................................ 38
 

Figure 2-4: Typical schematic of a CAES-AI with the HP Expander concept [60]. ................ 38
 

Figure 2-5: Typical schematic of: a) CAES-AI-BCE and b) CAES-BCE-IC concept [61]. .... 39
 

Figure 2-6: Typical schematic of a CAES-AI with the HP Expander concept [60]. ................ 40
 

Figure 2-7: Schematic of a typical adiabatic CAES system [64]. ............................................. 41
 

Figure 2-8: The configuration of the direct connection of the turbine to the air turbine (a), and 

two stages turbocharger system (b) [69] and [70]. ......................................................................... 43
 

Figure 2-9: The configurations of a) Direct admission of compressed air in the compressor of 

the turbocharger, and b) Direct admission of compressed into the engine [69]. ............................ 44
 

Figure 2-10: Two types of liquid piston concepts: a) BOP-A; b) BOP-B [73]. ........................ 47
 

Figure 3-1: Schematic of the proposed hybrid system. ............................................................. 54
 

Figure 3-2: Manufacturer’s wind turbine power curves: (a) Bergey Excel-R & Excel-S [86], 

(b): Wisper 500 [87], (c): Skystream 3.7[88], (d): Eoltec Scirocco E5.6-6 [89]. .......................... 57
 

Figure 3-3: Calculated and approximated Cp values for the Bergey Excel-R wind turbine. .... 58
 

Figure 3-4: Obtained power curve using approximated Cp equation compared with Bergey 

Excel-R wind turbine datasheet. .................................................................................................... 59
 



x 

Figure 3-5: Simplified Wind turbine dynamic model based on its drive train [90]. ................. 60
 

Figure 3-6: Excel-R wind turbine response for nominal condition (Wind Speed 13 m/s)........ 62
 

Figure 3-7: Dynamic response of simplified compressor model for 8 cycles of compressions.66
 

Figure 3-8: Change in air temperature with different compression stages ............................... 68
 

Figure 3-9: Change in (a) required work and (b) efficiency with different compression stages.

 ....................................................................................................................................................... 69
 

Figure 3-10: Tank size for isothermal and polytropic energy-conversion ................................ 71
 

Figure 3-12: (a): 4AM-FRV-36A GAST vane type air motor; (b): Air consumption-speed 

curves; ............................................................................................................................................ 73
 

Figure 3-13: Calculated Torque-Speed characteristic comparison to its datasheet values. ...... 76
 

Figure 3-14: Static model of Power speed characteristic of the air motor in comparison to its 

datasheet. ........................................................................................................................................ 76
 

Figure 3-15: The obtained values for the quadratic equation coefficients from the air motor 

datasheet is compared to their calculated values. (a): CAF2, (a): CAF1, (a): CAF0. ............................. 77
 

Figure 3-16: The calculated air consumption curve comparison to its datasheet values. ......... 78
 

Figure 3-17: Schematic of a 4 vane air motor ........................................................................... 79
 

Figure 3-18: Drive and driven chamber volume variation ........................................................ 82
 

Figure 3-19: Flow rate correction factor to model the chocked flow condition. ...................... 84
 

Figure 3-20: The dynamic response of the air motor speed to a fixed 7 bar input compressed 

air. .................................................................................................................................................. 85
 

Figure 3-21: The output torque of the air motor for a fixed 7 bar input compressed air .......... 85
 

Figure 3-22: The dynamic response of the air motor output power to a fixed 7 bar input 

compressed air ............................................................................................................................... 86
 



xi 

Figure 3-23: Air consumption of the modeled air motor for a fixed 7 bar input compressed air

 ....................................................................................................................................................... 87
 

Figure 3-24: Equivalent circuit of the rectifier unit. ................................................................. 88
 

Figure 3-25: Rectifier current block diagram ........................................................................... 89
 

Figure 3-26: The Aurora inverter block diagram. ..................................................................... 90
 

Figure 3-27: A typical Schematic of a single phase grid connected inverter ............................ 91
 

Figure 3-28: Block diagram of a typical single phase grid connected inverter with filter. ....... 91
 

Figure 3-29: The bode diagram of the inverter with line filter: a) with no compensator, b): with 

Lead-Lag compensator. .................................................................................................................. 93
 

Figure 3-30: The response of the compensated inverter system with line filter ....................... 94
 

Figure 3-31: A separately excited single phase synchronous generator block diagram ........... 96
 

Figure 3-32: Open circuit voltage of the SESPSG as a function of field current and speed. .... 98
 

Figure 3-33: Open circuit flux of the SESPSG as a function of the field current for different 

speeds. ............................................................................................................................................ 98
 

Figure 3-34: Open circuit flux measurement comparison to the approximated equation ......... 99
 

Figure 3-35: The applied load variation .................................................................................... 99
 

Figure 3-36: The simulated SESPSG response to the load variation: (a) The terminal voltage 

and (b) and the speed variation of the generator respectively ...................................................... 100
 

Figure 3-37: The fuel consumption profile of a 6.5 kW Diesel Generator [3]. ...................... 101
 

Figure 3-38: The DG dynamic model block diagram ............................................................. 102
 

Figure 3-39: The step response of DG dynamic model .......................................................... 103
 

Figure 3-40: Block diagram of the proposed hybrid system. .................................................. 104
 

Figure 3-41: The load – power system interaction ................................................................. 106
 



xii 

Figure 3-42: Dynamic load model. ......................................................................................... 107
 

Figure 3-43: The dynamic interactive load model. (a) The parallel R-L model for lagging 

power factor and (b) The parallel R-C model for leading power factor. ..................................... 108
 

Figure 3-44: The load variation on the first day of January .................................................... 108
 

Figure 3-45: experimental setup of small scale CAES system ............................................... 110
 

Figure 3-46: The air motor speed response to variable input pressure. (a): 40 Psi and (b): 60 Psi

 ..................................................................................................................................................... 112
 

Figure 3-47: The dynamic response of modeled air motor to different input pressures. ........ 112
 

Figure 3-48: GAST air motor Air Consumption vs. Speed characteristic .............................. 113
 

Figure 3-49: Calculated Cf values by increasing working pressure ........................................ 114
 

Figure 3-50: The Cf value error variation by increasing working pressure ............................ 115
 

Figure 3-51: Reference PWM signals for flow rate control vale for (a): 650 rpm, (b): 1000rpm.

 ..................................................................................................................................................... 116
 

Figure 3-52: Flow rate valve actuating signals for reference values (a): 650 rpm, (b): 1000rpm.

 ..................................................................................................................................................... 116
 

Figure 3-53: Air motor speed control for reference values (a): 650 rpm, (b): 1000rpm. ........ 117
 

Figure 3-54: Response of CAES system in delivering 100W power to the grid in no load mode.

 ..................................................................................................................................................... 118
 

Figure 3-55: Steady state performance of the CAES system in delivering 100W power to the 

grid. .............................................................................................................................................. 118
 

Figure 3-56: The synchronous generator excitation current and its output current in no load 

condition. ..................................................................................................................................... 119
 



xiii 

Figure 3-57: The synchronous generator, rectifier unit and inverter output voltage waveform of 

the CAES system in delivering 100W power to the grid. ............................................................ 120
 

Figure 3-58: The output waveforms of the delivered voltage, current and power to the grid. 120
 

Figure 3-59: The output waveforms of the delivered voltage, current and power to the grid. 121
 

Figure 3-60: Steady state performance of the CAES system in delivering 100W power to the 

grid. .............................................................................................................................................. 122
 

Figure 4-1: The wind speed distribution frequency for (a): 12:00am - 1:00am, (b): 12:00pm - 

1:00pm ......................................................................................................................................... 126
 

Figure 4-2: The obtained Weibull probability density function for (a): the first hour (12:00am – 

1:00 am) and (b): the thirteenth hour (12:00pm – 1:00pm). ........................................................ 127
 

Figure 4-3: The hourly Weibull distribution of the wind speed probability during a day. ..... 127
 

Figure 4-4: The approximated CDF for the first hour (12:00am – 1:00 am) with its 

corresponding measured values from the wind speed data base. ................................................. 129
 

Figure 4-5: Proposed method for producing wind speed profile with desired resolution. ...... 130
 

Figure 4-6: Four produced sample wind speed profiles for the first hour (12:00am – 1:00 am)

 ..................................................................................................................................................... 130
 

Figure 4-7: Generated wind speed profile for January, 1st, 7th and 14th, for the first 3 hours. 131
 

Figure 4-8: Approximated Cp values as a function of wind speed for six the different wind 

turbines. ........................................................................................................................................ 134
 

Figure 4-9: (a): The annual average power production of the 6 different wind turbines, and (b): 

their total annual energy production. ........................................................................................... 135
 

Figure 4-10: The performance index comparison for the 6 wind turbines under study. ......... 136
 

Figure 4-11: Energy conversion efficiency variation for different pressure ratios ................. 138
 



xiv 

Figure 4-12: Variation of CASES energy density based on the number of stages and the 

storage pressure ............................................................................................................................ 140
 

Figure 4-13: Energy density ratio variation as a function of number of stages. ..................... 141
 

Figure 4-14: The wind power and demand power curve in minute time scale ....................... 143
 

Figure 4-15: Harvested Energy index for different energy storage capacity .......................... 144
 

Figure 4-16: An example of compression system with capability of working in series/parallel 

configuration. ............................................................................................................................... 145
 

Figure 4-17: The calculated harvested energy index at different working pressures.............. 150
 

Figure 4-18: The HEI at different working pressures and their maximum HEI point track. .. 151
 

Figure 4-19: A 4-stage design of the CAES system based on harvested energy index .......... 152
 

Figure 4-20: Change in average HEI in a day time scale considering only constant working 

pressure for the compressor ......................................................................................................... 154
 

Figure 4-21: The maximum HEI point track of a continuous compression system in 

comparison with various fixed pressure compression systems. ................................................... 154
 

Figure 4-22: The tank pressure variation in different compression control strategies. ........... 156
 

Figure 4-23: The DG fuel consumption in Standby and On-Off mode of operations. ........... 157
 

Figure 4-24: The DG fuel consumption comparison in different compression control strategies.

 ..................................................................................................................................................... 158
 

Figure 4-25: The resultant power balance curve for a one year period. ................................. 160
 

Figure 4-26: The resultant power balance characteristic for the first day. .............................. 161
 

Figure 4-27: The battery voltage variation to several load currents ....................................... 162
 

Figure 4-28: The change in the state of the charge of 1kWhr system during the first day ..... 163
 

Figure 4-29: The SOC for several storage capacities during 4 consecutive days. .................. 164
 



xv 

Figure 4-30: The stored power, the delivered and the rejected power profile for the 1kWhr 

storage system during the first day .............................................................................................. 164
 

Figure 4-31: The fuel consumption and the shortage power profile for the 1kWhr storage 

system during the first day ........................................................................................................... 165
 

Figure 4-32: The instantaneous VS continuous HEI for the 1kWhr storage system during the 

first day ........................................................................................................................................ 166
 

Figure 4-33: The annual HEI for battery storage systems with different storage capacities .. 167
 

Figure 4-34: Total annual fuel consumption in battery based energy storage systems with 

different power rating................................................................................................................... 167
 

Figure 4-35: The annual HEI for pumped hydro storage system with different storage 

capacities. ..................................................................................................................................... 169
 

Figure 4-36: Total annual fuel consumption in pumped hydro energy storage system with 

different capacities. ...................................................................................................................... 169
 

Figure 4-37: Required tank volume as a function of the power rating and the compressor 

pressure. ....................................................................................................................................... 170
 

Figure 4-38: The reservoir pressure variation in five consecutive days. ................................ 171
 

Figure 4-39: The variation of the calculated continuous HEI for several CAES systems with 

different power rating................................................................................................................... 172
 

Figure 4-40: The total fuel consumption of several CAES systems with different compression 

ratios. ............................................................................................................................................ 172
 

Figure 4-41: The annual CHEI of three energy storage technologies with different storage 

capacities: (a): 1kWh & 2kWh, and (b): 5kWh & 10kWh........................................................... 174
 



xvi 

Figure 4-42: The annual averaged value of CHEI for three storage technologies with different 

ratings. .......................................................................................................................................... 175
 

Figure 4-43: Compressor efficiency variation as a function of its working pressure. ............ 175
 

Figure 4-44: The annual shortage profile and the total fuel consumption of the three storage 

systems under study. .................................................................................................................... 177
 

Figure 4-45: the variation of the daily shortage power to the excess power ratio over a period 

of a year for a battery storage system with 1kWhr storage capacity............................................ 178
 

Figure 4-46: The annual shortage to the excess power ratio variation as a function of the 

storage capacity for three different energy storage technologies. ................................................ 179
 

 



xvii 

List of Symbols, Nomenclature or Abbreviations  

Symbol Description Unit 

Vw Wind speed m/s 

Ar Cross section area swept by rotor m2 

Rr Rotor Radius m 

ωR Turbine rotor angular speed rad/s 

Cp Power coefficient  

ρ Air density (1.225) kg/m3 

λ Tip speed ratio  

nG Gearbox transfer ratio  

BT Wind turbine shaft damping Nms/rad 

JT Wind turbine moment of inertia kg.m2 

Tmw Wind turbine mechanical torque N.m 

ωT Wind turbine angular speed rad/s 

Bwe Wind turbine generator shaft damping Nms/rad 

Jwe Wind turbine generator moment of inertia kg.m2 

Twe Wind turbine electrical torque N.m 

ωwe Wind turbine angular speed rad/s 

BTLS equivalent shaft damping referred to the low speed side Nms/rad 

JTLS equivalent inertia referred to the low speed side kg.m2 

VnWT Wind turbine nominal speed m/s 

mr Wind turbine rotor weight kg 

γ Heat capacity ratio or adiabatic index  

n Polytropic exponent  

cp Heat capacity at constant pressure J/K 

cv Heat capacity at constant volume J/K 

Pin Input pressure Pa 

Pout Output pressure Pa 

PR pressure ratio  

QComp Compressor volumetric flow rate m3/s 

Ncs Number of compression stages  

R Gas constant  

m Air mass kg 

T Temperature K 

ωr-Comp Compressor crank shaft rotational speed Rpm 

T CompJ   
Equivalent Compressor inertia kg.m2 

T CompB   
Equivalent Compressor damping Nms/rad 

ps Storage pressure Pa 

σr Maximum reservoir allowed stress  

sres Reservoir thickness m 



xviii 

Dres Reservoir diameter m 
.

v HLm   
Mass flow rate through the valve from higher toward lower pressure kg/s 

CV Valve coefficient  

AV Valve cross sectional area m2 

pH High pressure Pa 

pL Low pressure Pa 

ρH Air density at the higher pressure kg/m3 

ro Orifice radius m 

rB Ball radius m 

 



19 

 

Chapter 1 Introduction 

1.1 Renewable energy options for off grid applications  

Electrical loads that are not connected to the electrical power grid are generally 

dependent on diesel generators. Diesel generators can be portable, modular, or stationary 

depending on the electrical load size; and have a high power-to-weight ratio, which 

makes them an ideal power source for such systems. The utilization of diesel generators 

as the main power generation for off-grid applications comes with its implicit 

disadvantage in terms of high cost of diesel-based power generation as well as having a 

negative environmental impact due to high CO2 emission per kWh consumed [1], [2]. 

Until recently, conventional fossil fuel power plants have been used to meet the 

increasing energy demands. According to Environment Canada, 18% of Canada’s 

greenhouse gas emissions are created by burning fossil fuels to generate electricity [3]. 

Renewable resources, such as hydro, wind, solar or geothermal energy are considered as 

clean energy sources. Hydropower is a cost attractive possibility; however, geological 

constraint, long term planning horizons and negative environmental impact on site 

especially flooding land are the main disadvantages of this energy source [4]. Solar 

energy as another source of clean energy is still facing high cost of installation and 

maintenance; also the potential in Canada is not very promising as a comprehensive 

solution. Due to geographical limitations, the geothermal energy application is limited to 

specific locations. Wind as a source of energy can be the best option due to its 

environmentally friendly nature, and also considering the fact that a wind farm can be 
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established quickly with low negative environmental impact, if the proper site with 

reasonable wind potential is available. Therefore, wind is considered as the main source 

of energy in this study.  

Wind energy technologies can help to reduce the utilization of diesel generator in 

remote areas by converting the abundant wind energy to electricity; which results in less 

fuel consumption, lower operational cost, and less greenhouse gas emissions. Although 

wind as a renewable energy source is being widely used due to its availability, ease of 

installation, maintenance and operation, and competitive cost [5], the wind speed 

fluctuations make the electrical energy output of a purely wind based electrical system 

very unreliable. Therefore, a combination of different energy sources is required to 

provide stable and reliable energy system for off grid applications. A typical Hybrid 

Energy System (HES) often includes some other power source such as wind, solar, or 

hydropower [6], a diesel generator, energy storage system and a control unit.  

1.2 Energy storage systems benefits 

Energy storage systems in conjunction with renewable energy sources can provide 

many environmental, technical and financial benefits to a power system. For instance, 

energy storage technologies can reduce the overall greenhouse gas emissions and enhance 

the reliability and economic performance of renewable power generation systems [7] and 

[8]. 

The uncertainty of wind forecast is independent of load forecast, and will result in 

more uncertainty of energy balance in a power system. As a solution, electricity storage 
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with the capability to decouple the energy production and consumption times and to damp 

the fluctuations of the wind farms output power, can increase the reliability and flexibility 

of the system, and make it less dependent on the accuracy of the renewable source 

forecasting [9], [10] and [11].  

In wind farm design, it is more economically desirable to use a site with higher wind 

speed to provide more energy production, and increase the financial benefit from certain 

amount of investment [9], [12].Therefore, developing a cost effective storage system can 

lower the electricity production cost in energy production based on wind scenario [13]. 

Furthermore, most of the currently online wind farms are working without storage, and it 

may become more economically attractive if the output characteristics can be improved 

using storage systems. The main advantage for these utilities could be accepting small 

installation cost for cost-effective storage system to increase the capacity factor of an 

existing wind farm instead of adding more expensive wind turbines to a wind farm [13]. 

Recent studies have shown that storage can reduce the costs for wind energy even at 

relatively low penetration levels where the generation capacity is limited [14], [15]. 

1.3 Current Status of Energy Storage Technologies  

Energy can be converted to different forms of energies, including chemical, 

mechanical and thermal as well as electrical and then be stored to be transformed back to 

electrical energy when it is needed. Electrical energy is usually stored in three steps. 

Initially, the electrical power is converted into a storable form. In the second step the 

storage medium (e. g. compressed air, hydrogen) remains in its rest cycle. Finally, the 
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storage medium releases the stored energy and transforms it back into electrical energy, 

when it is needed. 

Different storage technologies can be classified considering various technical and 

economic criteria, as well as their applications and levels of development [16] and [17]. 

Based on the physics of energy conversion, storage systems can be divided into four 

categories: mechanical, electrochemical, electrical, and virtual storage [18-20].  

Mechanical energy storage systems are the oldest and well developed storage methods 

and include Pumped Hydro Storage (PHS) [19], Flywheel Energy Storage (FWES) 

System [21], Compressed Air Energy Storage (CAES) system [22], and Thermal Energy 

Storage (TES) systems [23].  

There are two types of electrochemical storage systems: Accumulators and fuel cells. 

Accumulators known as batteries are currently the most cost-effective available options in 

the market [24] and the most commonly used batteries include lead-acid [19], Nickel-

Cadmium (Ni-Cd) [24], Lithium ion [25], Sodium-Sulfur (NaS) [26], Zinc-Bromine flow 

[22], Vanadium Redox Flow [27] batteries. Hydrogen energy storage system use fuel 

cells to convert chemical energy from hydrogen and oxygen reactions to electricity [28]. 

The main characteristic of Electrical storage technology is its high power energy 

density and suitability for transient compensation and power quality applications where 

fast response is required. The Superconducting Magnetic Energy storage (SMES) [29], 

and Electrochemical double layer capacitors (EDLC) (also known as super or ultra-

capacitor) [30], are two main storage technologies in this category. 
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In virtual storage theory, the energy consumption trend is controlled by “demand side 

management” in order to balance the energy production and demand in a power system 

instead of decoupling the energy consumption time from its production in conventional 

energy storage systems. For example, unnecessary loads in private or industrial sections 

can be shut down during the peak time in order to reduce the required energy in demand 

side management. Ground water pumping, electrical heater and cooler are some of these 

unnecessary loads which can be used in light load regimes. This load management needs 

an intelligent control system with capability of active interaction with consumers and 

power system known as smart grid. Smart grids as advanced communication and control 

technologies can enhance the flexibility of power systems in order to be compatible to 

modern energy management policies with acceptable level of effectiveness, reliability and 

investment [31] and [32]. 

1.4 Comparison of Energy Storage Systems 

At the moment, different energy storage technologies are available to match various 

applications. The performance of these storage systems can be evaluated considering a 

variety of parameters. In general efficiency, life cycle, cost (including initial and 

operational costs) and energy/power rating are the most important factors in choosing a 

storage system for a given application. Some applications require specific characteristics 

of the storage system to meet some technical constraints such as high energy density for 

limited space conditions or transportability for portable applications. Energy storage 

technologies have been compared based on different parameters in variety of research  
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[18]-[33]. Some of the parameters in addition to the factors mentioned above include 

capacity, depth of discharge (an important factor in batteries), autonomous operation 

capability, adaptability to various applications and renewable energy sources, self-

discharge rates, reliability, environmental aspects, and the simplicity of the system for 

isolated community application. Two main comparison approaches can be considered in 

the choice of a storage system for a given application. In the first approach, the storage 

system can be selected based on its capability to provide energy for long or short time. 

Such a comparison is shown in Figure 1-1. 

 

Figure 1-1: Energy storage systems with different storage capacity [18] 

The figure shows that for long term or short term energy storage applications 

corresponding to a specified energy or power delivery requirement, suitable storage 

technologies can be selected. As shown in Figure 1-1, CAES system can be used either in 
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large scale or small scale based on energy storage requirements. Such a scalability 

characteristic is one of the main advantage of CAES over other storage systems.  

The second approach is based on the efficiency and life cycle comparison of energy 

storage systems. Efficiency of a storage system can be formulated as discharged energy 

divided by stored energy either in a specific working condition as single point or in 

variable working condition during a time scale as overall efficiency. A storage system 

should have reasonable overall efficiency. In a variable working condition, maximum 

efficiency corresponding to each condition can be obtained by controlled energy transfer 

rate and loss. On the other hand, life cycle of an energy storage system is another 

important characteristic because it is directly related to the maintenance and replacement 

cost of the storage system. This comparison approach is suitable for economical 

evaluation of the possible options, special application with limited available energy 

source, and high number of cycling requirement. Such a comparison is shown in Figure 

1-2. In this illustration, energy storage systems are arranged based on increasing 

efficiency.  

One possible option is to calculate the required investment to produce certain amount 

of output power/energy of different energy storage systems in a single cycle. Obtaining 

such an index requires the cost for producing specific quantity of power/energy, a good 

approximate value for the overall efficiency of the storage system and number of cycles 

which cannot be found easily for all storage technologies. Social cost of energy 

production can be defined as amount of investment for producing certain amount of 

energy considering all the side effects of a power plant on environment. This cost usually 
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is not considered for financial evaluation of storage systems, while including social cost 

will add more value to establish a clean energy system with nonpolluting storage system; 

however, the economic assessment of storage system is not one of the objectives of this 

study. 

 

Figure 1-2: Energy storage comparison based on efficiency and life cycle. 

Note: The Figure 1-2 was obtained by using nominal efficiency and life cycle information available in [18]-

[33] for each energy storage system.   

Considering the storage capacity of different storage systems shown in Figure 1-1, 

proper energy storage system can be selected using comparison chart based on efficiency 

and life cycle shown in Figure 1-2. As it is shown in this figure, CAES system has high 

life cycle with 500 to 12000 cycle-ability, and efficiency of 10 to 70 percent. The 

scalability of CAES and high number of life cycle makes it an attractive nonpolluting 

energy storage system for a wind based energy system for remote communities with great 
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wind potential. It can be a promising energy storage system if the overall efficiency of the 

energy system can be increased to a reasonable value, and make it economically attractive 

in comparison to other storage alternatives. In a wind based energy system emphasis on 

high values of efficiencies can be reduced by considering the fact that the stored energy 

will be provided by replenish abundant source of energy: The wind.  

Each energy storage technology has some advantages and disadvantages, with 

characteristics suitable for particular application. Table 1-1, is presented to provide a 

summary of the characteristics, performance and applications of the various energy 

storage technologies. 

Considering information provided in this chapter, a comparative evaluation of different 

energy storage systems is summarized in Table 1-1. CAES system has been chosen in this 

study for energy storage system because of its long term and short term storage 

capability, scalability, low initial and maintenance cost, good energy density, excellent 

life cycle, low self-discharge rate, high depth of discharge capability, high reliability and 

environment friendly characteristic. Table 1-1, is arranged based on available criteria in 

the literature and based on the unique characteristic of the CAES on capturing excess 

energy, a novel criterion will be introduced and discussed in chapter 4. Another objective 

of this study is to compare the impact of using different storage technologies on the fuel 

consumption of an isolated hybrid energy system.   
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Table 1-1: Energy storage characteristics comparison 

 

Major Application*: Energy Management (EM), Power Quality (PQ), Uninterrupted Power Supply (UPS), Electric Vehicle (EV) 
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Technology Mature Developing Developing Developing Mature Mature Early stage Early stage Developing Mature Developing Developing Developing 

Initial Cost High High Low Low Low High High High High High High High High 

O&M Cost High High Low Low High High High Medium Good High High High Good 

Energy density Good Excellent Good Poor Poor Excellent Excellent Excellent Excellent Excellent Low Low Low 

Efficiency Good Good Poor Good Good Good Good Good Excellent Good Poor Good Excellent 

Life cycle Excellent Excellent Excellent Poor Poor Poor Poor Poor Good Excellent Poor Excellent Excellent 

Self-discharge rate Low High Low High Low Medium Medium Low Low Medium High Low High 

Depth of discharge Excellent Excellent Excellent Excellent Poor Good Excellent Excellent Good Excellent Excellent Good Good 

Discharge time Poor Excellent Poor Poor Excellent Excellent Excellent Excellent Excellent Excellent Good Excellent Excellent 

Reliability High Medium High Low Medium Poor Poor Medium Poor Medium High Medium Medium 

Transportability Poor Good Excellent Poor Good Good Poor Poor Excellent Poor Excellent Poor Excellent 

Environmental aspect Good Excellent Excellent Good Poor Poor Poor Poor Poor Good Good Good Poor 

Major Application* EM PQ EM EM UPS& EV UPS & EV EM & UPS EM & UPS EV EM EV PQ PQ 
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1.5 Thesis Outline   

The thesis is organized in five chapters as follows. The second chapter is dedicated to 

working principle of CAES and a review of existing configurations. Then the proposed 

CAES system configuration is proposed and discussed. The research objective and 

questions are presented at the end of the chapter 2.  

In the third chapter, first, the proposed hybrid power system structure, and the required 

components for such system are listed, and then the physical structure of the components 

and their modified models are presented in different sections. Simulation results and 

different analysis results are explained in each section. Then, the experimental setup and 

test results are presented. 

In Chapter 4, a typical hybrid power system for isolated application is simulated. The 

procedure for predictive wind and load data regeneration using Monte-Carlo simulation, 

and novel approach to evaluate different wind turbine performance in the desired location 

are presented. The performance of different energy storages is evaluated by introducing 

new criterion based on the system capability on capturing excess wind energy when the 

storage capacity is not limited. Then three different storage technologies are investigated 

through case studies, and their sizing and design impact on total fuel consumption of 

diesel generators are investigated. Finally, the last chapter is dedicated to conclusions and 

future work.  
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Chapter 2 Compressed Air Energy Storage System 

 

 

Energy can be stored by compressing abundant air and expanding it later. As described 

in the previous chapter, pumped hydro and compressed air storage systems are the only 

two options for bulk energy storage. The geological constraint and huge initial 

investments associated with the pumped hydro system is a major drawback for its 

implementation. On the other hand, compressed air with lower initial cost and the option 

of mixing with natural gas in a conventional gas turbine is becoming an interesting 

option. This can be more economically attractive when wind energy is used to provide the 

required compressed air instead of using energy produced by fossil fuel based power 

plants. Extensive studies have been conducted to investigate the financial benefit of 

Compressed Air Energy Storage (CAES) system implementation in a power grid [7, 9, 

10], [14], [34], [17], [22] and [35]. 

 Also research aimed at improving the energy conversion efficiency and extending its 

application range has been successively conducted, resulting in excellent characteristics 

and advantages of the CAES system [36]. Considering the availability of air, high 

pressure tank and compressors can be used to eliminate the geographical constraint and 

also increase the energy density of CAES system [37]. In this chapter, the energy 

conversion principle in a CAES system is discussed in more detail and the current status 

of CAES system development is presented. 
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2.1 Principle of CAES Energy Conversion 

In order to understand the viability of compressed air energy storage system, it is 

important to understand both the process of compression and expansion. In a CAES 

system, the energy storage and extraction processes are thermodynamic cycles, therefore 

the overall performance of a CAES system depends on the path of the energy conversion 

cycles. Energy can be stored and extracted in three different processes namely, 

isothermal, adiabatic and polytropic paths, as shown in Figure 2-1.  

 

Figure 2-1: Compression and expansion cycle with isothermal, adiabatic and polytropic paths [38]. 

According to the first law of thermodynamics, the change in internal energy is the sum 

of the change in external work done on the system and change in heat content of the 

system (dU=dW+dQ, where U, W and Q represent internal energy, work and heat content 

of a system respectively). In an isothermal energy conversion process (dU=0), and the air 

temperature is assumed to remain constant. In this case the input-output rate of heat and 
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work is identical. In a real system, it is impossible to achieve this condition for the energy 

conversion despite the implementation of highly efficient, well designed and complicated 

heat exchangers. The energy conversion for both isothermal compression and expansion 

path lies in the middle of Figure 2-1 (Path A-C) [39] and [38]. 

According to the ideal gas equation in an isothermal process: P1V1=P2V2 [40] and [41]. 

The required work to compress air from (P1, T1) to (P2, T2=T1) in an isothermal process 

can be calculated by the following equation: 

2 2

1 1

1 2
1 1

2 1

( ) ( )

V V

isothermal

V V

V PnRT
W P dV dV nRTln PV ln

V V P
      

 

(2-1) 

Where P is the pressure, T is the absolute temperature, and V is the volume.  

Heat exchange during an adiabatic energy conversion cycle is zero (dQ=0), and 

applying mechanical energy during the compression will increase the internal energy of 

the thermodynamic system, resulting in the rise of the system temperature and pressure. 

This concept has been used in advanced adiabatic CAES systems to increase the overall 

energy conversion efficiency. The produced heat during the compression stage is stored 

and used later to preheat the compressed air before the expansion cycle. Such a system is 

only practical in a well isolated system with short intervals between compression and 

expansion [42]. The compression and expansion cycle is shown by A-B and C-A 

respectively in Figure 2-1.  

In practice, heat transfer occurs between the system and environment due to imperfect 

insulation. As a result, the temperature does not remain constant during a thermodynamic 

cycle, and the energy conversion path fits between the isothermal and adiabatic paths, 
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referred to as polytropic energy conversion cycle. This path is shown by dashed lines (A-

B' & C-D') in Figure 2-1. For a polytropic compression/expansion, the ideal gas equation 

can be written in a general format as [43]: 

nPV nRT  (2-2) 

1 ( 1)/1 1 1 1 1 2

1

( ) 1 ( ) 1
1 1

n n n

Polytropic

f

nPV V nPV P
W

n V n P

 
   

      
     

 

(2-3) 

Where n is polytropic exponent (cp/cv), R is the universal gas constant, Vf is the final 

volume and N is the number of moles of gas. The polytropic exponent value for air can 

change from 1 for an isothermal process to 1.4 in an adiabatic process, based on the heat 

transfer characteristics of the heat exchanger. In multistage compression or expansion, 

intermediate pressure and temperature can be calculated using the following equations 

respectively: 

1
2 1( )n
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(2-5) 

The presented thermodynamic anatomy and equations for a compression cycle are also 

valid for an expansion cycle. The compression efficiency can be obtained by dividing the 

required work to compress certain amount of air to desired pressure in an isothermal 

process by the same required work in a polytropic process. In an expansion cycle, the 

polytropic exponent value is close to its adiabatic value (1.4 for air) as the energy 

conversion is instantaneous. The multistage expansion with proper heat exchanger can 

increase the expansion efficiency which is critical in small scale storage systems with 

limited storage capacity [40]. 
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A typical CAES system works on the basis of one of the processes described above. 

Different energy conversion paths and application based on different implementation of 

the basic principle have been proposed and developed, resulting in various types of CAES 

systems. The current status of some of the CAES systems is presented below. 

2.2 Overview of Existing and Developing CAES Technologies 

In this section an overview of the different CAES systems is presented in a 

chronological order to show their technical progress and extended application. This 

provides the current and future interest in developing such a storage system in order to 

create other possible future applications. These brief descriptions of CAES technologies 

provide a basis for defining the status and objective of this thesis. 

2.2.1 First Generation of CAES Systems (Classic CAES) 

Classic or conventional CAES systems, as first generation systems, are currently the 

only well developed and available CAES system at the commercial stage. The basic 

principle of this type of system is to combine air with natural gas in order to reduce the 

fuel consumption of the gas turbines. Two third of fuel in a gas turbine is consumed to 

compress the air and super-charge the gas turbine. The required compressed air can be 

produced and stored in off peak hours and used later. In this type of storage system, the 
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compression cycle time is decoupled from the combustion time to enhance the power 

output and fuel consumption profile of the power plant. Such a storage system is suitable 

for energy management, load leveling and peak energy support applications for bulk 

energy storage when cheap excess energy is available [44-46]. The emission from this 

type of energy system is lower than conventional gas turbine based power plant as a result 

of the decrease in fuel consumption; however, it is not a zero emission power plant.  

The elementary idea of this concept goes back to the 1960s, while the first 

implementation of such a storage system, a 290 MW plant for 3 hours storage capacity, 

has been operational in Huntorf, Germany since 1979 [32] and [47]. The second example 

of this system, a 110 MW unit designed for 26 hours of generation at full power, was 

established in McIntosh, Alabama in 1991.  

 
(a)      (b) 

Figure 2-2: a): Schematic of a typical first generation CAES system [47], b): Diagram of the Iowa 

Stored Energy Park [7] 

The schematic of a typical classic CAES system is shown in Figure 2-2(a). It consists of the 

following components [47]: 
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1. The air compression equipment, which includes air compressor and might be in 

single or multi-stage configuration; air filter to remove the particles and moisture; 

and heat exchanger to cool the compressed air.  

2. Electrical motor/generator to drive the compressor in storage cycle.  

3. Low pressure and high pressure turbines and recuperator.  

4. Underground reservoir 

Several studies have been conducted to evaluate the technical and economic aspects of 

applying a bulk CAES system to the electric grid [45], [48] and [49]. As a result of these 

studies, this type of storage system is available for large scale (100 to 1000 MW), long 

duration (more than 8 hours to even seasonal storage) application in load shifting and 

support for wind farms, and it is less complex and cheaper to construct and operate than a 

combined cycle which is used in thermal power plants in order to capture the exhaust heat 

to reproduce steam [7] and [50].  

Further technical developments have resulted in the application of CAES system in 

large scale systems for peak shaving and energy management. Consequently, more future 

CAES systems have been planned to be established in the US power network [51].  

The Iowa Stored Energy Park located in Dallas Center, Iowa is going to be the first 

CAES system coupled to a wind farm (Figure 2-2b) [7]. The Iowa Association of 

Municipal Utilities (IAMU) is planning to establish a 268 MW CAES plant, using an 

aquifer to support a 75-100MW wind farm integration to their electrical grid [52]. 

High wind potential in Texas has attracted attention to wind farm development; 

however, limited available transmission capacity with a few interconnection points is the 
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main constraint for such a development because the excess wind energy cannot be used or 

transmitted [7]. Existing salt domes in the Texas State and also the financial and technical 

benefit of CAES system implementation in Huntorf and McIntosh have created incentive 

for CAES development. As a result of supporting research [53], [54], Ridge Energy 

Storage & Grid Services L.P. have started to design and develop several CAES projects 

(4x135MW units) in Texas state [55]. In a carbon restricted scenario, this type of storage 

system is one of the best options for the bulk storage in wind integration application to 

increase its capacity factor; although, its emission can be considered as another 

disadvantage [56] and [57]. 

2.2.2 Second Generation of CAES Systems 

Second generation of CAES systems are similar to the first generation systems, with a 

different design in order to reduce the relatively high initial costs, provide flexible rating 

for different applications and reduce the emissions. These technologies could have 15MW 

to 600MW capacity, and their lower initial cost is related to using standard components, 

simple structure and fast establishment (within 2 years). In addition, environmental 

consideration in their design has led to lower emission in comparison to the classic CAES 

systems [58] and [59]. The theoretical efficiency of the second generation CAES systems 

is approximately 54%, 4% more than the classic CAES systems of the same rating [45].  

Various hybrid designs have been developed based on existing gas turbine 

modification. Energy storage and power corporation (ESPC) is the pioneer in this 

technology and have patented different CAES systems concepts [60]. The first developed 
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concept is the CAES-Air Injection (CAES-AI) concept based on the direct injection of the 

preheated stored air into the compressor discharge plenum of a gas turbine (GT) to 

increase its power output. Figure 2-3 shows the illustration of a typical CAES-AI system. 

 
Figure 2-3: The schematic of a typical CAES-AI system [58]. 

ESPC has proposed another CAES concept known as CAES-AI with HP Expander Concept 

(CAES-AI-HPE) by adding a high pressure expander to utilize the available pressure difference 

between the preheated stored air and the air injected to the Gas turbine. A typical CAES-AI with 

the HP Expander concept schematic is shown in Figure 2-4. 

 
Figure 2-4: Typical schematic of a CAES-AI with the HP Expander concept [60]. 

Another CAES-AI concept developed by ESPC utilizes the pressure difference 

between pre heated stored air and ambient air using two HP and LP expanders as shown 

in Figure 2-5a. This technology referred to as CAES-AI with the Bottoming Cycle Air 
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Expander (CAES-AI-BCE) has higher power rating in comparison to the previously 

proposed CAES systems. 

In a CAES system with the Bottoming Cycle Air Expander and Inlet Chilling (CAES-

BCE-IC), another patented technology by ESPC, as shown in Figure 2-5b, the HP 

expander output is fed through the combustion turbine. The main characteristics which 

make this CAES concept different from previous designs are firstly the expander exhaust 

air flow is equal to the GT input air flow; and secondly its temperature is usually less than 

ambient temperature [61] and [62]. 

 
(a)      (b) 

Figure 2-5: Typical schematic of: a) CAES-AI-BCE and b) CAES-BCE-IC concept [61]. 

Another variation of the second generation CAES concept, which includes components 

similar to other second generation, is the CAES systems with Bottoming Cycle Air 

Expander (CAES-BCE). Its schematic is shown in Figure 2-6. The air expander can have 

various sizes due to its independent operation from the GT and the outlet-inlet air 

requirement is not limited in this configuration. 
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Figure 2-6: Typical schematic of a CAES-AI with the HP Expander concept [60]. 

A summary of the second generation CAES systems with their characteristics are presented in 

Table 2-1 to facilitate their comparison. The specific cost has been calculated based on the market 

price for the required components in 2006 [60] and [61]. The Plat power in Table 2-1 shows the 

nominal gas turbine power without using CAES, and The CAES power includes both the Gas 

turbine power increase due to compressed air injection and the multi stage high pressure expander 

power.  

Table 2-1: Summary of Performance and Estimated Price Data for Various CAES Plant Concepts 

                                                        CAES 

type 

Characteristics 

Classic AI AI-HPE AI-BCE BCE-IC BCE 

Plant Power, MW 110 137 145 333 327 306 

CAES Power, MW 110 25 33 221 215 194 

Off-Peak Compressor Power, MW 81 16 17 147 142 147 

Total Power Fuel Related HR, Btu's/kWh 3970 9355 8700 3800 3940 3696 

Relative Cavern Volume 5.7 1.5 1.5 5.45 5.3 5 

Approximate Specific Capital Cost, $/kW 850 495 480 550 520 560 
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As can be deduced from Table 2-1, CAES-AI and CAES AI-HPE concepts have lower 

specific capital cost and required cavern volume. On the other hand, CAES-BCE has the 

lowest heat rate in Table 2-1, and it can be the best environmental friendly option with a 

reasonable capital cost. This category of CAES systems is currently under development 

and no CAES system has been established based on this concept. 

2.2.3 Third Generation CAES Systems (Adiabatic CAES) 

The third generation of the CAES systems attempts to achieve quasi adiabatic energy 

conversion path for both air compression and expansion cycles by storing the produced 

heat during compression and using it later to preheat the air in the expansion cycle. A 

general configuration of such a system is shown in Figure 2-7. As illustrated in this 

figure, an adiabatic CAES includes air filters, high temperature (~650°C) and pressure 

(~10 to 20 MPa) compressor, high and low temperature heat storage equipment, 

multistage expanders, and power conditioning devices [63]. 

 

Figure 2-7: Schematic of a typical adiabatic CAES system [64]. 

Thermal storage unit in adiabatic-CAES has significant effect on the overall efficiency 

of the storage system. This well insulated unit should be able to exchange heat with air 
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during compression and expansion cycles in relatively high and adjustable rate depending 

on the operational condition. In addition such a system should have reasonable cost. Solid 

and liquid based thermal storage systems are currently more attractive due to their high 

energy density and insulation characteristics [64]. The use of large heat transfer surface in 

order to have direct heat exchange between the thermal storage and the air, results in 

lower heat loss through the medium and consequently higher efficiency. Thermal energy 

storage technology, high-temperature insulation material, and active cooling concept are 

currently in their development stage, and will increase the adiabatic-CAES system share 

in energy storage systems [65] and [66].  

The main advantage of this type of storage system is its emission free characteristics 

because it does not use any fossil fuel in its energy conversion cycles. The capacity of 

adiabatic CAES is smaller, and its efficiency is higher than the first or second generation 

CAES technologies [67] and [68]. High initial costs and early stage technology are the 

main constraints in the implementation of this type of CAES system [45]. This type of 

storage system is suitable for isolated application where fuel consumption is a challenging 

concern and the energy should be provided by renewable sources. This technology is 

currently in its research and development stage, and at the moment no practical 

operational system has been found in the literature. 

2.2.4 Hybrid Diesel-CAES Systems 

A new concept similar to the second generation CAES system has been introduced by 

Hussein Ibrahim, et al in [69] and [70]. In this system, the gas turbine is replaced with 
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diesel generators and compressed air is used for supercharging the engine in order to 

increase its specific power. As a result, the diesel engine consumes less fuel to produce 

the same power. The excess energy can be converted to compressed air and stored in a 

high pressure tank to be utilized later for engine supercharging. This strategy can reduce 

the fuel consumption while overcharging the diesel engine with high pressure air, leading 

to lower reliability and life time which results in higher cost for engine replacement and 

maintenance. The main motivation for the development of such a system can be attributed 

to its potential applications in isolated power supply systems which currently employ 

diesel generators. In these implementations, available renewable energy source can be 

used to supercharge the diesel generator to reduce the fuel consumption.  

 
(a)      (b) 

Figure 2-8: The configuration of the direct connection of the turbine to the air turbine (a), and two 

stages turbocharger system (b) [69] and [70]. 

Similar configuration to the second generation CAES has been proposed as hybrid 

diesel-CAES system and a brief description of the different configuration for 
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supercharging of such systems is provided in the following. In the first configuration, 

turbocharger shaft is directly connected to the turbine as shown in Figure 2-8a.  

In these systems, diesel exhaust gas is passed through the heat exchanger in order to 

preheat the stored compressed air before it expands in an air turbine. The air turbine shaft 

is directly connected to the turbine-compressor assembly, and its output torque increases 

the compression ratio of the compressor and the diesel engine inlet air density [69]. 

The second proposed system, referred to as "two stages turbocharger" system, utilizes 

two low and high pressure turbines to supercharge the engine in two stages. The general 

configuration of such a system is shown in Figure 2-8b. The main advantage of this 

system is that its turbine and compressor size can be easily selected and adjusted for the 

required operational range.  

The third configuration suggests direct admission of compressed air in the compressor 

of the turbocharger as shown in Figure 2-9a. Using a single turbo-compressor assembly 

has the advantage of a simple system with higher efficiency [69]. 

 
(a)      (b) 

Figure 2-9: The configurations of a) Direct admission of compressed air in the compressor of the 

turbocharger, and b) Direct admission of compressed into the engine [69]. 
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Direct admission of compressed air into the diesel engine is another possible concept 

in hybrid-diesel CAES system. The schematic of such a system is shown in Figure 2-9b. 

The compressed air is injected to the engine after being heated in heat exchanger by the 

engine exhaust gas. This system requires an intake system modification and reduces the 

engine life time [69] and [70]. 

Different parameters such as efficiency, simplicity, adaptability, cost, control system 

complexity, and reliability, can be used to investigate the performance and practicality of 

the described hybrid-diesel generator concepts. Applying weighted score method for each 

criterion, the overall score of each system has been calculated in order to determine the 

optimum concept in [69]. A weight factor between 0.1 and 0.225 has been associated in 

Hussein Ibrahim, et al’s study [69] to each criterion based on its importance level. Three 

different score values, 0, 0.5 and 1, were assigned to each factor based on its performance 

as poor, good and excellent respectively. Using these factors the different presented 

supercharging configurations are compared in Table 2-2. 

Table 2-2: The compressed air supercharging system comparison [69]. 

Criteria Weight 

coefficient 

Config. 

#1 

Config. 

#2 

Config. 

#3 

Config. 

#4 

Efficiency  0.2 0.8 0.7 0.6 0.7 

Simplicity  0.225 1.125 0.675 1.2375 0.5625 

Adaptability with the diesel engine  0.225 1.125 0.9 1.0125 0.5625 

Cost  0.125 0.625 0.5 0.6875 0.25 

Control system  0.125 0.5625 0.375 0.625 0.125 

Reliability  0.1 0.45 0.45 0.3 0.1 

Total  1 4.6875 3.6 4.4625 2.3 

Rank  NA 1 3 2 4 

 

According to Table 2-2 the direct connection of the turbine to the air turbine 

Configuration #1) is the best option for supercharging the diesel engine. Using these 
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values for performance assessment is subject to question where no technical or financial 

data was provided in [69]; however, it can be used as a primary decision table. The 

proposed method was abandoned later due to reduced lifetime and safety concerns of the 

diesel generators as they were not designed to operate at the supercharged condition. 

2.2.5 Liquid Piston Based CAES Systems 

In a thermodynamic system, especially in relatively high pressure systems, deviation 

from isothermal energy conversion path will lead to poor efficiency. Having a cost 

effective heat exchanger, in order to keep the compression and expansion cycles at 

ambient temperature, can increase the overall efficiency of a CAES system. In a liquid 

piston based CAES system, also known as accumulator energy storage system, a mixture 

of two compressible (air) and incompressible (water, oil) fluids is used to achieve high 

pressure and proper heat transfer characteristics. In this method, an incompressible fluid 

is pumped into a tank including a gas-liquid interface which increases the gas pressure. 

The energy is stored in a combination of compressed gas and potential energy of certain 

amount of liquid in higher elevation [39] and [71].The incompressible fluid can be used 

to run a liquid based turbine or pump utilizing the stored energy in liquid piston. The 

main advantage of this method is its quasi-isothermal energy conversion cycle, and the 

required heat for both compression and expansion cycles can be provided by ambient. 

The storage tank can be installed in ground level or higher elevation in order to benefit 

more from gravitational potential energy [72].  
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High efficiency can be achieved using liquid based machines considering the fact that 

charging time of an accumulator is much higher than required heat transfer time constant. 

The slow charging rate of an accumulator leads to an isothermal energy conversion where 

the system has enough time to exchange heat with the surrounding environment. The 

oil/hydraulic motors/pumps have the advantages of lower leakages, losses and noise in 

comparison to air motors. Two possible configurations shown in Figure 2-10 can be used 

for the liquid-air interface. They are known as Batteries with Oil-hydraulics and 

Pneumatics (BOP) type A (Figure 2-10a) and type B (Figure 2-10b) [73]. 

 
(a) 

 
(b) 

Figure 2-10: Two types of liquid piston concepts: a) BOP-A; b) BOP-B [73]. 
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BOP-A is based on industrial liquid/gas interface accumulator where a membrane 

separates the liquid from gas. This technology has limited energy density due to fixed 

amount of gas working in a closed loop, and additional reservoir is needed for the liquid 

supply. The energy density of the system can be improved by applying this concept in 

type-B configuration where the air works in an open cycle and additional required air can 

be supplied from outside. However the liquid piston concept implementation has some 

practical issues mainly related to the liquid-air interface [74] and [75].  

A cost analysis has been done in [76] to compare the required investment for three 

different storage systems for a 10kW-60kWh application. A lead acid batteries system, a 

BOP-A system and a BOP-B system were compared and the results are summarized in 

Table 2-3. The BOP-B storage system has the lowest energy cost, while the BOP-A 

energy cost is as high as the lead acid based system due to low energy density and high 

cost of the accumulator [76]. 

Table 2-3: Cost evaluation for 60kWh-10kW storage for three storage technologies [76]. 
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2.3 Proposed Small Scale CAES System for isolated hybrid power system 

application. 

Remote communities which are not connected to the electrical power grid are 

generally dependent on diesel generators, a polluting, inefficient (especially in partial 

loads) and relatively expensive electricity production option. In northern isolated 

communities, additional transportation difficulties for supplying fuel during winter 

months make electricity production by diesel generators unreliable. Considering the large 

number of these communities in Canada [77], an attractive market is available for 

developing hybrid power system based on renewable energy sources.  Such a system is 

more attractive when great wind potential is available in such areas. As result, some 

wind-diesel projects were installed in few remote communities in Canada, but most of 

them are not operational or still suffering from low wind penetration in their hybrid power 

system [77]. Consequently, isolated communities still depend on diesel generator, and 

their fuel consumption profile has not improved even after wind turbine installation. This 

issue can be related to insufficient funding, non-optimum wind turbine selection and 

installation, lack of an effective energy storage system to increase the wind energy share 

in electricity production, and mainly as a result of modifying existing power system 

instead of integrated design of a hybrid power system with proper study [77], [78]. 

Therefore, cost effective, safe and efficient energy storage is the missing link in 

renewable energy power generation infrastructure especially for remote communities.  

Based on the literature review of the current status of CAES technologies, there is a 

great potential for research on the possibility of using pure pneumatic energy storage 
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system where air is the sole medium in both energy storage and expansion cycles.  

Considering an isolated community with great wind potential, a pure pneumatic storage 

system can be installed to store the wind turbine excess energy during high wind speed 

regimes, and deliver stored power when the wind turbine output power is not sufficient to 

meet the demand.  

Considering the significant demand for a hybrid power system for isolated application 

or communities, a small scale pure pneumatic CAES system is proposed in this study. In 

this proposed system, both charge and discharge cycles as a thermodynamic processes 

happen at ambient temperature. The heat can be exchanged through both compression and 

expansion cycles with the environment naturally. This pure pneumatic CAES system can 

operate with much more simple heat exchanger configuration and heat transfer 

requirements. As a result, the number of system components and required control 

equipment will be reduced, resulting in a simple system. Moreover, maintenance 

requirement will be less than liquid piston based CAES system. However, this storage 

system has lower energy density in comparison with a liquid piston based CAES system, 

requiring higher storage volume than a liquid piston system. Therefore, the possibility of 

using a pure pneumatic system, as an inexpensive storage system with flexible and 

expandable size; reasonable energy density; low complexity; and low maintenance 

characteristics is explored for isolated applications.  

In this study, the required energy for the air compression will be provided by a 

properly designed wind farm; while in conventional CAES systems, fossil fuel is 

consumed to produce required energy for air compression. This change in main energy 
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source provides free excess energy for CAES system in compression cycle and can be 

considers as compensation for its low efficiency because the additional energy required 

for the CAES system losses is supplied by the wind energy rather than burning fossil fuel 

in traditional  systems. As a result more energy can be stored and injected to the load in 

order to reduce the diesel generator fuel consumption, and make CAES system more 

economically attractive. 

2.4 Research objectives  

Considering the main objective of this research on increasing wind energy penetration 

in electricity generation for an isolated application, the following research questions can 

be introduced:  

1. How incorporating wind energy and compressed air energy storage system can 

reduce the diesel fuel consumption for electricity generation in remote areas? 

2. How we can ensure that energy system designers produce only correct and reliable 

designs, using proper wind turbines and storages system?  

3. What are the factors that have impact on design and implementation of a RES 

based electricity generation system for remote areas 

2.5 Summary   

In this chapter, an overview of existing and developing CAES technologies has been 

presented. After explaining the energy conversion in thermodynamic compression and 

expansion cycles, the required energy to compress certain amount of air mass has been 

formulated. Three different generations of CAES systems were presented in a 
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chronological order to show their technical progress and extended application. Also a 

brief overview of some operational CAES systems was introduced. In addition, Different 

configurations of hybrid diesel based CAES system for isolated community was 

presented because of its application similarity to the objective of this study. Pure 

pneumatic CAES system flexibility in scaling and establishment for different applications 

including a small scale CAES without geographical constraint was the main motivation to 

select this type of CAES system in this study.  
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Chapter 3 Hybrid Power System Components and Their Models 

 

There are different types of storage techniques, which are theoretically and 

operationally available to remedy the RES fluctuations. Due to technical and economic 

advantages wind - gas turbine configuration is used in large scale applications [79-81], 

this research explores the feasibility of small scale CAES system with possible upgrade to 

medium scale. This system selection is suitable storage option for different future 

applications including small and medium scale wind integration. In this research a hybrid 

power generation system which includes compressed air energy storage (CAES) is 

developed. The excess wind energy is stored in a pressurized tank as compressed air, and 

it is fed through an expander to produce electricity via a synchronous generator when it is 

needed.  

In this chapter, a small scale CAES system for possible implementation in a wind 

based energy system for an isolated community is introduced. After presenting the overall 

schematic of the hybrid energy system, the main components in the energy conversion 

process are modelled. The chapter also includes the general design considerations, 

simplifications and simulations of the hybrid power system components.  

3.1 Proposed hybrid power system structure 

The focus of this work is to develop a reliable and efficient source of electricity which 

combines a small wind energy generation system with a compressed air energy storage 

system for isolated customers. When the output energy of a wind turbine is more than the 
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energy demand at the load side, the excess energy is converted into a mechanical form 

using high pressure compressors and stored in a high pressure reservoir as potential 

energy. In the case that the wind turbine cannot deliver the required energy at the load 

side, the stored mechanical energy is converted to electrical energy through an air motor, 

synchronous generator and a power conditioning unit consisting of a rectifier, and a grid 

connected inverter. The schematic of the proposed hybrid system is shown in Figure 3-1.  

 

Figure 3-1: Schematic of the proposed hybrid system. 

To ensure reliable supply of electricity to an isolated community, it is assumed that the 

existing diesel generators can be utilized as backup system. The preliminary design of the 

proposed hybrid system includes the existing diesel generators, wind turbines, CAES 

system, and supervisory control unit for dynamic energy management. The objective of 

such an implementation is to reduce the diesel generator total fuel consumption. It is 
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expected that the CAES system will reduce the operation time of the diesel generator and 

result in a stable and cost effective operation of the diesel generator.  

The energy dispatch control unit performs a supervisory role. Based on the wind speed 

and demand data, the dispatch control unit defines the energy production share of each of 

the generation units, i.e. the wind turbine, diesel generator and CAES system. The 

operating condition of each power component, including the compressor, storage tank 

pressure, air motor, and synchronous generator is controlled in a way that achieves the 

stable operation of the system with maximum possible efficiency. Each component is 

optimized to ensure optimum performance of the hybrid power system. The control unit 

for each component defines the optimum operating condition of the device. The different 

components of the proposed hybrid energy system along with their selection criteria and 

mathematical modeling are presented in the following section. 

3.2 System component modeling 

The static and dynamic behavior of a system and its control system can be investigated 

by using the MATLAB software [82] to simulate the different physical system 

performance under several working conditions. Power system toolbox includes a 

comprehensive collection of power system components including wind farm, 

transmission line, electrical machines, power electronic switching devices and other 

electrical components. These components in combination with digital and analog devices 

can be used to develop an accurate simulation model of the proposed hybrid system. 



56 

 

However, explicit analytical modeling of each component and using numerical 

integration to solve the resulting equations might result in significant long simulation 

time. In addition, this explicit analytical modeling and the nonlinear nature of different 

elements of the system, would not guarantee simulation convergence. For these reasons, 

simplified analytical models are developed for each component and implemented in 

MATLAB -Simulink to simulate the hybrid power system.  

3.2.1 Wind Turbine  

The performance of a wind based power system depends on the wind turbine 

characteristics. The main goal of this research is the development of a reliable wind based 

power system with an effective energy storage system. Such a system can enhance the 

wind energy penetration in an isolated community or application. The energy production 

capability of wind turbine is critical in wind-based power systems. Therefore, in order to 

assess the wind turbine performance in the hybrid system, the static and dynamic models 

of the wind turbine are developed. The models are presented in the next subsections.   

3.2.1.1 Wind Turbine static modeling 

The wind turbine output power depends on the produced aerodynamic force of the 

wind on the wind turbine blades. The steady state output power of a typical wind turbine 

can be determined using the following equation [83-85]: 

3

 0.5 ( )   wind Turbine p r wP C A V 
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where Ar is the cross section area swept by rotor, and Vw is the wind speed. The air 

density ρ can be taken as 1.225kg/m3. Cp is the wind power coefficient and is a function 

of λ known as tip speed ratio. Considering (3-2) and Comparing (3-1) with the provided 

manufacturer power curve shown in Figure 3-2, it can be concluded that the Cp value 

depends on the wind speed.  

  
(a)                                                                   (b) 

  
(c)                                                               (d) 

Figure 3-2: Manufacturer’s wind turbine power curves: (a) Bergey Excel-R & Excel-S [86], (b): 

Wisper 500 [87], (c): Skystream 3.7[88], (d): Eoltec Scirocco E5.6-6 [89]. 

In order to find the corresponding Cp curve as a function of the wind speed, the output 

power of each wind turbine manufacturer provided power curve was divided by the 

calculated output power using (3-1) at the identical wind speed. At the next step, the 

calculated Cp value for each wind turbine was fitted with an equation in MATLAB curve 
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fitting toolbox to find its mathematical representative. Gaussian equation with four terms 

was the best fit for the calculated Cp values as a function of wind speed. Equation (3-3) is 

an example of the Gaussian equation for the Bergey Excel-R wind turbine.  
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(3-3) 

where Vw is the wind speed. All the parameters in the equation are provided in Table 3-1. 

Table 3-1: The Gaussian equation parameters for the Bergey Excel R wind turbine Cp approximation 

Parameter Value Parameter Value Parameter Value 

ɑ1 0.1787 b1 8.564 c1 2.956 

ɑ 2 0.0154 b2 21.5 c2 4.056 

ɑ 3 0.1271 b3 12.21 c3 3.669 

ɑ 4 0.2121 b4 5.577 c4 1.977 

The same procedure can be applied to several wind turbine power curves in order to find their 

mathematical representative of Cp values as a function of wind speed. This method simplifies the 

wind turbine static modeling for its performance assessment in a variable wind speed working 

condition. In order to show the accuracy of the proposed approximation method, the calculated Cp 

value from the Bergey Excel-R wind turbine datasheet is compared with its approximated value 

using the Gaussian equation is shown in Figure 3-3. 
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Figure 3-3: Calculated and approximated Cp values for the Bergey Excel-R wind turbine. 
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The Cp equation for the Bergey Excel-R wind turbine was applied to (3-1), and its 

output power as a function of wind speed was obtained. Figure 3-4 shows the comparison 

between the calculated power curve using the approximated Cp equation and the Bergey 

Excel-R wind turbine datasheet. The comparison shows that the calculated power curve is 

almost identical to the manufacturer’s power curve for wind speeds lower than 20 m/s. It 

should be noted that most of the small scale wind turbines in this study hay either cut-off 

speed or power curve for speed ranges lower than 20m/s. In addition, this approximation 

is sufficient for wind farms located at sites where the average value of the wind speed is 

less than 16m/s, which is the case for the site considered in this study. For higher wind 

speed ranges and different accuracy of curve fitting, one can use higher order Gaussian 

equation or other approximated equation.  
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Figure 3-4: Obtained power curve using approximated Cp equation compared with Bergey Excel-

R wind turbine datasheet. 
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3.2.1.2 Dynamic Modeling 

Dynamic performance assessment of a wind turbine requires a reasonable dynamic 

model. In addition, a simple dynamic model assists the analysis of a plant for control 

design purposes and simulations. The drive train of a wind turbine can be simplified as a 

lumped model shown in Figure 3-5 [90], [91]. The wind turbine drive train includes all 

the rotating parts in the wind turbine: low speed shaft, gear box and high speed shaft. Ja in 

Figure 3-5 represents the rotor moment of inertia, Je represents the generator moment of 

inertia; BT is the wind turbine shaft damping; Be is the generator shaft damping; and nG is 

the gearbox speed transfer ratio. The rotor blades’ moment of inertia has a significant 

higher value in comparison to the generator moment of inertia. As a result, it prevents 

variation of the rotor speed during both acceleration and deceleration modes.   

 

Figure 3-5: Simplified Wind turbine dynamic model based on its drive train [90]. 

Note: The Figure 3-5 was reproduced by information available in [90]. 

The dynamic model can be described as below after referring all the parameters to the 

low speed side of the drive train [90], [91]: 

TLS
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dt
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where BTLS and JTLS are equivalent shaft damping and inertia referred to the low speed 

side respectively. The inertia value can be experimentally obtained using the natural time 

constant of a wind turbine which corresponds to the required time for a wind turbine to 

reach its rated rotational speed [92]. On the other hand, the total inertia of a body with 

multiple mass can be calculated using the following equation [91]:  

2

i iJ m r
 

(3-7) 

where ri is the radial distance from the center of the mass for mi particle. It can be 

assumed that the mass middle point of a wind turbine blade is approximately located at 

1/3 of its radius [91], [92]. Then using equation (3-8), and provided wind turbine 

specifications available in Appendix 1, the nominal values for the three blade wind 

turbine inertia and the gearbox transfer ratio can be determined as follows:  
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where mr is the mass of the whole rotor including the three blades, Rr is the rotor 

radius, VnWT is the wind turbine nominal speed in m/s and ωwe is the generator nominal 

speed in rpm. The generator moment of inertia and its shaft damping was chosen in a way 

that the step response of wind turbine transfer function reaches its steady state value in 15 

seconds. This settling time for the wind turbine time constant is selected in order to 

reduce the overall simulation time. Other simulation parameters are listed in Appendix 1. 

The Excel-R wind turbine dynamic response in nominal condition is shown in Figure 3-6.  
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Wind Turbine response for nominal condition (Wind Speed = 13 m/s)

 

Figure 3-6: Excel-R wind turbine response for nominal condition (Wind Speed 13 m/s). 

3.2.2 CAES System  

A typical CAES plant includes the following power components: compressor(s), 

expander(s) and generator. In addition it needs a reservoir to store the energy. Air 

refinement equipment can also be used to improve the working condition of the CAES 

plant. In the following subsections the CAES system components are presented and the 

modeling approach for each component is explained. 

3.2.2.1 Compressor 

The compressor in the CAES system has the responsibility of converting the excess 

energy of the wind farm to high pressure compressed air. The high pressure air flow is 

stored in a high pressure tank. The compression ratio should be high enough in order to 

decrease the required storage volume. Considering the variability of the available excess 

energy, reciprocating compressors with variable discharge rate are appropriate in this 

study. They are inexpensive, operate at low speeds, and provide good performance 
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throughout the speed range of operation. In addition, they can be used in multistage 

configuration to achieve high compression ratios. Intercoolers can be used between each 

stage to increase the energy conversion efficiency by having a polytropic thermodynamic 

cycle close to isothermal cycle [47]. An electric motor converts the electric energy into 

the potential energy of the compressed air through the reciprocation motion of a piston. 

The energy conversion in a compressor consists of three different physical processes: 

electrical torque generation in electric motor; mechanical movement of the crank shaft, 

piston and valves; and fluid process including compressing the air in a cylinder and air 

flow through the outlet valve. Although, for an accurate dynamic modeling of a 

compressor all the components and their mathematical equations should be included in 

the final model [93] and [94],  the model can be simplified by ignoring the valve motion 

effect on the final build up pressure in the cylinder. A combination of the static model and 

dynamic model can be obtained by considering the step response of the compressor in 

each compression cycle. The static performance of the compressor defines the amount of 

outlet compressed air which is stored in a high pressure tank for future use.  

The amount of work required to compress certain amount of air from atmospheric 

pressure to a desired pressure, in a polytropic process and isothermal process can be 

expressed as (3-10) and (3-11) respectively as [85]: 
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where γ is the heat capacity ratio or adiabatic index which can be replaced by n where 

the process is a polytropic one; cp is the heat capacity at constant pressure; cv is the heat 

capacity at constant volume; Pin and Pout are the input and output pressure in the 

compression cycle respectively; and PR is the pressure ratio.  

The required power of a single stage compressor can be calculated by deriving the 

work equation (3-10) with respect to time. Considering the fact that the input pressure of 

the compressor is atmospheric pressure and has a constant value, the pressure ratio also 

can be assumed to be constant when the output pressure of the compressor is constant. 

This condition can be obtained by keeping the polytropic index constant through good 

heat exchange with environment. Therefore, the required power as a function of the 

volumetric flow rate (QComp) in a polytropic process can be obtained from (3-14) for 

single stage and (3-15) for multistage operation [95] and [96]:  
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where Ncs is the number of compression stages. The power rating and flow rate 

requirement of the compressor can be calculated using (3-14). Applying the available 

excess electrical energy of wind turbine to the compressor, the volumetric flow of high 

pressure air at the compressor output can be calculated as follows:  
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The above compression equations are valid for a closed-system with a constant air 

mass; while, the desired storage system in this study should work in an open cycle 

interacting with the storage tank and the environment. One possibility for considering this 

condition in modeling could be to represent the process with several time steps in terms 

of successive closed compression system with specific inlet air mass. Each compression 

cycle is defined as one crank shaft rotation. Each time step consists of certain number of 

cycles based on the required accuracy. In each time step, compressed air with certain 

amount of mass enters the tank, and high pressure compressed air accumulates in the 

reservoir. The stored energy can be calculated based on the reservoir volume and the final 

pressure of the stored air at the end of each time step.  

Using this method a quasi-dynamic model for the compressor can be obtained using its 

static performance. The dynamic response of the compressor in each cycle can be 

approximated by a first order system, where the total rotating components’ inertia (JT-

Comp) and their damping (BT-comp) are included in the model as follows: 
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where KComp represents the compressor pressure ratio in each time step. Considering 

nominal values for the compressor output pressure, its nominal rotational speed and 

cylinder volume provided by the manufacturer, the output flow rate of a compressor can 

be presented as a periodic train of step response of the compression cycle as shown in 

Figure 3-7, where 8 consecutive compression cycles are shown.   
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Figure 3-7: Dynamic response of simplified compressor model for 8 cycles of compressions. 

The average output flow rate of the compressor can be calculated as a function of the 

shaft rotational speed and the applied power to the compressor using (3-16). Assuming a 

polytropic process for the compression cycle, the polytropic exponent of air for the 

compression process can be considered 1.45 for compression and 1.36 for expansion [68]. 

The compressor output air mass which enters the high pressure reservoir can be 

calculated as follows: 

. .out Comp Copmm Q dt    
(3-18) 

The pressure of the tank will increase depending on the amount of the air mass in the 

reservoir based on the following equation: 

. nP V mRT
 

(3-19) 

where R is the gas constant and T is the working air temperature. The change in the 

compressed air mass stored in the reservoir depends on the available power for the high 

pressure compressor and it can be formulated using (3-10) to (3-19).  
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In this study, a flexible power rating was assumed for the compressor unit. The 

assumed compressor unit consists of several individual compressors with controllable 

valves which enable series or parallel configuration. In a high power regime, the parallel 

configuration of the compressors provides high flow rate at the early charge stage of the 

storage. The compressors could be reconfigured into series connection when the air 

pressure stored in the tank increases to the set point, and the compressors work in multi-

stage configuration to reach higher compression ratios. Low efficiency for single stage 

compression and expansion is the limiting factor of a very high pressure system. In 

multistage compression or expansion, the intermediate pressure and temperature can be 

calculated as follows:  
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where V1 is the initial air volume, Vf is the final air volume and T1, T2 are the 

corresponding air temperature. Changes in air temperature for different compression 

stages are shown in Figure 3-8, where N is the number of compression stages.  

As shown in Figure 3-8, the air temperature in 5-stage compression will drop to 

approximately half of the compressed air temperature in a single-stage configuration. This 

leads to lower required work for compressing the same amount of air to the desired 

pressure. On the other hand, there is no significant air temperature reduction when the 

compression stage is increased from 6 to 10 as illustrated in Figure 3-8. 
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Figure 3-8: Change in air temperature with different compression stages 

The required work to compress certain amount of air to the desired pressure with 

different compression ratios is shown in Figure 3-9(a). As shown in the figure, the 

required work to compress certain amount of air is reduced by increasing the number of 

compression stages. The change in efficiency of the compression cycle as a function of 

the number of compression stage is shown in Figure 3-9(b). As illustrated in the figure, 

the efficiency can be increased using more compression stages. This can help the 

performance of the CAES system in cases where the excess energy is available for short 

durations. Using high pressure compressors can help to improve the energy density and 

performance of the proposed CAES system, which is shown in design consideration for a 

CAES system in the next chapter. 
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Figure 3-9: Change in (a) required work and (b) efficiency with different compression stages. 

3.2.2.2 High Pressure Reservoir 

Storing air in a reservoir with constant volume is the next step in storing the excess 

energy of the wind farm. Various possible methods for storing compressed air are as 

follows [68], [70] and [96]:  

 store in caverns or cavities excavated in rocks,  

 store in abandoned mines, salt domes  

 store in old oil or gas reservoirs,  

 store in underground storage aquifers,  

 store in cryogenic liquid form,  

 store in pressure accumulator,  

 store in underground pipes,  

 store in underwater pipes or vessels,  

 store in metal tanks, and  

 Store in polymeric high pressure tanks.  
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For the small scale size of the CAES system considered in this research, the metal tank 

can be an efficient option. Current metal tanks, available commercially, can withstand 

high pressures up to 500Bar. If a special reservoir is needed for storage, the following 

equation can be used to determine the spherical tank size and design parameters [68]:  

4

res s

res r

s p

D 


 
(3-22) 

where ps is the storage pressure, σr is the maximum allowed stress, sres is the tank 

thickness and Dres is the reservoir diameter. Using material with high values of σr/ps 

results in thinner storage tanks with specific diameter and leads to reduction in reservoir 

weight or higher energy density. The tank storage capacity can be defined as a function of 

the required energy storage capacity. The required work can be estimated using the 

product of the required power and the duration. The amount of input air volume (Vin) that 

can produce the required energy can be obtained from the following equations for 

polytropic and isothermal processes respectively. 
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The tanks volume size can be calculated from the required input air volume as follows:  
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The size of a tank that provides a required energy of 4kWh for isothermal and 

polytropic energy conversion is shown in Figure 3-10 as a tank sizing example. It 
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observed that the required tank volume for certain required amount of energy is a function 

of the working pressure and the energy conversion process. 
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Figure 3-10: Tank size for isothermal and polytropic energy-conversion 

3.2.2.3 Air Motor 

The air motor is a mechanical device which can be used as prime mover for the 

alternator in order to extract the stored energy in compressed air format and transform it 

into electrical energy. A vane type air motor is considered in this research. The main 

advantage of the vane type air motor is its ability to operate at low speeds in the 1000-

3000 rpm range, eliminating gearbox requirement, and as a result, increasing efficiency 

and reliability. The vane type air motor also gives relatively constant control volumes in 

comparison to reciprocating type air motors [97].  

The rotor is the only moving part and the energy conversion takes place in moving 

chambers when their volumes change with rotation. The chambers are separated by a 

freely sliding rectangular vane that moves outward as a result of centrifugal force. The 
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pressure difference between the inlet and outlet air produces the required torque to rotate 

the rotor. For a counter clockwise rotation, the air will expand in the left hand side of the 

air motor and leave the vane motor in the right hand side chambers as shown in Error! 

Reference source not found.(b) [98] and [99].  

As a result of the compressibility of air and the friction between the vane and the 

internal surface of the air motor stator, the air motor is highly nonlinear. Attempts have 

been made by researches to develop a dynamic or steady state model for controller design 

in servo application [100-105]. The proposed nonlinear model of the  air motor usually 

include high number of parameters, some of which can be determined through 

experimental tests [102] and [103].The complicated and time consuming method to find 

these parameters has led to other approximation approaches [99-101] and [104]. Although 

these approaches are acceptable for both speed and position control in servo applications 

of the air motor, some dynamic models are only valid for specific speed ranges. 

Therefore, the limitation of the adopted model shall be taken into the consideration. The 

static and dynamic modeling of an air motor used in this research is presented in the 

following sections.  

3.2.2.3.1 Steady state model 

In this research, a simplified model based on the speed-torque and speed-air 

consumption curves provided by the manufacturer are developed to represent the steady 

state operation of the air motor. The air motor used in this study is the industrial 4AM-

FRV-36A GAST vane type air motor. The motor is rated at 1.3kW maximum power at 7 
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Bar. Figure 3-11, shows the vane-type air motor and its datasheet characteristics including 

air consumption, output torque and power. 

 
(a)         (b) 

 
(c)         (d) 

Figure 3-11: (a): 4AM-FRV-36A GAST vane type air motor; (b): Air consumption-speed curves; 

(c): Torque-speed curves; (d): power-speed curves; 

The torque acting on the rotor shaft is created from the air pressure difference, 

resulting in rotation toward the higher volume chamber. The torque output of the air 

motor is approximated from the manufacturer data sheet using the following linear 

equation [106] and [75] for the speed values higher that 250 rpm, where the torque 

characteristic as a function of the air motor speed has a negative slope as shown in Figure 

3-11(c).  
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(3-27) 

where T0AM is the initial torque at the speed of 250 rpm, nAM is the air motor speed, and 

nfAM is the free rotational speed of the air motor. This piecewise selection of the torque 

curve is acceptable considering the low output power and air consumption profile for the 

low speed regime of the air motor shown in Figure 3-11 (b and d). 

The mechanical power of this air motor can be described as the product of the motor speed and 

its torque as follows: 
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(3-28) 

Based on an extensive analysis of the power curve by the manufacturer, a quadratic 

equation is found to provide an accurate match in comparison to (3-28). Therefore, the 

power speed equation of the air motor is modified and represented by: 

2

2 1 0( , ) ( ) ( ) ( )mAM AM AM PW AM AM PW AM AM PW AMP n p C p n C p n C p  
 

(3-29) 

where CPW2, CPW1, CPW0 are the polynomial coefficients and they are dependent on the 

PAM. Similarly, the air consumption of the air motor is approximated by a quadratic 

equation as: 

2

2 1 0( , ) ( ) ( ) ( )VAM AM AM AF AM AM AF AM AM AF AMQ n p C p n C p n C p  
 

(3-30) 

where QVAM is the required air flow rate, CAF2, CAF1, CAF0 are the polynomial equation 

coefficients and pAM is the working pressure of the air motor. Considering the air motor 

characteristics provided by the manufacture as shown in Figure 3-11, it can be concluded 

that the output torque, power and air consumption of the air motor depends on the 

working pressure. Hence, in (3-29) and (3-30) the coefficients (CPW2…CAF2) are functions 

of the working pressure. In order to obtain a general equation to represent the variable 
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pressure performance of the air motor, modification coefficients based on MATLAB 

simulations are applied to the air motor air consumption as well as the output torque and 

power equation. As a result of these simulation, the variation of the proposed coefficients 

in (3-28) to (3-30) as a function of working pressure can be fitted to a set of polynomial 

equations for each characteristic. Considering the torque characteristic, its equation can 

be presented as a function of the air motor working pressure as: 

AM 1 0T ( , ) ( ) ( )AM AM T AM AM T AMn p C p n C p 
 

(3-31) 
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(3-33) 

where CT0 and CT1 coefficients are interpolation constants obtained using curve fitting 

toolbox in MATLAB software. The best polynomial fit for (3-32) and (3-33) is found to 

be a linear equation expressed as: 

1 11 10( )T AM T AM TC p C p C 
 

(3-34) 

0 01 00( )T AM T AM TC p C p C 
 

(3-35) 

The general torque equation as a function of rotational speed and the air motor 

working pressure is obtained as: 

AM 11 10 01 00T ( , ) ( ) ( )AM AM T AM T AM T AM Tn p C p C n C p C   
 

(3-36) 

Applying the correction factors to the approximated output torque will result in 

modified equation for variable pressure operation. The torque-speed characteristic of the 

air vane motor is shown in Figure 3-12, where the calculated characteristics obtained 

from (3-36) are shown as straight lines and the characteristics from the manufacturer 
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datasheet are shown as dots. The results show the accuracy of the steady state modeling 

of the air motor output torque as function of variable speed and working pressure.  
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Figure 3-12: Calculated Torque-Speed characteristic comparison to its datasheet values. 
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Figure 3-13: Static model of Power speed characteristic of the air motor in comparison to its 

datasheet. 

Similar methodology is used to find the best fitted general representative of the air 

motor power (3-29). The coefficients of the quadratic are obtained as follows:  

2
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The values of the coefficients are listed in Appendix 2. Similar to the air motor torque, 

the output power of the air motor can be described as a function of its rotational speed 

and its working pressure. Figure 3-13 shows the static model of the power-speed 

characteristic of the air motor in comparison with its datasheet characteristic. The 

proposed methodology yields the following coefficients for the quadratic equation that 

represents the air consumption characteristic.  
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Figure 3-14: The obtained values for the quadratic equation coefficients from the air motor 

datasheet is compared to their calculated values. (a): CAF2, (a): CAF1, (a): CAF0. 
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The values of the coefficients are given in Appendix 2. The calculated values of the 

coefficients of the quadratic equation are compared with the values from the datasheet 

shown in Figure 3-14(a), (b), and (c). The results of the air consumption-speed 

characteristics based on the proposed methodology compared with the datasheet values 

are shown in Figure 3-15. 
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Figure 3-15: The calculated air consumption curve comparison to its datasheet values. 

3.2.2.3.2 Dynamic model 

Pneumatic actuators demonstrate nonlinear performance as a result of nonlinear flow 

through the valve, air compressibility, friction, valve characteristics, leakage between 

chambers, time delay and attenuation in piping system, which should be carefully 

considered in deriving a theoretical nonlinear dynamic model [107]. Several techniques 

have been investigated for modeling pneumatic actuators [97, 99-110]. One of the 

commonly used approaches for obtaining the steady state and dynamic models is based 

on mathematical representations of the physical construction of pneumatic motors. This 
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model incorporates a combination of thermodynamics, fluid dynamics, heat transfer and 

the dynamics of the motion. At the beginning, the mass flow rate passing through the 

valve is calculated. The pressure, volume and temperature variation in a chamber is then 

determined. Finally, the output torque-speed characteristic based on the load dynamics is 

defined [98], [103] and [107-110].  

Among all the available mathematical models the model developed by Wang et.al 

[103], [109] and R.Pandian et.al [108] are the two most commonly used in dynamic 

modeling of vane motors. Therefore, their dynamic mathematical model based on the air 

motor geometry is adopted in this research and presented here.  

 

Figure 3-16: Schematic of a 4 vane air motor 

Figure 3-16, shows the sketch of a 4 vane air motor. An air motor is driven by the 

torque created as a result of the pressure difference between chamber A and B from the 

leading vane in each working chamber toward the next chamber with lower pressure. The 

pressure difference between the drive and driven chambers creates a force on the vane 

area between these two chambers and the resultant drive torque can be written as: 
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( )AM a b ab TT P P A l 
 

(3-43) 

where Aab is the working area of each vane between the drive and driven chambers, 

and lT is the torque arm. In order to calculated the net torque equation in a vane type air 

motor, the pressure in each chamber, the torque arm and working vane area should be 

calculated as a function shaft rotation angle considering the geometry of the motor shown 

in Figure 3-16.  Assuming the XY coordinate system shown in Figure 3-16, the vane 

working radius (xα) can be described as:  

cosxa ax x 
 

(3-44) 

sinxa ay x 
 

(3-45) 

where ϕ is the air motor shaft rotation. The circular equation of the stator can be 

written as:  

2 2 2( )xa AM xa sAMx e y r  
 

(3-46) 

where eAM is the eccentricity of the stator circle center with respect to the rotor circle 

center shown in Figure 3-16, and rsAM is the air motor stator radius. The number of 

unknown variables in (3-46) can be simplified by substituting (3-44) and (3-45) in (3-46). 

Solving the second order resultant equation results in a mathematical relation for the vane 

working radius as a function of the air motor shaft rotation as:  

2 2 2( ) cos sin
sAMa AMx e r e    

 
(3-47) 

The working radius of the vane motor is the most important parameter required to 

develop the motor behavior in each rotation. Other physical feature of the air motor such 
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as the volume of the drive and driven chambers; the active vane area; and torque arm can 

be determined as a function of the shaft rotation once the working radius of the vane 

motor is obtained. The exposed area of the vane to the pressure difference between the 

chambers can be written as follows: 

( )AV AM a rAMA L x r 
 

(3-48) 

where rrAM is the air motor rotor radius, and LAM is the air motor length. The torque 

arm (rT) is the distance from the rotor center to the midpoint of the active vane where the 

force is applied, and from Figure, the torque arm can calculated from the following 

equation: 

2 2
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(3-49) 

The vane motor chamber is divided into drive (Va) and driven (Vb) chambers and their 

variable volume as a sinusoidal function of rotational speed is obtained after integrating 

the differential section of the chambers as a function of the shaft rotation as follows [103] 

and [109].  
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The variation of the drive and driven chambers variation as a function of the shaft 

rotation is shown in Figure 3-17. The shaft speed in this simulation was assumed to be 

300 rpm, and the air motor active volume variation is shown in 5 full rotations of the 

shaft. 
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Figure 3-17: Drive and driven chamber volume variation 

In this study, it is assumed that air enters at an angle of -60º, and leaves the air motor 

at an angle of +60º with respect to its X axis. The drive chamber starts at ϕAStart = -120º, 

and works as a driven chamber at ϕAEnd = -30º, the driven chamber starts at ϕBStart = -30º 

and ends at ϕBEnd = + 60º. As a result, the chambers exchange their function from drive to 

driven chamber at ϕBStart = ϕAEnd  = -30º. The mathematical model of the chamber volumes 

exhibits high frequency fluctuations as shown in Figure 3-17, as a result of the discrete 

nature of the active volume of the chambers. The fluctuation frequency is directly related 

to the finite number of vanes. The modeled air motor has 4 vanes, therefore each chamber 

acts as a drive chamber for a quarter of a full rotation; and as a result, the frequency of the 
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drive and driven chambers is four times the air motor shaft rotation frequency. As shown 

in Figure 3-17, by rotating toward the outlet port, the volume of the chamber “A” 

increases and the that of chamber “B” decreases, which creates a variable volume based 

on the air motor working principle.  

The pressure variation in each chamber is required for the net developed torque 

calculation. The pressure change in each chamber can be calculated as  follows [109], 

[111], and [112]: 
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(3-56) 

The mass flow rate formula can be described by the following equation by assuming 

standard orifice theory [113]: 
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(3-59) 

where the values of k, C0, Cr and Ck  can be determined from their corresponding 

equations listed in Appendix 2. The flow rate correction coefficient variation as a function 

of downstream to upstream pressure ratio is obtained using (3-59), and shown in Figure 

3-18 to model the chocked flow condition of the air motor.  
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After determining the volume of the chambers, the working vane radius and the mass 

flow rate the pressure in each chamber can be obtained using (3-55) and (3-56). The 

developed torque can be obtained using (3-43). The working area of each vane between 

the drive and driven chambers can be calculated as follow: 

( )ab a rAM AMA x r L 
 

(3-60) 
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Figure 3-18: Flow rate correction factor to model the chocked flow condition. 

The torque arm in (3-43) can be written as a function of the air motor rotor radius and 

the vane working radius as follows: 

( )
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(3-61) 

Replacing (3-60) and (3-61) in (3-43), the developed torque equation can be written as:  
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(3-62) 

The speed of the air motor can be obtained using its drive train as follow:  

AM AM AM d
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(3-63) 
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Where JAM is the inertia of the air motor rotating parts, and BAM is its friction 

coefficient. The air motor dynamic performance was simulated using the equations 

provided in this section for a fixed tank pressure of 7 bar. Figure 3-19 shows the dynamic 

performance of the rotational speed of the air motor.  

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

500

1000

1500

2000

2500

3000

3500

time [s]

A
ir

 M
o

to
r 

S
p

e
e
d

 [
rp

m
]

3.6 3.7 3.8 3.9 4
2400

2600

2800

3000

3200

3400

 

Figure 3-19: The dynamic response of the air motor speed to a fixed 7 bar input compressed air. 

 

Figure 3-20: The output torque of the air motor for a fixed 7 bar input compressed air 

The output torque of the air motor is shown in Figure 3-20, which at its steady state 

condition is approximately identical to the manufacturer datasheet shown in Figure 3-11 
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where the developed torque at 3000rpm and 7 bar equals to 4.03N.m. The fluctuation of 

the response is related to the infinite number of the vanes which results in fluctuation in 

the volume of drive and driven chambers. 

The output power of the modeled air motor for a fixed 7 bar input compressed air was 

calculated as a product of the developed torque and the speed, and shown in Figure 3-21. 

The steady state value of the calculated value is identical to the manufacture power curve 

shown in Figure 3-11(d) with 1274W value for the output power in 3000 rpm and 7 bar 

operation condition. 

 

Figure 3-21: The dynamic response of the air motor output power to a fixed 7 bar input compressed air 

 

The result of air motor air consumption simulation is shown in Figure 3-22. The result 

is obtained by assuming of constant supply and exhaust pressure in order to compare the 

predicted results with the manufacturer datasheet. The simulated air consumption has a 

value of 118 [m3/hr], which is close to the value from the manufacturer datasheet (119 

[m3/hr]) considering very small simulation time step (1ns).  
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The convergence of the mathematical model depends on the coefficients and parameter 

values in the active volume of the drive and driven chambers, the pressure variation, flow 

rate and developed torque equations. Identification techniques can be implemented to 

obtain the required parameters using system identification toolbox in MATLAB-Simulink 

environment. In addition, Kalman filtering method [114], the design of experiment (DOE) 

technique [115] and neural network model [116] can be adopted to obtain accurate 

estimates of the system parameters for the models. 
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Figure 3-22: Air consumption of the modeled air motor for a fixed 7 bar input compressed air 

The efficiency of the pneumatic actuator depends on its operation condition and 

control strategy, which increase the necessity of having an approximate model with 

reasonable error [117]. These models usually include a large number of parameters which 

require excessive practical tests to obtain all of the parameters, the final model should be 

modified in order to provide accurate match with manufacturer product specification 

catalog. 
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3.2.2.4 Rectifier unit 

In the proposed CAES system the synchronous generator output voltage was converted 

to DC voltage using a full bridge diode rectifier model PVI-7200-WIND-INTERFACE. 

The unit consist of line filter; regulating capacitor; high power module (TBR1500) with 

forward voltage drop Vf=0.7 for each diode, and its manufacturer specification is listed in 

Appendix 4 The simulation model for this unit was obtained by calculating the average dc 

voltage of the bridge taking into account the diode voltage drop and assuming ideal 

sinusoidal waveform for the input as follows:  

2
2m

dc f

V
V V


 

 
(3-64) 

where Vm is the magnitude of the generated voltage. In order to model the impact of 

the DC load current on the rectifier current and voltage, its equivalent circuit can be 

considered as Figure 3-23, where the capacitor bank, the line filter and their internal 

resistances are included .  

 

Figure 3-23: Equivalent circuit of the rectifier unit. 

The rectifier current can be written as: 
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1
( ) [ ( ) ( )]rec dc C

rec lrec

I s V s V s
L s R

 
  

(3-65) 

The equivalent block diagram can be obtained after writing the required KVL and 

KCL equations as Figure 3-24. The dc bus voltage and the rectifier unit current response 

to the DC load current and input voltage disturbances can be obtained using the 

developed dynamic model.  

 

Figure 3-24: Rectifier current block diagram 

3.2.2.5 The Grid connected inverter unit 

The final step in the energy extraction process of an energy storage system is using a 

grid integration unit to deliver the stored energy to the local distribution system. This unit 

includes a voltage source inverter, current limiter for protection and output power control 

purposes, and a line filter [118], [119]. In this study, the Aurora wind inverter (PVI-3600-

OUTD) was used for grid connection. The inverter includes an output filter in order to 

remove the switching harmonics and prevent their injection to the grid. This inverter can 

be connected to a PC for data logging and power curve programming purposes.  

The desired power curve of the inverter as a function of input DC voltage level can be 

entered as a look up table in programing mode of the inverter prior to connection to the 

grid. The output power control and grid connection procedure is performed by the Aurora 

inverter embedded controller module, and its power curve is the only controllable feature 
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of this inverter. Therefore, the inverter input DC voltage value is the only parameter that 

defines the output power of inverter. Considering this limitation of the inverter, the output 

power of the whole CAES system will be limited to the definition of the proper power 

curve for the inverter and control the generated DC voltage level.   

 

Figure 3-25: The Aurora inverter block diagram. 

The structure of the Aurora inverter used in this research, is shown in Figure 3-25, 

where it includes DC/DC boost converter, grid interface inverter and a line filter. In 

general, the inverter controller structure includes two controller loop: DC voltage control 

loop for the boost converter and current control loop for the grid interface inverter. 

Utilizing different time constants for the inner current regulator loop and the outer voltage 

regulator loop, the dynamic behavior of the two control loops can be decoupled. This can 

be achieved by providing significant higher sampling frequency (more than 10 times) for 

the inner current regulator loop [118] and [120]. The output power of the inverter can be 

Inverter 

Power 

Curve 
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adjusted by programming its lookup table. The desired output current of the inverter is 

estimated using the power curve of the inverter. This current is compared to the actual 

measured current to produces the actuating signals for the inverter switches. 

Although the control strategy of the inverter was not accessible, its dynamic 

performance affects the general response of the system. Therefore, its model and dynamic 

behavior should be considered in the simulation and system performance studies. In order 

to obtain a dynamic model of the inverter, an average switch model can be combined with 

its electrical analytical model, and the Aurora inverter characteristics and its controller 

structure. It is assumed that the output current of the inverter has no harmonics a result of 

the output filter. A typical schematic of a single phase grid connected inverter is shown in 

Figure 3-26, and its corresponding block diagram is shown in Figure 3-27. 

 

Figure 3-26: A typical Schematic of a single phase grid connected inverter  

 

Figure 3-27: Block diagram of a typical single phase grid connected inverter with filter. 

Assuming a line filter between the inverter output and the grid [121] as shown in 

Figure 3-26, the inverter output current can be written as follows: 



92 

 

inv
f sw C f inv

di
L v v R i

dt
  

 
(3-66) 

where Lf is the line filter inductance, vc is the voltage across the line filter capacitor 

and vsw
 is the output voltage of the inverter switches over a PWM period given by the 

following equation: 

( )sw DC AVv D V 
 

(3-67) 

where D stands the PWM duty ratio over a PWM period and VDC(AV) is the inverter 

input DC bus voltage provided by the boost converter. The output current of a grid 

connected inverter is the key parameter that controls the output power of the inverter. 

This current has two components: iC and iG, as shown in Figure 3-26. 

C
C

dv
i C

dt


 
(3-68) 
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(3-69) 

g inv ci i i 
 

(3-70) 

Using (3-66) to (3-70)(3-69), the state space model of the grid integration unit can be 

derived as follows:   

dx
Ax Bu

dt
 

 
(3-71) 
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(3-72) 
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The grid integration unit transfer function can be found by solving the state space 

matrices and using (3-67). The output current transfer function can be described as a 

function of input duty cycle ratio and input DC voltage as the following equation: 

( )1 f f f

Line SW G

C s L s R
i v v


 
   

(3-73) 

3 2( ) ( ) ( )f f Line f f Line Line f f f Line Line f f LineC R L s C R L R L s C R L L L s R R        
 

(3-74) 

 
(a) 

 
(b) 

Figure 3-28: The bode diagram of the inverter with line filter: a) with no compensator, b): with Lead-

Lag compensator. 
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Using the inverter parameters provided in Appendix 2, the bode diagram of the 

uncompensated closed loop system shows an unstable behavior as it is shown in Figure 

3-28(a). Therefore a lead-lag compensator is added to the system to make the system 

stable and improve the system transient performance to disturbances. Figure 3-28(b) 

shows the bode diagram of the compensated system with phase margin value of 56.4 deg. 

The response of the system with a Lead-Lag compensator the three different reference 

current values is shown in Figure 3-29.  

 

Figure 3-29: The response of the compensated inverter system with line filter 

As it can be concluded from Figure 3-28 and Figure 3-29, adding a lead-lag controller 

improves the performance of the inverter by making the system stable, removing its 

steady state error, increasing the phase and gain margin of the closed loop system, and 

reducing the system response settling time by placing the system poles in the left half 

plane far away from imaginary axis. 



95 

 

3.2.2.6 The Synchronous Generator for the CAES system 

The implemented synchronous generator to convert the developed mechanical torque 

into electrical energy is a separately excited single phase machine. A simple single phase 

model is developed for the separately excited single phase synchronous generator in this 

study. The following assumptions are made in the development of the single phase model: 

 Space harmonics in the air-gaps are neglected. 

 Air-gap reluctance has a constant component. 

 Eddy current and hysteresis effects are neglected. 

 Presence of damper windings are not considered 

 Saturation is neglected although it can be taken into account by parameter 

changes.  

  Because the mechanical systems have high time constant, the current variation 

around its average value has sufficiently small effect on the generator motion 

performance. 

A permanent magnet and excitation windings can produce similar EMF, and there is 

no difference between the stator of the PMSG and the wound rotor synchronous 

generator (SG). The presented mathematical model can be used for both permanent 

magnet and wound rotor synchronous machines [122]. Assuming the DC machine 

analogy for separately excited single phase synchronous generator, the electromagnetic 

torque produced by the drive train of the rotor shaft can be written as:   
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where JSG and BSG are the synchronous generator inertia and the friction coefficient 

respectively, and ωre is the electrical rotational speed of the rotor. Using simplified model 

for a synchronous generator connected to a rectifier unit presented in [123] and [124], the 

electrical circuit equation for the stator phase windings can be written as: 

where LSG is the stator winding inductance; RSG is the stator winding resistance;   VTGS 

is the synchronous generator terminal voltage; and ESG is the no load generated voltage 

which is a function of rotational speed. The field current can be written as:  

Using (3-75) to (3-78), the dynamic model of a separately excited single phase 

synchronous generator (SESPSG) can be represented by the block diagram as shown in 

Figure 3-30.  

 

Figure 3-30: A separately excited single phase synchronous generator block diagram 

The synchronous generator parameters can be determined from experimental tests. In 

order to obtain the stator resistance (RSG) and the field winding resistance (Rf) values, a 

   re
SG SG re mech em

d
J B T T

dt


  

 
(3-75) 

( )  em SG f SGT K I I
 

(3-76) 

  ( )TSG SG SG SG SGV L s R I E  
 

(3-77) 

( , ) ( )SG f re SG f reE I K I  
 

(3-78) 
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dc voltage test would result in acceptable values for small machines. The average value of 

the resistance was calculated after averaging 20 different measurements. The average 

value of Rf and RSG were obtained 52.8Ω and 0.218Ω respectively. A reasonable 

compensation for skin and temperature effects of the stator winding is achieved by 

applying a coefficient [124] and [125].  

where tmc is the machine temperature and trm is the room temperature, and their 

nominal values are listed in the Appendix 3. Considering (3-78), the magnetic flux 

linkage variation as a function of the field current can be calculated after conducting 

several sets of practical tests at the desired speed. The open circuit voltage of the 

synchronous generator was logged at different speeds, while the field current was 

maintained constant in each set. Figure 3-31 shows the open circuit voltage output 

variation of the SESPSG as a function of the field current and speed. 

The open circuit flux of the SESPSG can be obtained by dividing (3-78) by the 

corresponding speed. The resulting relationship includes the electrical machine constant 

(KSG). The variation of the open circuit flux is shown in Figure 3-32 as a function of its 

corresponding field current for different speeds. 

 mc

SGdc

rm

R 234.5 t
R

234.5 t

SG 


  
(3-79) 

SGac SGdcR 1.25 R 
 

(3-80) 
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Figure 3-31: Open circuit voltage of the SESPSG as a function of field current and speed. 
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Figure 3-32: Open circuit flux of the SESPSG as a function of the field current for different speeds. 

In order to represent the resulting curve as a mathematical equation, the average of 

derived curves for each field current was calculated and is shown in Figure 3-33. The 

resulting curve is approximated by a cubic polynomial equation as follows:  

The derived relationship is compared to the measurement curves in Figure 3-33. The 

comparison shows a good fit between the measured and predicted values.  

3 20.4545( ) 1.911( ) 2.554 0.018( 24)f f f fI I II   
 

(3-81) 
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Figure 3-33: Open circuit flux measurement comparison to the approximated equation 

The synchronous inductance can be calculated using the open circuit and the short 

circuit characteristic of the stator windings by changing the field current. The stator 

inductance was determined as 188 mH. The developed block diagram for SESPSG was 

simulated using MATLAB-Simulink. In this simulation, the applied load was changed in 

3 steps as shown in Figure 3-34: the no-load condition at the start, 232W load applied at 

t=4.01s, and 800w load applied at t=8.01s.  
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Figure 3-34: The applied load variation 
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Figure 3-35 shows the change in terminal voltage and speed variation of the generator 

in response to the applied load power respectively, with constant field current and applied 

mechanical torque. 
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(a)                                                                                          (b) 

Figure 3-35: The simulated SESPSG response to the load variation: (a) The terminal voltage and 

(b) and the speed variation of the generator respectively 

 

3.2.3 Back up Diesel Generator 

In this study, a four stroke Yanmar Powered 6.5 kW DG is considered. Using available 

data in the manufacturer datasheet [1], the fuel consumption of the considered DG unit 

can be approximated as a function of its real power output by the following quadratic 

polynomial: 

8 2 5(2.15 10 ) (6.29 10 ) 0.8782DG DG DGFC P P     
 (3-82) 

where PDG is the DG power in Watts and FCDG is the DG fuel consumption in L/hr. 

The DG fuel consumption profile obtained based on (3-82) was compared with a DG with 
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identical power rating in Homer energy software [3] and shown in Figure 3-36. The fuel 

consumption profile obtained from Homer energy software is shown with a straight line.  

 

 

 

Figure 3-36: The fuel consumption profile of a 6.5 kW Diesel Generator [3]. 

3.2.3.1 Dynamic model of the diesel generator 

The diesel prime mover in a diesel generator has a higher time constant in comparison 

with the synchronous generator (SG) connected to a common shaft. In order to simplify 

the dynamic model of the DG, the SG dynamics are neglected, and it is assumed that the 

output voltage amplitude is kept constant using an automatic voltage regulator (AVR) 

unit. Therefore the DG model can be presented as follows [126] and [127]: 

( ) ( )
1

dt se
mDG c

e

k
T s e u s

s




  
(3-83) 
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( ) (1 )( ( ))c p d rDG ref rDG
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u s k s s
s

  


   
 

(3-84) 

where TmDG is the developed mechanical torque of the DG, ke and τe are the fuel 

injection system gain and time constant respectively; td is the engine dead time and is 

equal to delay in torque production; uc is the control signal from the governor system; kp, 
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τi and τd are the PID controller parameters for the fuel injection system in the DG 

governor; and ωrDG is the DG shaft rotor speed. The drive train of the DG can be written 

as follows: 

1
( ) [ ( ) ( )]rDG mDG d

DG DG

s T s T s
J s B

  
  

(3-85) 

where Td is the disturbance torque produced at the common shaft; BDG is the total DG 

damping coefficient; JDG is the lumped inertia of the rotating parts and can be calculated 

based on the DG rating as follows [128], [129]: 

2

2

2 DG DG
DG

nDG

p H S
J




 
(3-86) 

 where p is the number of the generator poles; HDG is the inertia time constant; ωnDG is 

the nominal rotational speed of the generator; and SDG is the DG nominal power rating. 

Figure 3-37 shows the DG dynamic model block diagram. The step response of DG 

dynamic model in this study to a provide 3kW for active power balancing purpose is 

shown in Figure 3-38. The model parameters are listed in Appendix 2. As shown in 

Figure 3-38, the diesel generator is able to follow the desired rotational speed within 

reasonable response time.  

 

Figure 3-37: The DG dynamic model block diagram 
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Figure 3-38: The step response of DG dynamic model 

3.2.4 Supervisory Control Unit 

The control unit in a hybrid wind system is the key component in controlling the wind 

penetration in energy production of the energy system by reducing the diesel generator 

total fuel consumption. In this study a supervisory control unit as shown in Figure 3-39 is 

proposed to control the energy transfer management.  

This unit is responsible to produce and send required control signals including the 

activation or deactivation commands and the reference values of the controllers to 

different hybrid system components. These signals are generated based on the 

measurement signals from different sensors and predefined control scheme. For example, 

the proposed supervisory control unit collects the stored compressed air pressure in the 

tank in order to calculate the available stored energy and decide in case of excess energy 

it shall be stored or dumped. On the other hand, during a discharge operational regime, 

the supervisory control activates the air motor to deliver the required power.  
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The diesel generators will only operate when the pressure sensors indicate insufficient 

remaining stored energy to meet the demand. Two different modes of operation can be 

considered for the diesel generators in a wind based HPS: Standby and On-Off mode of 

operation. In a standby mode of operation, diesel generator is always on and operates in 

no load mode,  while in an on-off mode of operation, the energy storage system 

eliminates the no load operation of the diesel generator and results in more economical 

operation of the diesel generator. 

 

Figure 3-39: Block diagram of the proposed hybrid system. 

 The control scheme in the hybrid system is divided into two main categories: Overall 

control scheme and system level control approach. Overall control scheme, which usually 
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happens during the charging cycle, is based on available excess energy working condition 

of compressors. The flow rate and compression ratio is controlled in a way that maximum 

possible energy can be harvested from the wind. On the other hand, the system level 

control scheme defines the working condition of each component in the CAES system to 

increase the overall efficiency of the discharge cycle. 

3.3 Other Components 

In addition to the main power units, the CAES system needs dump load and proper 

controller to provide stable condition for the connected loads, piping to provide the path 

for compressed air to and from the reservoir. Air filter and dryer are also needed at the 

compressor and air motor inlet to refine the air. In addition, a muffler is used at the air 

motor outlet to reduce the noise.  

3.4 Interactive dynamic load model  

In reality, the grid load impedance changes during a day based on the different types of 

industrial or residential loads with variable amount of active and reactive power. This 

change in active and reactive power affects the required energy produced by the power 

system. Therefore using a dynamic load model that can accurately represent the change in 

the grid load impedance is essential in this study.  

A number of modeling techniques have been applied to model the load for different 

applications [130-133]. A summary of basic load modeling concepts and definitions is 

available in [134]. In these studies, the efforts have been devoted to the development of 

static load models as well as dynamic and time-varying models in synchronous generator 
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modeling for control purposes. Static load models are divided into 3 categories [132]:  

Constant impedance (Z) ,  Constant current (I), and  Constant power (P). 

In many studies a balanced fixed resistive load has been considered to represent the 

load behavior. This model is not adequate because it does not include the reactive power 

variations and unbalanced load conditions.   

In this study, a dynamic load model is developed based on a combination of constant 

impedance and constant power models. The interaction of the load and power system can 

be modeled as a feedback path. Disturbances in produced power result in the bus voltage 

variation based on its transfer function. As a result, the bus voltage variations create the 

load current disturbances that affect the power delivered to the load as shown in Figure 

3-40 [131]. 

 

Figure 3-40: The load – power system interaction 

The dynamic load impedance is obtained using the required active and reactive power 

during the specific time duration. In this model, a load is represented as a parallel R-L or 

R-C equivalent circuit as shown in Figure 3-41 with the same nominal active and reactive 

power.  
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Figure 3-41: Dynamic load model. 

The equivalent impedance or admittance can be calculated from the following 

equation: 

2

*

L L ( C)

V1

G jB S

n

or L


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(3-87) 

where Vn is the rated output voltage, and SL is the load complex power (SL=P+jQ) 

which can be used to define RL, LL or CL values for simulation. For loads with lagging 

power factors the parallel R-L equivalent circuit parameters can be found using the 

following equations: 

 g R L g L LV i R i i R  
 

(3-88) 
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With similar approach the R-C equivalent circuit parameters can be calculated for 

loads with leading power factors. 
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The MATLAB representation of the R-L and R-C equivalent circuits are shown in 

Figure 3-42(a) and (b) respectively.  

 

Figure 3-42: The dynamic interactive load model. (a) The parallel R-L model for lagging power 

factor and (b) The parallel R-C model for leading power factor.  

In order to include a practical load variation profile in this study, the load profile of a 

domestic residence was logged over a year with 1HZ sampling frequency. The load 

variation in first day of January is shown in Figure 3-43.  
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Figure 3-43: The load variation on the first day of January 

The load profile is used in Monte-Carlo simulation with random uniform distribution 

for power factor between (-1 to -0.7) and (0.7-1) to generate the corresponding load 

impedance using the proposed interactive load model. As a result a variable impedance 
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model with 1 sec resolution is created to model the load variation that is used in later 

chapters for the system performance assessment.  

3.5 Experimental Setup  

In this section the experimental setup of a small scale compressed air energy storage 

system is presented. The experimental setup is developed to validate the air motor model, 

obtain the flow rate valve control flow coefficient and investigate the technical challenges 

related to the implementation of a small scale CAES system. Figure 3-44, shows a picture 

of the test bench, and includes an air filter, a compressor, an air tank, pressure regulator, a 

PSI 200GAI136/4.5 V pressure sensor, an analog pressure transducer, a flow rate control 

valve, a tachometer and an EXTECH 451104 vane type anemometer. A low pass filter 

can be added the speed measurement system to eliminate the high frequency fluctuation 

of the signal caused by the finite number of vanes. 

The compressed air provided by a compressor and small storage tank with support of a 

10 bar compressed air supply line from the MUN engineering facility is fed to an air 

motor via a flow rate control valve and the mechanical output of the air motor is 

converted to electrical energy using a synchronous generator. Then the AC power is 

converted and modified by a rectifier and inverted with a predefined power curve. The 

generated electricity then is fed to a fixed load and grid. 
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Figure 3-44: experimental setup of small scale CAES system 

3.5.1 Air motor simplified model   

The relationship between speed and pressure is one of the main characteristics of an air 

motor, and it can define the output power/torque of the motor. This relationship should 

correspond to the manufacturer datasheet, which can be implemented in control scheme 
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of the air motor. Based on the results in mathematical modeling provided in 3.2.2.3, the 

air motor transfer function can be approximated by a first order system. The system gain 

(k) and its time constant (T) can be easily derived from practical test of the prototype. As 

a result of friction, low pressure and flow rates cannot provide sufficient torque/power to 

rotate the air motor shaft, which creates non-linearity in its operation. In our study it has 

been assumed that the input pressure and flow rate are more than the minimum required 

to rotate the air motor shaft.  

The system response to various inlet pressures can be measured using a pressure 

regulator at the air motor inlet port and recording the corresponding speed using a 

tachometer connected to the motor shaft. The proposed simplified model based on some 

simple practical experiments can provide a valuable representative for dynamic 

performance of an air motor, and it can be implemented to develop control strategies 

without the need for mathematical models and excessive tests to find a large quantity of 

parameters. In order to investigate the effectiveness and overall performance of the 

proposed model, some experiments have been conducted and the required parameters for 

the transfer function were calculated.  

Figure 3-45 (a), and (b) show the air motor speed for input pressure of 40 and 60 Psi 

respectively which correspond to output speed of 1350 and 1600 rpm. Using the 

oscilloscope measurement for the air motor speed, the system time constant is obtained as 

0.75 s and the system gain is 0.075. The air motor speed for constant working pressure of 

40, 50 and 60 Psi has been simulated in MATLAB-Simulink environment and Figure 

3-46 shows the simulation result. . 
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Figure 3-45: The air motor speed response to variable input pressure. (a): 40 Psi and (b): 60 Psi 
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Figure 3-46: The dynamic response of modeled air motor to different input pressures. 

The simulation results have been verified by careful experimental work, and it has 

been found that the results give a high degree of agreement. Experimental results 

demonstrate the ability of the model to predict the speed-torque characteristics of the air 

motor. 

3.5.2 Flow rate control valve  

After modeling the air motor speed response to pressure variation, the next important 

task was to find the valve flow coefficient. The air flow profile after passing through the 

a 

 

 

b 
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valve is quite complex and in practice a flow coefficient (Cf) is introduced to the equation 

to represent the effective area. The final equation can be simplified as follows [111]: 

0

2
fQ A

P
C






 
(3-93) 

Where Ao is the area of the orifice. The flow coefficient Cf can be obtained from 

experiments. The inlet compressed air pressure can be calculated from (3-93) (3-68)and 

having the Cf, A0, ρ values and assuming sufficient flow rate to provide required torque 

according to manufacturer datasheet. The pressure drop across the valve can be measured 

using two properly installed pressure transducers and by using (3-93), the valve flow 

coefficient can be calculated.  

 

Figure 3-47: GAST air motor Air Consumption vs. Speed characteristic 

In order to investigate the effectiveness of the proposed model, some experiments have 

been conducted and the required parameters for the valve flow coefficient have been 

calculated. In order to measure the valve flow coefficient under various operating 

conditions, the pressure drop across the valve, shaft speed and output air speed were 
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recorded for different working pressures and valve condition. The measurement results 

and corresponding valve flow coefficients are presented in Table 3-2, including the air 

motor air consumption at the related speed based on manufacturer data sheet Figure 3-47. 

In addition, the Cf value has been calculated and presented in Table 3-2 based on P1 and 

P2 pressure difference with respect to the atmosphere pressure at the air motor output. 

Table 3-2: The measurement results and corresponding valve flow coefficients 

P1 (Psi) 35 40 50 60 

P2 (Psi) 28.200 31.560 35.860 42.275 

Speed (rpm) 1150 1350 1475 1600 

Output Flow rate (CFM) 30.448 35.301 42.879 49.195 

Air consumption based on Datasheet (CFM) 29 34 42 50 

Error (%) 4.992 3.825 2.094 1.610 

Cf value based on ΔP=P1-P2 0.410 0.416 0.401 0.411 

Cf value based on ΔP=P1-Patm 0.236 0.245 0.253 0.256 

Cf value based on ΔP=P2-Patm 0.289 0.303 0.326 0.328 
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Figure 3-48: Calculated Cf values by increasing working pressure 
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The three different obtained values of Cf for different operational pressures are shown 

and compared in Figure 3-48. It can be observed that the Cf values calculated based on 

ΔP=P1-Patm has low variation over increasing pressure working condition, and therefore 

by using only one pressure sensor for the air motor inlet pressure, reasonable 

approximation of the Cf value can be obtained. Considering a constant Cf for variable 

input pressure condition creates error in comparison to the reference air consumption 

chart provided by the manufacturer. This error, as it is shown in Figure 3-49, decreases by 

increasing the working pressure; as a result, the Cf value can be considered as a constant 

value Cf =0.256 by accepting 2% error over the working pressure of 50 to 100 psi. 
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Figure 3-49: The Cf value error variation by increasing working pressure 

The approximated Cf value was used in flow rate control valve to estimate the initial 

value of the required cross section for delivering the desired flow rate. The PWM control 

reference signals and the valve actuating signals are shown in Figure 3-50 and Figure 
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3-51 correspondingly, and the corresponding air motor speeds are shown in Figure 3-52. 

The test result shows the capability of the control system to follow the reference speed 

variations.  

 
(a)      (b) 

Figure 3-50: Reference PWM signals for flow rate control vale for (a): 650 rpm, (b): 1000rpm. 

 
(a)      (b) 

Figure 3-51: Flow rate valve actuating signals for reference values (a): 650 rpm, (b): 1000rpm. 
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(a)      (b) 

Figure 3-52: Air motor speed control for reference values (a): 650 rpm, (b): 1000rpm. 

 

3.5.3 Output power control of the CAES system setup 

In the next step, the power delivery operating mode of the test CAES system in 

delivering power to a constant load is examined. In this control strategy, the CAES 

system is responsible to deliver a fixed amount of power to the grid. The air vane motors 

power curve is shown in Figure 3-11 and Figure 3-13; and the working trajectory of the 

air motor path can be obtained by mapping the power and pressure points of Figure 3-13 

in speed-pressure plane. This trajectory can be approximated with a quadratic equation as 

a function of the input pressure and desired output power and the reference speed is 

calculated and applied to the speed control of the air motor. Figure 3-53, shows the 

response of the CAES system to 100W output power and 7 bar working pressure of the 

air motor when the disconnect switch is off and CAES works in no load mode. Channel 1, 

shown in yellow color shows the synchronous generator – air vane motor coupling speed, channel 

2, in blue color, shows the input pressure of the air motor and channel 3, in purple color, shows 
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the synchronous generator output voltage. Figure 3-54, shows the same waveform with different 

time scale ( 0.1s/dev) to show detail with better resolution. 

 

Figure 3-53: Response of CAES system in delivering 100W power to the grid in no load mode. 

 

Figure 3-54: Steady state performance of the CAES system in delivering 100W power to the grid. 
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The synchronous generator excitation current and the generator output currents in no load 

condition are shown in Figure 3-55. When the disconnect switch is connected to the grid, the 

CAES system is able to inject the power to the grid and its loading condition for 100W can be 

obtained. Figure 3-56, shows the synchronous generator voltage output, the rectifier voltage and 

the output voltage waveforms of the inverter in the loaded condition.  

 

Figure 3-55: The synchronous generator excitation current and its output current in no load 

condition. 

As it shown in this figure, the output voltage of the synchronous generator is deviated 

from pure sinusoidal waveform compared to no load condition shown in Figure 3-54, due 

to current harmonics injected by the current loop controller of the inverter. The inverter 

used in this study had a block dedicated to mitigate current harmonics and therefore the 

current harmonic mitigation was not considered in this study. In addition, the power 

rating of the inverter is 3kW with input voltage of 215Vdc, and its power curve was 

needed to be adjusted for the power rating of 100W and input voltage of 80V which falls 
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in low efficiency range shown in figure 28, Appendix 4. The output waveforms of the 

delivered voltage, current and power by the inverter is shown in Figure 3-57. 

 
Figure 3-56: The synchronous generator, rectifier unit and inverter output voltage waveform of 

the CAES system in delivering 100W power to the grid. 

 
Figure 3-57: The output waveforms of the delivered voltage, current and power to the grid. 
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The CAE system response in loaded condition is shown in Figure 3-58, where the air 

vane speed and the compressed air supply’s pressure drop is stabilized by adjusting the 

opening of the flow rate control valve.  

 

Figure 3-58: The output waveforms of the delivered voltage, current and power to the grid. 

Figure 3-59, shows the synchronous generator, rectifier and inverter output power 

waveforms, and as it shown in purple waveform the CAES system was able to deliver 

98.55W to the grid while the air vane more speed and the input pressure drop was 

negligible by adjusting the flow rate control valve opening. In addition as it can obtained 

from this waveform, the inverter efficiency dropped to 70% due to working in output 

power and input voltage rating different from its nominal ratings, which shows the 

importance of the proper sizing of CAES system components.  
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Figure 3-59: Steady state performance of the CAES system in delivering 100W power to the grid. 

3.6 Summary  

In this chapter, the proposed hybrid power system structure was described. The system 

was divided into four main categories: Wind turbine as the main energy harvesting 

equipment; CAES system to increase the wind energy penetration; Diesel generator unit 

for backup and improved reliability purpose; the supervisory control unit; and the system 

load. The steady state and dynamic modeling of individual components of the systems 

was presented, then two simplified models for air motor and flow rate valve was 

presented and validated through some experiments. Then using initial working condition 

obtained from the steady state models, the performance of the CAES system in expansion 

mode to deliver 100W power to the grid was explored. 
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Chapter 4 Hybrid Power system sizing, design and optimization  

 

In a wind-based power system, the general design of the system is focused on 

increasing the wind energy share in energy production in a cost effective manner. The 

random nature of the wind speed highlights the necessity for an energy storage system. 

While a storage system can smooth the energy output characteristics of a wind turbine, 

the wind penetration rate can only be increased by storing a large quantity of wind energy 

during overproduction periods and restoring it during underproduction regimes.  

The increase in wind penetration is directly related to the amount of the stored energy. 

A storage system capability is limited by its energy conversion rate and predefined 

maximum capacity for most of storage system presented in chapter 2 and 3. One possible 

option is to overdesign of the storage system in order to increase the wind penetration in 

electricity generation; however, this might not be a proper approach due to stochastic 

nature of the available RES and financial constraints. In addition, having a huge storage 

capacity does not guarantee that the storage system can harvest the available excess 

energy in a limited duration of time. This chapter focuses on three approaches to increase 

the wind penetration: choosing the most suitable wind turbine based on the local wind 

speed profile; design an effective storage configuration for the storage system and 

develop an overall control scheme of storage strategy with high energy harvesting 

capability.  
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4.1 Monte Carlo simulation of wind speed 

The availability of high resolution wind speed data is essential to increase the accuracy 

of the estimated output power of a wind farm [135, 136]. Such data can be used to 

estimate the annual energy production and compare the performance of different wind 

turbines on the targeted or proposed installation site.  

The average wind speed for a region can be found in a wind map [137, 138]. This 

mean value is calculated based on the average wind speed during a year and its accuracy 

and resolution is very limited [139]. Therefore, using such a data for establishing a wind 

farm will lead to a high level of uncertainty. The wind speed frequency distribution is 

another way for estimating the wind speed average for a specific location. However, the 

availability of such a distribution depends on the existence of anemometer and recorded 

data on a site.  

The aim of the first part of this chapter is to present a statistical model capable of 

generating wind speed data with desired time scale resolution. The generated wind speed 

data will be used to assess the performance of different commercial wind turbines in order 

to either compare the performance or choose the proper size of the wind turbine. 

4.1.1 Wind speed data analysis  

Statistical analysis of available wind speed data can be executed in order to predict the 

wind speed variation trend in desired time scale resolution. The result of such analysis 

can be utilized to produce suitable wind speed data. In this study, available wind speed 

data measured at airport weather reporting stations for 7 years with 1 hour resolution have 



125 

 

been used [137]. The measurements of wind speed at airports are done with the 

anemometer located at standard 10m level. On the other hand, the direction of the wind 

has the least concern in a wind farm design since it is assumed that prospective wind 

turbines are fully equipped with yaw control system. For this reason, the direction of the 

wind is not considered here, and it is assumed that wind farm layout has been selected to 

minimize the wind shadow. 

In this study standard approaches including wind speed distribution modeling and 

statistical analysis are combined in order to generate the required wind speed data. The 

first step of this study is to gather wind data. The proposed approach is based on the 

frequency of the wind speed. As a result, the wind speed data is independent of the 

sampling rate of the wind speed. Consequently, the approach allows available wind data 

from different sources to be combined. Considering significant amount of data from 

various resources such as Atmospheric Environment Service (AES) Canada [137] or 

National Climatic Data Center [140], the accuracy of the generated wind speed data can 

be increased by using a large quantity of input data. However, a compromise is necessary 

between the level of accuracy and the data processing time.  

In this study, hourly wind speed data from National Climatic Data Center database 

from 2006 to 2013 was used and adjusted for the desired elevation. The Environment 

Canada wind speed data base for each hour during 7 years has been collected and 

classified in 10 different wind speed ranges. The total number of the collected data for 

each hour is 2557 (7x365 + 2 days in the leap days 2008 and 2012), and its frequency 
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distribution for the first hour (12:00am – 1:00 am) and the thirteenth hour (12:00pm – 

1:00pm) are shown in Figure 4-1. 
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Figure 4-1: The wind speed distribution frequency for (a): 12:00am - 1:00am, (b): 12:00pm - 

1:00pm 

As shown in Figure 4-1, the frequency of the wind speed varies during a day, and this 

fact can be used to develop individual mathematical representation of the distribution for 

each hour. Different probability distribution can be applied to the wind speed frequency 

database in order to represent its probability. Weibull function is the most common 

distribution in wind speed distribution studies, because it has been proven to provide a 

good fit to the wind speed data [136], [141] and [142]. The wind speed frequency 

distribution can be found from the following Weibull equation: 

( )
1( ) ( )

kV

k C
k V

f V e
C C




 
(4-1) 

where f(V) is the Weibull probability density function, C is the Weibull scale factor 

and, k is the wind speed distribution shape factor. Figure 4-2 shows the obtained Weibull 
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probability density function for the first hour (12:00am – 1:00 am) and the thirteenth hour 

(12:00pm – 1:00pm). 
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(a)      (b) 

Figure 4-2: The obtained Weibull probability density function for (a): the first hour (12:00am – 

1:00 am) and (b): the thirteenth hour (12:00pm – 1:00pm). 
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Figure 4-3: The hourly Weibull distribution of the wind speed probability during a day. 

The wind speed data was categorized based on its hourly measurement time, and the obtained 

frequency distribution was fitted to a most accurate Weibull distribution in MATLAB curve 
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fitting toolbox for each hour. The hourly Weibull distribution is provided in Appendix 2. 

The estimated wind speed frequencies obtained using the hourly Weibull distribution is 

shown in Figure 4-3. As shown in Figure 4-3, the high wind speed probability at 13:00 

pm is higher than the other hourly wind speed profiles. The high wind speed probability 

trend increases from 12:00am until it reaches its maximum value at 13:00pm, and returns 

to the low speed probability from 14:00 pm to 12:00 am.  

4.1.2 Wind speed data regeneration methodology 

Monte Carlo simulation method which is a statistical and mathematical method can be 

used to generate stochastic wind profile according to the provided wind speed database 

[143]. This method is based on an iteration process, which generates random variables 

considering their distribution functions [144-146]. 

A combination of direct sampling method and Monte Carlo simulation was utilized in 

this study to achieve random data generation with specific frequency distribution. The 

simulation error of the Monte Carlo method can be approximated by 1/√n , where n is the 

number of applied samples in a simulation. To achieve less than 3% error in a Monte 

Carlo based simulation, the number of data should be more than 1000. To meet such a 

high accuracy in wind speed data generation, a set of 1500 uniformly distributed numbers 

between [0-1] was produced and applied to the inverse of the Weibull Cumulative 

Distribution Function (CDF) of each hour in order to generate the wind speed data for the 

corresponding hour. Then based on required resolution, a certain amount of samples were 

randomly chosen from the generated wind speed data base for each hour. 
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The wind speed generation is made through a code developed in MATLAB, based on 

the Monte Carlo simulation method. In this study, the hourly CDF can be obtained by 

integrating the Weibull distribution for each hour wind speed data set. The obtained CDF 

from the measured data was approximated with a fifth degree polynomial equation for 

each hour. This approximated equation is given in Appendix 2. Figure 4-4, compares the 

approximated CDF for the first hour (12:00am – 1:00 am) with its corresponding 

measured values from the wind speed data base.  
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Figure 4-4: The approximated CDF for the first hour (12:00am – 1:00 am) with its corresponding 

measured values from the wind speed data base. 

The resultant hourly CDF is used in Monte Carlo simulation in order to produce the 

wind speed profile with predefined time scale resolution. The structure of the proposed 

method is shown in Figure 4-5, and four produced sample wind speed profiles for the first 

hour (12:00am – 1:00 am) are shown in Figure 4-6. 
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Figure 4-5: Proposed method for producing wind speed profile with desired resolution. 
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Figure 4-6: Four produced sample wind speed profiles for the first hour (12:00am – 1:00 am) 
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Produced sample wind profile for an hour can be appended to the next hour profile in 

order to generate daily wind speed profile. An example of the generated wind speed 

profile for the first 3 hours (12:00 am – 3:00 am) in 3 days (1st, 7th and 14th) in January 

with 10 minute resolution (6 samples per hour) is shown in Figure 4-7.  
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Figure 4-7: Generated wind speed profile for January, 1st, 7th and 14th, for the first 3 hours. 

4.2 General Criteria for a Hybrid Wind-CAES Energy System Design  

Stochastic variation of the wind speed increases the uncertainty of wind farm design, 

and as a result the working performance of selected components in a wind farm is not 

known in advance [83].  

The reliability and economical feature of the produced wind energy can be improved 

by proper design of wind based energy systems and its integration to the electricity grid 

[8, 147]. Choosing an effective wind turbine for a specific site will increase the harvested 

energy from the available wind energy, and as a result the economic benefit of installed 

equipment will be higher. In addition, more energy is available for cost-effective energy 
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storage systems to store the excess wind energy during off-peak or over production time 

and restore it later during peak time or low production regime, and as a result  the wind 

energy penetration will increase [8, 147, 148]. 

A primary general design can be obtained using the general criteria for maximum wind 

energy exploitation with realistic optimum energy conversion efficiency. The general 

design of a hybrid wind–CAES based energy system is divided into three stages: first, 

choosing the most suitable wind turbine with maximum annual output power, second, a 

design that achieves reasonable energy conversion efficiency by selecting the proper 

number of compression stages and the compression ratio; and third, finding the most 

effective configuration and control strategy to extract maximum energy. 

4.2.1 Selection and Sizing of Wind Turbines based on their energy output 

The performance of different wind turbines can be evaluated and compared using the 

generated wind speed profile at a desired location, and the turbine with maximum power 

output can be chosen. Variable speed control could be assumed for the wind turbine to 

have more energy production even in low wind speed regimes in comparison to the fixed 

speed wind turbines [149]. The average wind speed at the desired site is also another 

factor in wind turbine selection, and the 5 to 18 m/s wind speed range is usually 

considered ideal as most commercially available wind turbines work in the same wind 

speed range. Some additional factors, such as wind average direction (known as wind 

rose plots), availability of land for proper spacing between the wind turbines, availability 

of power grid (for a grid connected system), accessibility of site, soil/ground roughness, 
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frequency of lightning strikes, should be considered for the wind farm site location 

selection [150].Performances of 6 different wind turbines is assessed in this study. The 

wind turbine models, their power rated, rotor diameter and required tower height are 

listed in Table 4-1.  

Table 4-1: Characteristics of the 6 different wind turbines under study. 

Wind turbine model 
Rated Power 

[kW] 

Rotor Diameter 

[m] 

Tower Height 

[m] 

Survival Wind Speed 

[km/hr] 

Sky Stream 2.4 3.72 13.7 (zone 3) 226.8 

Wisper 500 3 4.5 13.7 198 

Excel-5 5 6.2 24 216 

Scirocco 6 5.6 24 216 

Excel-R 7.5 7 24 201 

Excel-S 10 7 24 201 

 

The capacity factor, Cp shows the ability of the turbine to extract power from the kinetic 

energy available in the air flow. In order to find the corresponding Cp curve as a function of the 

wind speed, the output power from each wind turbine manufacturer provided power curve was 

divided by the calculated output power at the identical wind speed based on the methodology 

described in section 3.2.1.1. Figure 4-8, shows the approximated Cp values as a function of wind 

speed for the six different wind turbines.  

Considering the result obtained from the calculated Cp values as function of wind 

speed shown in Figure 4-8, it can be concluded that each wind turbine has different 

behavior in different wind speed regimes. Wind turbine datasheet provides the nominal 

wind speed for its rated output power, which is not an accurate measure to choose a wind 

turbine for a specific site. In this section, the performance of 6 different wind turbines is 

compared using the generated wind speed data. The purpose of this study is to find the 

most effective wind turbine to provide a required energy demand. 
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Figure 4-8: Approximated Cp values as a function of wind speed for six the different wind 

turbines. 

The wind data analysis is usually performed on available databases which have been 

created for general purpose use. Based on the logging techniques for such a data, the 

collected data might not be suitable for wind energy assessment studies. Considering the 

fact that measurement techniques over long periods of time might be subject to change, it 

is satisfactory to accept a reasonable level of error in a statistical analysis. The error 

sources include: incompleteness of the anemometer logged data, change in measurement 

techniques with incorrect calibration, measurement at different elevations, missing data 

and other sources of errors. Although it is almost impossible to avoid all of the above 

mentioned errors, the data should be corrected by applying proper adjustment.  

The wind speed data for our desired location was available for 1 hour frequency 

measurement, which was converted to 10 minute frequency using Monte Carlo simulation 

explained in the section 4.1. This time scale resolution is acceptable in this analysis 

considering its steady state nature. The available wind power during a day can be 

calculated using the average wind speed data with specific time scale resolution. The 
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wind speed at a desired height of the wind turbine tower (h2) can be calculated by 

applying the wind speed power law: 

2
2 1

1

( )
h

V V
h



 

(4-2) 

where V2, in m/s, is the adjusted wind speed at a height of h2 in m, using the measured 

speed V1 at a height of h1, and α is the wind speed power law exponent. Its value for ideal 

condition has been found to be 1/7 based on practical test values [136]. In order to expose 

each wind turbine to wind speed at its tower height, the wind speed adjustment was 

applied to each wind turbine based on its tower height (Table 4-1). 
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(a)        (b) 

Figure 4-9: (a): The annual average power production of the 6 different wind turbines, and (b): 

their total annual energy production. 

The generated annual wind speed profile with 10 minute time scale resolution was 

applied to the six selected wind turbines, whose total annual energy production and 

annual average power production are shown in Figure 4-9. The average annual load 
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demand is also included in Figure 4-9(a) and (b) as reference for evaluating the wind 

turbine performance in producing the required power and energy.  

As shown in Figure 4-9(a), SkyStream and Wisper 500 wind turbines could not meet 

the average load demand (#7 in Figure 4-9(a)), although their manufacturer provided 

power rating (Table 4-1) is higher than the average load demand. On the other hand, 

Excel-S with 10 kW rated power produces two times the rated load which is considered 

an overdesign for the subject wind farm site. Excel-5, Scirocco and Excel-R are able to 

meet the demand and their excess energy can be utilized in a typical energy storage 

system in order to remedy the wind speed fluctuation.  

To choose the optimum wind turbine based on its performance, the average power 

production of each wind turbine was divided by its rated power to give the results shown 

in Figure 4-10. 

Average Annual output Power
Wind Turbine Performance index

Rated output Power

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Figure 4-10: The performance index comparison for the 6 wind turbines under study.  
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Based on the performance index results shown in Figure 4-10, Excel-5 wind turbine 

has the highest value and it can deliver the required power to the load. SkyStream and 

Whisper 500 wind turbines have high performance index values close to the Excel-5 wind 

turbine performance index value, but based on results shown in the Figure 4-9, they 

cannot provide the required load demand. Based on this criterion, Excel-5 is the smallest 

size of the wind turbine that can meet the load requirement and has the highest 

performance index value. Using the proposed methodology, the wind farm designer can 

avoid overdesigning a wind farm and choose the most effective wind turbine with the 

highest possible performance index for a desired location. The smallest size of the wind 

turbine that can provide the load demand can be found using the proposed assessment 

methodology.  

4.2.2 Efficiency of a Pneumatic Storage System 

The efficiency of CAES systems has been considered as the main drawback in many 

studies [18], [35], [151]. Low efficiency for single-stage compression and expansion is 

the limiting factor of a very high pressure system. However, an efficient design of such a 

system can lead to an enhanced performance of a CAES system. Highly efficient heat 

exchangers for after compression cooling and pre heating between expansion stages can 

be utilized to overcome this limitation. In addition, compressing air in multi-stages 

instead of one stage can improve the overall energy conversion efficiency. As the Figure 

3-9 illustrates, the efficiency can be increased using more compression stages. As a result, 
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the challenge is to establish a compromise between the performance, complexity and the 

operational cost of a CAES system. 

The efficiency of an energy conversion process in a pneumatic storage system can be 

investigated by considering both the multistage configuration of the compressors to 

determine a cost effective number of stages and the optimum compression ratio to 

determine the working pressure of the compressors. Changes in efficiency of the 

compression cycle with different compression stages are shown in Figure 3-9. For finding 

the optimum working pressure, rewriting the compression efficiency equation presented 

in Chapter 2, 2.1 can be simplified as follows: 
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Figure 4-11 shows the variation of the energy conversion efficiency for different 

pressure ratios and polytropic exponent coefficients.  
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Figure 4-11: Energy conversion efficiency variation for different pressure ratios 
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Although, the compression efficiency in a system with ideal heat exchanger can 

theoretically reach 100% efficiency as shown in Figure 4-11, this efficiency will decline 

in an experimental setup. This efficiency drop depends on the quality of the heat 

exchanger and heat storage capability, and can be modeled as a change in air constant 

from 1 to 1.45. In addition, high compression ratios in a non-isothermal process result in 

efficiency drop as shown in Figure 4-11. Therefore, choosing lower compression ratios 

has the priority over aiming to reach a high energy density at the beginning of the 

charging cycle in a CAES system when the reservoir is empty. For example, in a system 

with n=1.4, the compression efficiency of 73% can be obtained using pressure ratio of 3, 

while this efficiency will drop to 52% for a compression ratio of 10 as shown in Figure 

4-11.  

4.2.3 Energy Density of Pneumatic Storage System 

The energy density of the storage system is a critical parameter, especially for 

applications with limited space allocation. The energy storage density (w) in kWh/m3 can 

be expressed by the following equation: 

1

1 ( )
3600( 1)
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n P

 
       

(4-5) 

where n is the polytropic coefficient, N is the number of stages, Pa is the atmospheric 

pressure and Pf is the final pressure. Figure 4-12 shows the variation of the pneumatic 

CAES storage energy density with changes in the number of energy conversion stages 

and working pressure.  
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Figure 4-12: Variation of CASES energy density based on the number of stages and the storage 

pressure 

It can be observed from Figure 4-12 that it is essential to increase the maximum 

pressure in the tank in order to increase the energy density of the storage system. In 

addition, increasing the number of stages can improve the energy density characteristics 

of the storage system. However the effect of increasing the number of stages on the 

energy density decreases for number of stages higher than 5. In order to highlight the 

impact of number of stages on the energy density, the energy density ratio of the results 

shown in Figure 4-12 is obtained by normalizing their values for each final pressure. 

Figure 4-13 shows the energy density ratio variation as a function of number of stages 

for the worst case scenario at 200Bar final pressure, where there is the highest difference 

occurs between the system energy density with single stage and another one with 10 

stages. As it shown in Figure 4-13, the energy density ratio for a four stage is 1.69, while 

this value for a 10 stage compression reaches 1.9 with cost of higher complexity 

including adding 3 more stages and controllers and as a result more investment to obtain 

only 0.21 more energy density ratio. This result should be considered in the general 
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design of a CAES system in order to define the optimum number of stages and its 

working pressure. 
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Figure 4-13: Energy density ratio variation as a function of number of stages. 

4.3 Proposed criterion for energy storage capability assessment 

When a typical storage system is charged to its nominal capacity, it is not possible to 

store more available excess energy from a wind farm. In this study, rejected energy is 

considered to be the amount of energy that a storage system could not harvest from a RES 

because of its limited capacity. In an isolated, this extra energy is usually applied to a 

dump load to maintain the power system stability. In a fully controlled wind farm the 

wind turbine blades are controlled in such a way that the energy production is limited to 

the load demand and power system stabilizer capacity. In other words, sometimes the 

energy system cannot extract the full capacity of available wind energy. This condition 

can be more significant when a large amount of energy is available in a short time 

duration as a result of high wind speed, and the storage system is not able to capture that 

energy due to either its limited storage capacity or low power rating. This phenomenon is 
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more critical when the frequency of wind speed fluctuation at the desired location is 

significant, and the high wind speed periods occurs in a short period of the time. As a 

result the storage system cannot extract the available excess energy and the total rejected 

energy becomes considerable.  

Based on this logic, a performance index is proposed in this research to assess the 

capability of a storage system to extract as much of the available wind energy as possible 

in a given time period. This index is referred to as the Harvested Energy Index (HEI) and 

is expressed as the ratio of the total stored energy in a typical energy storage system to the 

total available excess wind energy during specific time scale: 

0 0

( ( ) ) / ( ( ) )
s st t

stored excessHEI E t dt E t dt  
 

(4-6) 

where ts is the total sample time, Estorted(ti) is the amount of stored energy at the time ti 

and the Eexcess(ti) is the amount of available excess energy. This new index has been 

introduced in consideration of the limited capacity of storage systems as a result of their 

physical limitation in energy conversion and storage. For example a battery cannot store 

more energy when it reaches its full charge, nor can a hydro storage system when the 

reservoir is full. On the other hand, in a CAES system air can be compressed to higher 

pressures during high excess energy regimes. This concept will be more attractive for 

locations that have non-uniform excess energy distribution during a given time scale (e.g. 

an hour time scale). In a non-uniform excess energy profile, the frequency of the high 

wind speed regimes is higher in a specific time duration while this frequency is low 

during the rest of the time. In this case the excess energy is available only for a short 
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duration of the time, and the storage system capability to capture this opportunity is 

critical in order to achieve high wind penetration.  

To show the effect of the proposed performance index on the overall design of a wind 

based hybrid power system (HPS), the Harvested Energy Index (HEI) for different energy 

storage systems and different capacities is calculated. At the end, the analysis of the 

proposed HEI effectiveness is shown through a case study. 

4.3.1 Using Harvested Energy Index for storage system sizing 

One of the main challenges in a RES based HPS for a remote application is to design a 

storage system with proper sizing. Using equation (4-6), the harvested energy indices for 

different energy storage capacities can be calculated.  

In order to show the impact of the proposed index in selecting the proper capacity for 

the storage system, a wind power profile and load demand for a single day based on 

Figure 4-14 is considered for the HEI calculation for different energy storage capacities.  
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Figure 4-14: The wind power and demand power curve in minute time scale 
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Figure 4-15 compares the calculated HEI for different storage capacities. 
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Figure 4-15: Harvested Energy index for different energy storage capacity 

As shown in Figure 4-15, the storage system with lower capacities saturate faster in 

comparison with the systems with higher capacities. This behavior reveals the limitation 

of such systems in extracting available free wind energy which can improve the wind 

penetration profile of the HPS during the time duration in the case study. Among all the 

energy storage systems, the system with unlimited capacity is the only system that is able 

to harvest all the excess energy in the presented example. The corresponding HEI for 

such a system with 100% energy harvesting capability is shown in Figure 4-15 with a 

fixed value of 1. However, a storage system with unlimited storage capacity is not 

feasible, and compromise between the capital cost and the technical advantage of high 

capacity storage system should be established by the system designer. In this case study, 

all calculated indices are obtained by assuming that the energy conversion systems have 

the required power rating to convert the excess energy into the desired energy form. 
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As can be concluded from Figure 4-15, an energy storage system with limited energy 

storage capacity cannot benefit from the excess wind energy when it reaches its 

maximum capacity; and its HEI will decline from its maximum value. A CAES system 

capacity can be expandable using higher compression pressure considering the maximum 

permissible stress on the reservoir. The scalability characteristic of a CAES in light of 

HEI is one of the major advantages that the CAES system has over other types of the 

storage systems. Another advantage of the CAES system is its capability to work on 

series and parallel configuration. The CAES system compressors can be established in a 

configuration that with proper control valves they can operate in parallel mode at the 

beginning of the charging cycle when the tanks is empty, and work in series as multistage 

when the tank pressure reaches its predefined values.  

 

Figure 4-16: An example of compression system with capability of working in series/parallel 

configuration. 
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An example of such configuration is shown in Figure 4-16. This modification not only 

increases the storage efficiency, but also improves its energy harvesting capability, and 

makes it a unique alternative among all the energy storage technologies. 

4.3.2 The HEI impact on the overall performance of a HPS in a case study 

In order to investigate the effect of the HEI on the overall performance of an isolated 

HPS, the wind energy installation on Ramea Island in Newfoundland was considered as a 

case study. The wind speed at the wind farm during a day is applied to the modeled 

Bergey Excel-S 10 kW wind turbine and the load profile (Figure 4-14) of a single user is 

considered for modeling the variable load demand. In this case study, a CAES system was 

chosen because of its expandability characteristic.  

The required power of the compressors is calculated by its work derivative with 

respect to time. All the working parameters of a compressor, except flow rate (Q), can be 

considered constant (assuming an efficient heat exchange with the environment). The 

power of the compressor can be obtained from: 

Pcompressor= (n/n-1).P1 Q [PR(n-1/n)-1] 
(4-7) 

where PR is the ratio of the compressor output pressure to its input pressure (P1). 

Assuming a polytropic process for both compression and expansion, the polytropic 

exponent of air for the compression process can be considered 1.45 for compression and 

1.36 for expansion [49]. The pressure of the tank will increase depending on the air mass 

(m) entering to the reservoir based on (4-8), where the change in air mass during a limited 

time can be calculated using (4-9): 
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P.Vn=(m0+ Δm) RT 
(4-8) 

Δm=ρ.ʃQ.dt 
(4-9) 

where R is the gas constant, m0 is the available air mass in the tank, and T is the 

working air temperature. The change of the compressed air stored in the reservoir can be 

calculated and it depends on the available power for the high pressure compressor. The 

change in stored energy is formulated using (4-7) to (4-9). The available wind power 

output defines the working condition of the other components of the hybrid power 

system. Based on this value, the following scenarios were considered for the HPS: 

A. The charging cycle: This condition happens when the output power of the wind 

turbine is more than the load, and the storage system has available storage 

capacity. In this condition, the excess power is applied to the compressor and the 

output flow rate of the compressor is calculated using (4-7). The total air mass that 

enters the high pressure tank can be obtained using (4-9), and the tank pressure can 

be obtained using (4-8). The tank pressure will continue to increase as long as 

excess power is available and the tank pressure is lower than its nominal value.  

B. The rejection cycle: In this cycle, the energy storage is charged to its maximum 

capacity and any additional energy cannot be stored. Considering the fixed blade 

configuration for the wind turbine, this rejected energy will be consumed by the 

dump load in order to maintain the system stability. 

C. The discharge cycle: The storage system starts to deliver power to the load, when 

the output power of the wind turbine is not sufficient to meet the demand. This 

cycle will be terminated when the storage system is fully discharged or the wind 
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speed increases and the wind turbine output power is sufficient to meet the load 

demand.   

D. The shortage cycle: At this situation, the total power of the wind turbine and 

storage system is less than the required power for the load and the stored energy is 

not sufficient. The diesel generator will operate in this mode in order to 

compensate for the wind turbine output power. The fuel consumption of the diesel 

generator during this cycle can be calculated by using its power-fuel consumption 

equation.  

In this study, a four stroke Yanmar Powered 6.5 kW diesel generator was chosen and 

its power-fuel consumption curve is provided as (3-82). The tank volume was considered 

6.06 m3 in order to store 5 kWhr at 16 bar working pressure. This value was chosen based 

on the obtained HEI for different energy storage capacities shown in Figure 4-15. As seen 

in this figure, the system with the 5 kWhr capacity is the first storage system which can 

reach 100 percent HEI, and has a capacity close to the maximum load. The working 

pressure of 16 bar was chosen for the base working pressure of the system by considering 

4 stage compression shown in Figure 4-16 assuming that each compressor has a 

compression ratio of two. As previously shown, this selection has reasonable energy 

density (Figure 4-12) and efficiency (Figure 3-9b). It was assumed that the compressor 

unit has the ability to change its configuration to reach the required flow rate and the 

working pressure. This assumption was made in order to assess the impact of the working 

pressure on the performance of the HPS. In practice, a system with working pressure of 3, 
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9, 27, 81 can be obtained using the 4-stage compression and compression ratio of 3 for 

each stage to reach higher energy densities.  

4.3.2.1 Determination of the HEI for the case study 

In order to show the importance of considering the HEI concept in an energy storage 

system design and control strategy development, and based on the proposed procedure, in 

each time step (one minute in this study) excess energy, stored energy, change in the tank 

pressure, rejected energy, delivered energy and the shortage energy is calculated. The 

excess energy and the stored energy is used in (4-6) to calculate the HEI value for each 

time step. The shortage power is provided by the diesel generator, and its value in each 

time step determines the diesel fuel consumption.  

Figure 4-17 shows the calculated HEI for a CAES system at different working 

pressures. The HEI index for each working pressure increases when the storage system is 

able to capture the excess energy of the wind. This corresponds to the increment of the 

nominator value in (4-6). On the other hand, the HEI value will decline when the storage 

system has reached its saturation capacity and available excess energy on the wind 

turbine is rejected and applied to the system dump load. This situation corresponds to an 

increase in the denominator in (4-6) while its denominator is constant. 
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Figure 4-17: The calculated harvested energy index at different working pressures. 

As seen in Figure 4-17, at the beginning of a charging cycle, the energy storage 

systems with low working pressure are able to reach higher HEI index in comparison with 

systems with higher working pressure. On the other hand, these low working pressure 

systems saturate faster, and the decline in their HEI values occurs earlier in comparison to 

high pressure systems. As an example, the CAES system working at a fixed 10 pressure 

ratio can reach the maximum HEI of 68% at time=187 minute, while this index will be 

28% for a system working with a fixed 50 pressure ratio. On the other hand, the HEI 

value for a fixed 10 pressure ratio drops to 18% when a system with a fixed 50 pressure 

ratio reaches its maximum value (35%). In other words, at the beginning of a charging 

cycle, the system can harvest approximately twice the energy when it works at 10 bar in 

comparison to 50 bar, while this performance will be reversed at the end of the charging 

cycle where the higher pressure systems exhibit significant better performance in 

comparison to the systems with low working pressures.  
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4.3.2.2 Control strategy based on tracking the maximum HEI 

Considering the proposed HEI and obtained results shown in Figure 4-17, an optimum 

control strategy based on the maximum HEI can be developed to increase the amount of 

stored wind energy. This control scheme goal is to maximize the HEI value by increasing 

the working pressure of the compressors, when storage system reaches its saturation 

point. As it is shown in Figure 4-17, the HEI starts to decline (shown by blue arrow in 

Figure 4-17) when the stored air pressure in the tanks reaches its preset nominal value 

while there is excess available energy. To store more energy, the working pressure of the 

compressors can be increased either by gradual increment in fixed steps or change in 

series-parallel configuration of the compressor connections to achieve high pressure 

ratios. This method is referred as maximum HEI tracking control. By increasing the 

compression pressure, the slope of the HEI curve will change from negative value to a 

positive value as it is shown by black arrows in Figure 4-18.  

0 200 400 600 800 1000 1200 1400
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

minute

H
a
rv

e
s
te

d
 E

n
e
rg

y
 I
n

d
e
x

 

 

10 bar

12 bar

15 bar

20 bar

30 bar

40 bar

50 bar

HEI maximum point track

Decrease in harvetsed Energy
without considering HEI in

control strategy

Increase in harvested energy
considering HEI in control strategy

 

Figure 4-18: The HEI at different working pressures and their maximum HEI point track. 
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The resultant HEI maximum point track is shown in Figure 4-18 for a compression 

system capable of having continues increment in its compression pressure. Considering 

the fact that such a system is not feasible in practice, a modified system in proposed in the 

next section. 

4.3.2.3 Proposed compression configuration to maximize HEI 

Using suitable control approach and system configuration results in an increase in the 

electrical generation capability and penetration of the installed equipment, and add to 

financial benefits from specific amount of investment for a hybrid system. Considering 

the results obtained from HEI calculation, a possible configuration of the CAES system is 

proposed as shown in Figure 4-19.  

 

Figure 4-19: A 4-stage design of the CAES system based on harvested energy index 

A four-stage compression has been chosen in this configuration by considering results 

obtained from Figure 3-9(b) and Figure 4-13. According to Figure 4-13, increasing the 

number of stages does not significantly impact on the energy density, and efficiency of 

61.5 % can be obtained from a 4-stage configuration with less complexity and equipment 

in comparison to a 10-stage unit. 
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At the beginning of the storage cycle, the compressors can work in parallel mode with 

small pressure ratios to increase the storage speed and flow rate into the reservoir. Based 

on the pressure increment in the tank, the compressors can be switched to a series-parallel 

combination to increase the compression ratios. The working pressure of the compressor 

will change when the reservoir is fully charged to the optimum pressure based on the 

maximum HEI. This adjustable configuration of the multistage compressors enables the 

storage cycle to operate in variable capacity condition to increase the HEI. Compressing a 

certain amount of air to a high pressure can be done using gradually increasing working 

pressure to achieve an efficient energy conversion process. It takes less energy and time 

to compress air at low pressures compared to high pressures. Based on this, it is suggested 

to store energy in reservoirs at low pressure and gradually increase the working pressure 

of the compressors.  

4.3.2.4 Average value of the HEI for the case study 

An average daily HEI value for different working pressures can be calculated by 

integrating their stored energy during a day and dividing by the total available excess 

energy during the same day, which is identical to the area under their HEI curve in Figure 

4-17. Figure 4-20, shows the average HEI variation as a function of different working 

pressures for a single day. The area was calculated only for the time duration with excess 

energy to concentrate on the harvesting capability of the system when it is available. 

Therefore, the integration was excluded during the shortage cycle.  
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Figure 4-20: Change in average HEI in a day time scale considering only constant working pressure 

for the compressor 

In Figure 4-20, the working pressure of each compressor was assumed to be constant 

as a result of not including the HEI in the control strategy. In order to compare the result 

with system with maximum HEI tracking algorithm, the calculated average HEI value of 

various systems are shown in Figure 4-21.  
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#1: 5 bar, #2: 10 bar, #3: 15 bar, #4: 20 bar, #5: 25 bar, #6: 35 bar, #7: 50 bar, #8: 80 bar, #9:max HEI track

 

Figure 4-21: The maximum HEI point track of a continuous compression system in comparison with 

various fixed pressure compression systems. 
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As shown in Figure 4-20, a very high working pressure such as 90 bar can only harvest 

18% of available excess energy during a day while the maximum value for the average 

HEI, which is 38.13 %, can be obtained at a fixed working pressure of 20 bar. On the 

other hand considering the HEI maximum tracking point control scheme in the 

compressor operation, its average daily HEI can reach up to 49.52% as shown in Figure 

4-21 using the same calculation procedure. This result is more significant considering the 

low average HEI for very low or high working pressure with a fixed value, which results 

in less than 15% harvested energy from available excess wind energy. 

4.3.2.5 Impact of the maximum tracking HEI control strategy on the fuel 

consumption of the diesel generator 

In order to show the effectiveness of the proposed control method, the utilization 

impact of such a control strategy on the fuel consumption of the diesel generator is 

investigated. In this assessment, systems with different set of constant working pressures 

are compared to two systems with controllable working pressures based on the HEI 

concept. For the first control strategy based on the proposed maximum HEI tracking 

control strategy, the working pressure of the compressor is increased in 25 steps of 2 bar 

to the final working pressure of 50 bar. Although this control strategy increases the 

accuracy of the maximum HEI tracking, its complexity and cost might result in an 

impractical option for the control strategy. Therefore a 4-stage compression unit with 

controllable valve is considered a practical option for the HEI implementation. The 

second system has a 4-stage configuration with compression ratio of 3 for each stage. 
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Thus when each stage reaches the maximum working pressure of 3n, it is connected to the 

previous compressor. Figure 4-22 shows the change in the tank pressure of the HPS with 

different working pressures for the compression system.  
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Figure 4-22: The tank pressure variation in different compression control strategies. 

As seen in Figure 4-22, the HPS system with low compression ratios reaches its 

nominal working pressure faster than the higher working pressures, but it is unable to 

capture more wind energy. In the proposed case study, this condition occurs when the 

tank pressure profile maintain a constant value as shown in Figure 4-22 for a 10 bar and a 

20 bar constant working pressure. Considering Figure 4-22, the HPS controlled with the 

proposed control strategy has higher tank pressure, and consequently higher stored energy 

in comparison to the systems working with fixed working pressures.  

Using the proposed control strategy in the presented case study, the diesel generator 

(DG) operates in less time duration as it is shown in Figure 4-22, when the tank pressure 

reaches 4 bar. The total shortage duration in different compression control strategies is 

obtained from Figure 4-22 and listed in Table 4-2. 
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Table 4-2: The total shortage duration in different compression control strategies 

Control method Fixed 10 bar Fixed 26 bar HEI in 25 stages HEI in 4 stages 

Shortage Duration 326 [min] 225 [min] 163 [min] 192 [min] 

 

The diesel generator (DG) fuel consumption in its backup mode can be calculated by 

applying the provided power by DG to its fuel consumption equation (3-82). Two 

scenarios were assumed for the diesel generator operation modes. For the first scenario, 

the DG operates in On-Off mode, and it will start only in shortage mode. In this scenario, 

it is assumed that the storage system control is fast enough and properly tuned to turn the 

diesel generator on. On the other hand, the second scenario assumes a standby mode of 

operation, and the diesel will be online during the shortage cycles and will work in no-

load mode for the rest of the cycles. The total fuel consumption of the diesel generator in 

the standby and On-Off mode is compared in Figure 4-23.  
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Figure 4-23: The DG fuel consumption in Standby and On-Off mode of operations. 

As shown in Figure 4-23, the On-Off mode of operation exhibits less fuel consumption 

for all the working pressures in comparison with the fuel consumption in standby mode of 
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operation. This big difference is related to the no load fuel consumption presented in 

(3-82). Although, the standby operation of the diesel generator provides a more reliable 

backup for the HPS, its fuel consumption is much higher than the diesel generator with an 

On-Off mode of operation. Therefore, the On-Off mode of operation is suitable for the 

HPS in an isolated application where benefits from high wind profile, where a storage 

system with the next commercially available storage size can be used to harvest more 

excess energy. On the other hand, the standby operation is preferred in locations with low 

wind speed profile and considerable fluctuations. In both modes a system with a fixed 

working pressure of 26 bar has the minimum fuel consumption. The total fuel 

consumption of the HPS based on the proposed control strategies are compared in Figure 

4-24.  
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Figure 4-24: The DG fuel consumption comparison in different compression control strategies. 

As shown in Figure 4-24, the total fuel consumption of the system is reduced to 161 

Liters using the proposed the HEI index in compression pressure control. The minimum 



159 

 

value of the fuel consumption for the system with fixed working pressure is 221 Liters 

and belongs to a fixed 26 bar working condition. As a result of applying the HEI control 

strategy to a 4-stage compression unit, and performing a variable working pressure 

control instead of a fixed one, the total fuel consumption of 191 Liters is achievable in a 

practical configuration of the HEI implementation. 

4.3.3 Harvested Energy Index calculation in different storage technologies 

The energy storage capacity of each storage system can be calculated using a steady 

state representation of the energy conversion procedure. Based on their energy conversion 

process, three main categories of energy storage technologies are considered: Batteries, 

Pumped Hydro and CAES. These energy storage technologies have been chosen in this 

study in order to compare their performance based on the proposed HEI. In order to 

compare their energy storage capability, the required equations to describe the storage 

behavior of each energy storage system will be provided in the following subsections.  

These energy equations assemble all the limiting parameters in each energy storage 

technology. Considering the energy capacity of each energy storage technology, it can be 

concluded that each storage system has physical limitations on the maximum storage 

capacity. For example, the volume of the reservoir in a pumped hydro system or CAES 

system is limited. This maximum capacity can be considered as a criterion for storage 

capability assessment of energy storage technologies, which is critical in a wind based 

energy system. Consequently, this constraint on energy storage capacity is the core focus 
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of this study in the evaluation of the performance of the selected energy storage 

technologies. 

The load power over one year period that is generated based on the methodology 

described in section 3.4 is compared to the generated power of the wind speed profile that 

is obtained based on Monte-Carlo methodology in 4.1.2, and the resultant power balance 

curve is generated for each seconds. The resultant power balance characteristic for a one 

year period with 1s resolution is shown in Figure 4-25, and its first day curve is shown in 

Figure 4-26. Then this resultant power as available excess power is applied to the 

different energy storage systems with different storage capacities in the next subsections 

to evaluate their performance in capturing the available excess power.  
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Figure 4-25: The resultant power balance curve for a one year period. 
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Figure 4-26: The resultant power balance characteristic for the first day. 

4.3.3.1 Harvested Energy Index for Battery storage systems 

The energy capacity of a battery is usually defined based on the product of the cell 

voltage and its nominal discharge current rate known as ampere-hours (Ahr), which is 

provided by the manufacturer. The charge and discharge characteristics of a battery can 

be examined utilizing a mathematical model. A comprehensive model of a typical battery 

comprises three sub-models: a thermal sub-model to represent the electrolyte temperature 

based on the thermal properties of the material and battery losses; the charge and capacity 

model to depict the state of the charge (SOC) and depth of discharge current (DOC); and 

an equivalent circuit to simulate the dynamic performance of the battery [152]. Although 

utilizing this model results in an accurate battery model, it requires a large number of 

parameters, for which obtaining their exact value can be a complicated and time 

consuming procedure. On the other hand, a generic battery model that represents a 

battery’s performance during charging and discharging procedures can be satisfactory, 

and this only requires steady state analysis [153]. As a general description, its terminal 
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voltage can be approximated by an exponential mathematical equation as follows [153], 

[154]: 

0
exchangedBQrated

rated exchanged

Q
E E K Ae

Q Q


 

       

(4-10) 

where E0 is the battery constant voltage in Volts; K is the battery polarization voltage 

in Volts; Qrated is the battery capacity in Ah; exponential zone amplitude (V); exponential 

zone time constant inverse (Ah)−1. These parameters can be directly obtained from the 

manufacturer’s datasheet. The exchanged electrical charges during charge and discharge 

cycles can be obtained by integrating its current. 

exchangedQ idt   
(4-11) 

The battery capacity can be considered steady during the discharge hours by 

neglecting the effect of temperature on the discharge and output voltage characteristics. 

The battery voltage variation for several load currents is shown in Figure 4-27.  
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Figure 4-27: The battery voltage variation to several load currents 

After applying the power balance of the system (Figure 4-25), the performance of the 

battery based energy storage system with different storage capacity was investigated by 
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calculating the HEI for each storage capacity. In this study, the energy conversion 

efficiency for battery storage system is assumed 99.5%, and the battery storage capacity 

was changed from 1kWhr to 10kWhr. Considering the nominal grid voltage as 120 volts, 

each battery column includes 10 batteries, and the required Ahr of the storage system can 

be obtained by using parallel set of battery columns. The depth of discharge (DOD) for 

the battery was assumed 30% to have reasonable life time for batteries. Figure 4-28 

shows the change in the battery state of the charge (SOC) during the first day for a 

storage capacity of 1kWhr. As shown in Figure 4-28, for the 1kWhr system, the SOC 

rapidly drops to its minimum value due to low power rating and the system cannot deliver 

the required power. Using the same approach, the SOC for several storage capacities 

during four consecutive days is simulated and illustrated in Figure 4-29.  
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Figure 4-28: The change in the state of the charge of 1kWhr system during the first day 
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Figure 4-29: The SOC for several storage capacities during 4 consecutive days. 
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Figure 4-30: The stored power, the delivered and the rejected power profile for the 1kWhr storage 

system during the first day 
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Figure 4-30 shows the stored power, the delivered power and the rejected power 

profile for the battery storage system with 1kWhr capacity at the first day respectively. 

When the system reach its maximum storage capacity the excess energy cannot be stored, 

and it will be rejected. 
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Figure 4-31: The fuel consumption and the shortage power profile for the 1kWhr storage system 

during the first day 

The shortage power will be provided by the diesel generator (DG), and it happens 

when the total energy of the wind turbine and the remaining energy in the storage system 

is not sufficient to meet the load demand. Appling the shortage power to the fuel 

consumption profile of the diesel generator and considering ON-Off operation mode for 

the diesel generator, the fuel consumption profile of the DG can be obtained. Figure 4-31, 

shows the shortage power and the fuel consumption profile during the first day for a 

1kWhr system.  
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Figure 4-32: The instantaneous VS continuous HEI for the 1kWhr storage system during the first day 

The instantaneous harvested energy index (IHEI) can be defined as the stored energy 

to available excess energy at time ts, and the continuous harvested energy index (CHEI) 

can be described as the ratio of the total amount of the stored energy to the total available 

excess energy for a defined time duration. The CHEI value can be obtained by integrating 

the IHEI over required time duration. The IHEI shows the performance of the storage 

system in capturing energy on instantaneous basis and is useful for dynamic control of the 

system; while, the CHEI provides an overall perspective of the storage system for a 

longer time scale, which is more valuable in system design. Figure 4-32, shows the IHEI 

and the CHEI for the battery energy storage system at the first day. The storage system 

cannot capture energy when the system is full or the excess energy is not available.  

In order to obtain the annual HEI value, the daily averaged CHEI can be calculated by 

averaging the value of the CHEI during a day. Figure 4-33, compares the annual HEI for 

different energy storage capacities.  
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Figure 4-33: The annual HEI for battery storage systems with different storage capacities 

In order to show the impact of the storage capacity of the battery storage system on the 

overall hybrid power system performance, the total fuel consumption of each storage 

system with different power rating is shown in Figure 4-34. As shown in Figure 4-34, the 

total fuel consumption can be reduced by increasing their power rating.  
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Figure 4-34: Total annual fuel consumption in battery based energy storage systems with different 

power rating. 
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4.3.3.2 Harvested Energy Index for Pumped hydro energy storage system 

The pumped hydro energy storage system includes a pump-turbine, a higher reservoir 

and a lower reservoir. During low load demand periods, the excess energy from the wind 

farm is applied to pump water to a higher reservoir. The stored water will be released to a 

lower reservoir while the stored energy is delivered to the customers utilizing the hydro 

turbine. The mass power output of a pumped hydro energy storage system can be 

determined by the stored potential power in its reservoir using the following equation 

[151]: 

PP gQH 
 (4-12) 

where ρ is density of water in kg/m3, g is the acceleration due to gravity in m/s2, Q is 

the discharge through the turbines in m3/s, H is the effective head in meter and ηP is the 

efficiency of the pump. The delivered energy of a pumped hydro storage system can be 

determined by the product of the output power obtained in (4-12) and the time duration. 

The pump-turbine efficiency is assumed to be 90% in this study. The capacity of the 

pumped hydro is adjusted based on its power rating by changing the reservoir volume and 

the corresponding nominal flow rate of the pumped hydro storage system. Using similar 

power balance data (Figure 4-25), the performance of the pumped hydro storage system 

with different storage capacities is assessed. Figure 4-35, shows the annual HEI for the 

pumped hydro storage systems with different storage capacities. The fuel consumption of 

several pumped hydro energy storage system with different storage capacities is shown 

and compared in Figure 4-36. 



169 

 

0 50 100 150 200 250 300 350
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Day 

A
n

n
u

a
l 
C

H
E

I

 

 

1 kW

2 kW

3 kW

5 kW

7 kW

10 kW

 

Figure 4-35: The annual HEI for pumped hydro storage system with different storage capacities. 
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Figure 4-36: Total annual fuel consumption in pumped hydro energy storage system with different 

capacities. 

4.3.3.3 Harvested Energy Index for CAES system 

In a CAES system, energy can be stored as high pressure air in a high pressure 

reservoir by applying work to the compressor. The energy storage procedure in this 

technology follows the thermodynamic law of energy conversion for air. The stored 

energy depends on the reservoir volume, pressure, and type of the energy conversion 
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process, which can be isothermal, adiabatic or isentropic. Assuming a polytrophic process 

for the CAES system in this study, the amount of work, in a polytropic process is 

expressed as [7] and [84]: 

1
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1 1

1
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(P V ) ( ) 1

1 P

n

n
n

W
n

 
  

    
(4-13) 

where n is the polytropic exponent (cp/cv), P1 and P2 are the atmospheric and the tank 

pressure in a compression cycle respectively. Considering a fixed working pressure for 

the air motor, the compressor rated power can be obtained as function of its working 

pressure. Using the rated energy capacity for the CAES system, the power rating of the 

system can be calculated. Then, for each working pressure and using (4-13), the required 

tank volume can be calculated. The relationship between the required storage volume and 

the system power rating can be presented in a 3D curve as a function of the compressor 

working pressure as shown in Figure 4-37, and it can be used to design the compressor 

rating as well as the tank size. 

0

10

20

30

40

50

60
0 20 40 60 80 100 120 140 160 180 200

0

2000

4000

6000

8000

10000

Tank volume [m
3
]

Selecting the tank size, compression pressure and rated power of polytropic CAES system

Pressure [bar]

P
o

w
e
r 

[W
]

 

Figure 4-37: Required tank volume as a function of the power rating and the compressor 

pressure. 
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Figure 4-38: The reservoir pressure variation in five consecutive days. 

The reservoir pressure variations in five consecutive days for four different CAES 

system with different fixed compression ratios are shown in Figure 4-38. As shown in 

Figure 4-38, the compressors with lower compression ratios are able to harvest the energy 

faster than the compressors with higher working pressure as result of higher energy 

conversion efficiency as it was discussed in 4.2.2. On the other hand, they will be 

saturated faster as a result of lower working pressure.  

Figure 4-39, shows the variation of the calculated continuous HEI for several CAES 

system with different power rating. The total fuel consumption of each CAES system is 

separately calculated and shown in Figure 4-40. As seen in Figure 4-40, the fuel 

consumption reaches a minimum value at the working pressure of 16bar, and will 

increase by increasing the working pressure. The drop in energy conversion efficiency at 

high working pressures is the cause of this increase. 
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Figure 4-39: The variation of the calculated continuous HEI for several CAES systems with different 

power rating. 
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Figure 4-40: The total fuel consumption of several CAES systems with different compression ratios. 

4.3.3.4 Energy storage system performance comparison 

In order to choose a storage technology for an application, the geographical 

characteristics of the implementation site, the application size and the availability of RES 

are the key parameters that need to be considered. Therefore, a comprehensive economic 

and technical performance assessment is necessary for the energy storage comparison, 

and select the best storage technology for the desired application. In this chapter, a novel 
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criterion for the assessment of an energy storage system (Harvested Energy Index) was 

proposed to enhance the accuracy of the performance investigation. This criterion targets 

the limited storage capacity of the energy storage system, and reveals its benefits in 

energy storage systems with expandable capacities such as CAES systems in locations 

with considerable renewable energy. The obtained results in each presented storage 

systems are compared in this section.  

Figure 4-41, compares the annual CHEI for three energy storage technologies with 

different storage capacities. As shown in Figure 4-41, the CAES can utilize more excess 

energy in its energy conversion process in comparison with the pumped hydro and battery 

based energy storage systems. This higher value is related to the higher power 

requirement of the compressor in a CAES system. The average value of the continuous 

harvested energy for a time period of one year can provide a quantity representing the 

storage system capability in harvesting energy for a long term operation. 

The annual averaged value of CHEI for three storage technologies with several storage 

capacities is shown in Figure 4-42. As shown in Figure 4-42, the storage system with 

higher capacities is able to extract more energy for future utilization. In addition, in all 

power ratings the CAES system absorbs more energy in comparison with the 

corresponding pumped hydro or battery storage system with the same storage capacities. 
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Figure 4-41: The annual CHEI of three energy storage technologies with different storage 

capacities: (a): 1kWh & 2kWh, and (b): 5kWh & 10kWh. 
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Figure 4-42: The annual averaged value of CHEI for three storage technologies with different 

ratings. 
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Figure 4-43: Compressor efficiency variation as a function of its working pressure. 

The Figure 4-41 shows higher energy stored by a small scale CAES in comparison to 

battery and pumped hydro storage. For example the annual CHEI during 6th day for 

battery storage with 1kWhr capacity is 0.25 while the value for 1kWhr CAES is 0.35, 

which means the CAES has the ability to utilize 1.4 times more energy than battery 

during day 6. The working pressure of a 1kWhr small scale CAES as shown in Figure 



176 

 

4-39 is 6 bar; and by referring to the Figure 4-43, the efficiency of the compressor at 6 bar 

is around 70%. Multiplying 70% and 140% results in 98% which means the compressor 

of CAES is able to use 98% of available energy and store it. In the other word, the 70 % 

efficiency of 6 bar compressor is applied to higher amount of energy (1.4 times for day 

6th) in a longer duration of the time and results in 98% utilization of the available excess 

wind energy. 

In the traditional efficiency comparison, applying each system efficiency to a limited 

available energy results in the stored energy of each system. Lower energy conversion 

efficiency of CAES causes lower and slower stored energy but our argument is for the 

cases that there is still excess wind energy available and CAES or other less efficient 

systems can continue to store energy. In this case some energy will be wasted in CAES 

during compression cycle rather than wind turbine but results in a higher amount of stored 

energy. 

In a hybrid renewable based energy system, the cost of storage system and increasing 

the size of it is much higher than increasing the size of the wind turbines or solar panels. 

By introducing HEI, we showed that instead of increasing the size of storage, the excess 

free renewable energy (wind turbine in our case) provides opportunity to the systems with 

lower efficiency to be able to reach their full capacity.” 

In addition, considering the energy conversion efficiency curve shown in Figure 4-43, 

the higher working pressure of the compressor results in lower efficiency; as a result, the 

compressor power rating should be adjusted in order to meet the power rating of the 

CAES system.  
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In order to compare the performance of the three storage systems under study form the 

economic point of view, the annual shortage profile and the total fuel consumption is 

shown in Figure 4-44. In an energy system with higher storage capacity, the wind energy 

penetration is increased.  
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Figure 4-44: The annual shortage profile and the total fuel consumption of the three storage 

systems under study. 

As illustrated in Figure 4-44, the total shortage energy, and consequently the total fuel 

consumption decreases by increasing the storage capacity in all three storage 

technologies. However, this reduction is less for the CAES system with power rating 

higher than 3kW, because of the low energy conversion efficiency for the CAES system 

with high working pressure and small reservoir size. The figure also suggests that for 

power ratings less than 3 kW, there is no difference between the fuel consumptions. This 

behaviour can be referred to the result shown in Figure 4-41, where, the CAES systems 

with lower power ratings harvest more excess energy in comparison with the battery 
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system and pumped hydro storage systems and compensate the low energy conversion 

efficiency of the compression cycle shown in Figure 4-43. The figure also suggests that 

for power ratings less than 3 kW, there is no difference between the fuel consumptions. 

On the other hand for ratings higher than 3 kW, the CAES system results in higher fuel 

consumption compared to the battery or pumped hydro systems. The high power profile 

of a CAES system can be improved by either using multistage compression or increasing 

the tank volume instead of increasing the working pressure in order to reach higher power 

rating. 
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Figure 4-45: the variation of the daily shortage power to the excess power ratio over a period of a 

year for a battery storage system with 1kWhr storage capacity 

In addition to the HEI, the shortage power ratio to the available excess power can be 

used to investigate the performance of the storage system in capturing the excess energy. 

Figure 4-45, shows the variation of the daily shortage power to the excess power ratio 

over a period of one year for a battery storage system with 1kWhr storage capacity. The 

dot dash line shown in Figure 4-45 represent the balance line for this parameter, when the 
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excess energy in a day is equal to the shortage energy during the same day. The values 

above the balance line cannot be compensated by the storage system as a result of the lack 

of available excess energy. On the other hand, the values below the balance line can be 

supplied by a properly designed storage system.  

Figure 4-46, shows the annual shortage to the excess power ratio variation as a 

function of the storage capacity for three different energy storage technologies. As shown 

in Figure 4-46, the CAES system has higher value of the shortage to the excess power, 

representing the same trend obtained in total fuel consumption and total shortage energy 

(Figure 4-44). This result highlights the dominant impact of the energy conversion 

efficiency on the overall performance of the storage system, where the battery storage and 

pumped hydro storage system with efficiency close to 100% have better profile in 

comparison to a CAES system with the efficiency profile shown in Figure 4-43. 
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Figure 4-46: The annual shortage to the excess power ratio variation as a function of the storage 

capacity for three different energy storage technologies. 
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As it was shown in the proposed case study, despite the environmentally friendly 

nature, high life cycle and inexpensive configuration of a CAES system, the overall 

efficiency in a poorly designed CAES system can limit its application in energy related 

industries. It should be noted that, the maintenance cost after installing energy harvesting 

equipment is the only expense required by a RES based power system. It can benefit from 

a vast amount of free energy to compensate for its lower efficiency in comparison with 

other technologies. This enhancement can be more attractive considering the 

environmentally friendly nature of the CAES system, and its high durability. Proper 

design and developing suitable control strategy considering the physics of energy 

conversion in a CAES system can result in improved performance of a RES based power 

system. 

4.4 Summary 

In this chapter, a simple method to evaluate the performance of different wind turbines 

has been presented. At the first step, collected wind speed data from different sources was 

analyzed, and the wind speed frequency distribution was classified. Then a Weibull 

distribution function was obtained for each hour. In the next step, Monte Carlo simulation 

was performed based on inverse Weibull Cumulative Distribution Function (CDF) to 

produce wind speed profile with 10 minute time scale resolution. The generated wind 

speed profile was then used to assess the performance of candidate wind turbines. 

Considering the presented methodology for performance assessment of wind turbine at a 
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specific location, the optimum size of a wind turbine for a desired location can be 

determined. 

A new criterion for energy storage performance assessment was introduced based on 

the ability to harvest and store the excess energy produced by a wind farm. The proposed 

index reveals the limitation on the storage capacity of various energy storage 

technologies, which is critical in RES-based power systems. In addition, a hybrid power 

system based on a wind farm is developed for possible application in an isolated electrical 

power grid to fulfill the demands of a remote community. Using a case study, the harvest 

energy indices for different energy storage capacities were calculated, and a variable 

working pressure control algorithm was proposed for the compression cycle. In order to 

demonstrate further the unique characteristics of CAES systems in capturing wind energy, 

this index was calculated for different fixed working pressure. Based on the results a 

practical 4-stages configuration of the CAES system was proposed, and the impact of the 

proposed control strategy on the total fuel consumption was presented. 

Finally, the performance of three different energy storage systems, namely pumped 

hydro storage system, battery storage system and several CAES systems with different 

compression ratios which results in different energy storage capacities were investigated 

by calculating their continues HEI. Although, the performance of all three systems for 

power rating less than 3kW is similar, the CAES system performance degrades for higher 

power rating due to its low conversion efficiency in higher compression ratios. Moreover, 

the impact of the storage capacity on the total fuel consumption of a HPS was presented. 
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Chapter 5 Conclusions, and Suggested future work 

 

5.1 Conclusions and Contributions 

One of the challenges in the modeling of the pneumatic devices was the complexity of 

their mathematical model. A simplified model based on experimental tests was presented 

in order to represent the dynamic response of the air motor to specific pressure and input 

compressed air flow rate. It was shown that the air motor transfer function can be 

approximated with the first order system transfer function, while its parameters as a 

function of the input pressure can be obtained with simple tests. In addition, the flow rate 

response of the system to pressure variation has been modeled based on Venturi flow 

meter principle. The valve flow coefficient in this study has been obtained using 

measured pressure drop across the valve and output flow rate of the air motor. The 

experimental investigation provided an appropriate base aimed at testing the 

performances of the analytical model for several operating pressures and initial valve 

conditions. The simulation/experimental result comparisons showed the ability of the 

proposed model to provide an accurate dynamic response of the air motor speed. Then the 

power and air consumption of the CAES system was evaluated based on the manufacturer 

datasheet as a function of the working pressure and speed. 

This research aimed to identify effective designs of a wind based small scale CAES 

system and proper control solutions that result in lower diesel fossil fuel consumption of 

the diesel generators that are currently supplying isolated loads. The energy conversion 



183 

 

efficiency analysis of a pneumatic was presented, and it was shown that in a system 

without any heat exchanger, the round trip efficiency of the compression and expansion 

cycles can drop to 25% for pressure ratios of 10, while this value can be as high as 65% 

for pressure ratio of 2. There were two main observations from these results, one 

emphasises the use of proper heat exchanger to improve the energy conversion efficiency, 

and the other one, with the support of evidences obtained from the energy density 

analysis of a CAES system, suggests the usefulness of flexible storage with variable 

volume can enhance the performance of the system. The second observation was the basis 

for development of a novel criteria to evaluate the performance of the energy storage 

systems.  

The new proposed criterion targets the limited capacity of the energy storage systems 

in capturing abundant excess renewable energy due to their physical or technical 

limitations. On the other hand, by focusing on unique characteristics of the CAES system 

it was shown that with proper setup and system sizing, CAES system can store more 

energy than pumped hydro and battery energy storage systems investigated in the 

presented case study. These two energy storage systems were intentionally chosen 

because of their high energy conversion efficiency that always is considered as the main 

drawback of a CAE system. The result shows how a proper system sizing and control 

strategy can convert a low efficiency energy storage system such as CAES to a very 

attractive option in comparison to the two best energy storage systems and make it an 

economical viable option.  



184 

 

Another contribution of this study is developing a systematic approach to investigate 

the performance of wind turbines in a desired location. As it was shown in the presented 

case study, the wind turbine power curves can be obtained as function of the speed; and 

by using Monte-Carlo statistic simulation, the wind speed and load data can be 

regenerated with desired resolution and used for evaluation of the wind turbine 

performance in a specific location. 

The following publication and conference presentations are outcomes of this study:  

 H.SedighNejad, T.Iqbal and J.Quaicoe,” Compressed Air Energy Storage 

System Control and Performance Assessment Using Energy Harvested 

Index”, Electronics Special Issue on Renewable Energy Systems, 2014, 3, 1-

21. 

 H.SedighNejad, T.Iqbal and J.Quaicoe, “Effect of the sizing of compressed 

air storage system on overall performance of Hybrid systems”, poster 

presentation at CanWEA’s 26th Annual Conference and Exhibition, 

November 1-3, 2010, Montreal, Quebec.  

 Hanif Sedighnejad, T. Iqbal, J. Quaicoe,” Design Considerations for 

Compressed Air Energy Storage Systems”, 2010, PKP Open Conference 

Systems, presented by IEEE Newfoundland and Labrador Section. 

 H.SedighNejad, T.Iqbal and J.Quaicoe, “Performance evaluation of a hybrid 

wind-diesel-compressed air energy storage system”, 24th Canadian 

Conference on Electrical and Computer Engineering (CCECE), 8-11 May 

2011, Niagara Falls, ON Page(s): 000270 – 000273. 
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 H.SedighNejad, T.Iqbal and J.Quaicoe, “Design and dynamic modeling of a 

micro compressed air energy storage system”, poster presentation at 

CanWEA’s 27th Annual Conference and Exhibition, October 3-6, 2011, 

Vancouver, BC. 

 H.SedighNejad, T.Iqbal and J.Quaicoe, “A compressed air storage system 

Design and Steady-State Performance Analysis of CAES”, The Twentieth 

Annual Newfoundland Electrical and Computer Engineering Conference 

(NECEC), Nov. 1st, 2011.  

 H.SedighNejad, and T.Iqbal, “Simplified dynamic model for vane type air 

motor”, The 21th Annual Newfoundland Electrical and Computer 

Engineering Conference (NECEC), Nov. 8th, 2012. 

5.2 Suggested Future Work 

Despite the development of a simple CAES system and some primary simulations and 

experiments, some aspects of the proposed system can be enhanced. The suggested future 

work can be divided into four categories: economical assessment of CAES sizing and 

scalability in comparison with the other energy storage systems, application of heat 

exchanger to improve the energy conversion efficiency, dynamic control of the CAES 

system in conjunction with another energy source, and evaluation of the system with 

capability of working in series/parallel configuration and its impact on round trip 

efficiencies and system power ratings. 
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Appendix 1 Wind turbine specifications 

Excel-R rotor diameter   7m  

Weight   477 kg 

Nominal rotational speed  13m/s 

Generator nominal speed  1800 rpm  

Specifications 

Wind Generator Specifications 

Rated Power Output 7,500 watts at 29 mph (13.0 m/s) 

Cut-in Wind Speed 7.0 mph (3.1 m/s) 

Maximum Design Wind Speed 120 mph (53.6 m/s) 

Type 3 Blade Upwind 

Rotor Diameter 23.0 ft (7.0 m) 

Weight 1050 lbs (477 kg) 

Generator Permanent Magnet Alternator 

Turbine Output Form 3 phase AC, variable frequency 

System Output Form 
120VDC, 240VDC, 48VDC nominal 

(with included battery charge controller) 
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Appendix 2 Simulation parameters values 

Gaussian equation parameters for Cp approximation (Excel-S 10K) 

Parameter Value Parameter Value Parameter Value 

a1 0.2 b1 5.963 c1 2.218 

a2 0.1555 b2 3.825 c2 1.228 

a3 0.2439 b3 10.06 c3 4.004 

a4 0.1056 b4 15.59 c4 5.769 

 

Gaussian equation parameters for Cp approximation (Excel-R 7.5 kW) 

Parameter Value Parameter Value Parameter Value 

a1 0.1787 b1 8.564 c1 2.956 

a2 0.0154 b2 21.5  c2 4.056 

a3 0.1271 b3 12.21 c3 3.669   

a4 0.2121 b4 5.577   c4 1.977   

 

Excel-R dynamic response parameters 

Parameter Value Parameter Value Parameter Value 

ωwe 1800 VnWT 13 nG 51 

mr 460 Rr 3.5 Je 2 

BT 200 Bwe 0.7 ρ 
1.2

25 

 

Gaussian equation parameters for Cp approximation (Excel-S 10K) 

Parameter Value Parameter Value Parameter Value 

a1 0.2 b1 5.963 c1 2.218 

a2 0.1555 b2 3.825 c2 1.228 

a3 0.2439 b3 10.06 c3 4.004 

a4 0.1056 b4 15.59 c4 5.769 

 

Compressor dynamic model parameters 

Parameter Value Parameter Value Parameter Value 

ωr-Comp 240 compK
 

10 T CompJ 

 
0.1 

T CompB 

 
10 PComp 10 Pin 1 

 

Linear equation parameters for the torque static model 

Parameter Value Parameter Value 

11TC
 

-0.0001382 01TC
 

1.015 

10TC
 

1.981e-005 00TC
 

0.1513 
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Quadratic equation parameters for output power static model 

Parameter Value Parameter Value Parameter Value 

22PWC
 

7.854e-010 12PWC
 

-1.387e-006 02PWC
 

-1.627e-08 

21PWC
 

-1.45e-008 12PWC
 

9.507e-005 01PWC
 

3.724e-005 

20PWC
 

-1.044e-5 02PWC
 

0.003669 00PWC
 

-0.01922 

 

Quartic equation parameters for air consumption static model 

Parameter Value Parameter Value Parameter Value 

24AFC
 

-9.474e-8 14AFC
 

0.000346 04AFC
 

-0.2166 

23AFC
 

1.692e-06 13AFC
 

-0.006139 03AFC
 

3.991 

22AFC
 

-1.044e-5 12AFC
 

0.03769 02AFC
 

-25.43 

21AFC
 

2.578e-5 11AFC
 

-0.08909 01AFC
 

68.04 

20AFC
 

-2.031e-5 10AFC
 

0.07823 00AFC
 

-51.34 

 

Air motor dynamic modeling 
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Air parameters 

 

 

 

Single phase synchronous Generator parameters 

Parameter Value Parameter Value Parameter Value 

RSG 0.218Ω # of poles 2 DEGS
 

6500 (W) 

n
 

3600 (rpm) DEGJ
 

0.73176 DEGB
 

0.36588 

Rf 52.8Ω e
 

0.2 (s) dt
 

110 (ms) 

trm 25ºC tmc 90ºC LSG 188mH 

 

 

Parameter Value Parameter Value 

k 1.4 R 287 
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Single phase synchronous Generator flux equation 
3 20.4545( ) 1.911( ) 2.554 0.018( 24)f f f fI I II   

 

Diesel Generator dynamic parameters 

Parameter Value Parameter Value Parameter Value 

DEGH
 

2 (s) poles
 

2 DEGS
 

6500 (W) 

nDEG
 

3600 (rpm) DEGJ
 

0.73176 DEGB
 

0.36588 

ek
 

1 e
 

0.2 (s) dt
 

110 (ms) 

pk
 

1.5 ik
 

1.4 dk
 

0.01 

 

Rectifier dynamic parameters 

Parameter Value Parameter Value Parameter Value Parameter Value 

lrecR
 

0.4 recL
 

2.6 m CrecR
 

0.2 recC
 

66 μ 

 

Inverter and its controller parameters 

Parameter Value Parameter Value Parameter Value Parameter Value Parameter Value 

Vd 1V Vcf0 230V ΔVo[p-p] 1% RLine 50m Ω Lf 1.5mH 

ron 0.88 mΩ P_inv 3kw Δio[p-p] 10% LLine 50mH Cf 20μF 

Qtc=Qrr  1 μC trr=ttc 0.2 μC fs 15kHz vG 230V Rf 0.5 Ω 

 

3rd order approximated Maximum power trajectory parameters 

Parameter Value Parameter Value Parameter Value Parameter Value 

3a
 

4.619 2a
 

-64.6 1a
 

548.4 0a
 

1752 

 

The approximated CDF for the first hour (12:00am – 1:00 am) 

 

Hourly Weibull distribution equation: 

Wei_pdf_h01 = @(p,x)p(3).* (x./p(1)).^(p(2)-1).*exp(-(x./p(1)).^p(2)); 

coefEsts_h01 = nlinfit(binCtrs_h01, Prob_WS_h01, Wei_pdf_h01, startingVals) 

xgrid_h01 = linspace(0,Max_WS_h01,n_xgrid); 

Wei_PDF_h01=Wei_pdf_h01(coefEsts_h01, xgrid_h01); 

5th degree polynomial equation 

p1_h01 = -4.471e-009; p2_h01 =  9.578e-007; p3_h01 = -7.191e-005; 

p4_h01 =    0.001886; p5_h01 =     0.01327; p6_h01 =    0.008685; 

App_CDF_WS_h01_2 = p1_h01.*x_WS_h01.^5 + p2_h01.*x_WS_h01.^4 + p3_h01.*x_WS_h01.^3 + 

p4_h01.*x_WS_h01.^2 + p5_h01.*x_WS_h01 + p6_h01 
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Appendix 3 wind box interface and inverter specifications 

The AURORA WIND Interface specifications: 

Description Value 

Input voltage range(no damaging) 0 Vac to 600 Vac 

Input voltage range(MPPT operating range)  40 Vac to 400 Vac 

Max. operating input current  15 A 

Input overcurrent (fuse protected)  20 A 

Max. output power (@400Vac, PFC≥0.7)  7 KW 

Vax voltage range  188Vac 288Vac 

Stand-By Grid tare losses  1.3W 

efficiency(@400Vac, PFC≥0.7) 99.4% 

Output Voltage range  0-600Vdc 

Max current in the brake resistor 30A 

Operating ambient temperature  -25°C to +60°C (-13°F to 

140°F) 

Enclosure type Nema 4X 

Relative Humidity  0 – 100 % condensing 

Audible Noise  < 40dBA 

Size (height x width x depth):  29X 9.5X26 mm 

 

PVI-3600- OUTD specifications: 

Description Value  

Input voltage range (no damaging) 0 Vac to 400 Vac 

Input voltage range (operating)  50Vdc to 530Vdc 

Input frequency range  0Hz to 600Hz 

Max. operating input current  Up to 16.6 A (rms) 

Input over current (fuse protected)  Up to 20 A  

Max. output power , (@400Vac, PFC≥0.7)  3600W 

Maximum output current + diversion 20 A(rms) 

load current up to 20Adc continuous / up to 30Adc 

peak 

Efficiency (@400Vac, PFC≥0.7)  99.4% 

Output Voltage range  0-600 Vdc 

Output Voltage range (@ full output power) 360-600Vdc (PVI-7200-W-I) *** 

200-600Vdc (PVI-4000-W-I) *** 

Operating ambient temperature -25°C to +60°C (-13°F to 140°F) 

Enclosure type  Nema 4X 

Relative Humidity  0 – 100 % condensing 

Audible Noise  < 40dBA 

Size (height x width x depth):  420 x 310 x 144 mm 
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Appendix 4  Full bridge diode Rectifier 

The DC voltage on the DC bus is the average over the period T of the output voltage of the 

rectifier: 

 0

1
( ( ) )

T

dc g fV V t V dt
T

 
 

(A1) 

where Vg(t) is the generator output voltage and Vf is the voltage drop across the full bridge 

diode rectifier. Assuming the generator output voltage to be an ideal sinusoidal wave form its 

mathematical representative can be considered as the following:  

g mV V Sin t
 (A2) 

Where Vm is the generated voltage amplitude. Including (A2) in (A1) and integrating over its 

non-zero values, the average dc voltage output of the full bridge diode rectifier can be obtained.  

0

0

0

0

2

2

0 0 0

2 2
( ) [ ]

2
[ ( ( ) ( 2 )]

2 2

T t
T tm

dc m f f t

t

m
f

V
V V Sin t V dt Cos t V t

T T

V T T
Cos t Cos t V t

T

 


 





    

     



 

(A3) 

Where t0 is the conduction start time for diode bridge, when the input voltage is more than Vf , 

and its value can be calculated using (A4). 

1

0

sin ( )f

m

V

V
t






 

(A4) 

Using Trigonometric Identities (A5) and (A6), the average output voltage can be simplified as 

(A7), where  
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2 ( ) ( )
2 2

Cos Cos Sin Sin
   

 
 

  
 

(A5) 

2 1 2

2

Cos
Sin







 
(A6) 

0 0

0
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2
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







    
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(A7) 

The bridge rectifier ripple voltage which includes the load dynamics in model can be 

calculated using :. 

load
ripple

I
V

f C


  
(A8) 

where Iload in Ampere is the dc bus current supplied to the inverter, f in Hertz is the frequency 

and C in Farad is the capacitance. 

  


