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Abstract 

To model the structural response of low- and non-ice-class ships requires both the ice and 

structural responses to be accounted for. A weakly coupled shared-energy algorithm is 

presented to model a ship-ice interaction for low- and non-ice-class ships. The algorithm is 

created to model the ship response within the operational design limits of the International 

Association of Classification Societies (IACS) Polar class rules [1], and therefore, employs 

many similar assumptions and methods as the IACS Polar rules. First, the Popov collision 

model [2] is implemented to determine the initial kinetic energy of the system. Daley’s 

energy based ice collision force models [3] are adopted, assuming a pressure-area 

relationship, to determine the ice-crushing energy. The structural deformation energy is 

determined by superimposing the frame and plate response. The flexural strain energy of 

the beam is derived from classical beam theory. The plate deflection energy is modelled 

with a meta-model created through experiments conducted with finite element analyses and 

the design of experiments methodology. The algorithm determines the energy distribution 

through a system of equations that iterates the shared contact force until the internal energy 

of the system (the ice and structural response) equals the initial kinetic energy of the 

interaction. Various finite element benchmarking analyses are conducted to assess the 

prediction capabilities of the individual structural models, the combined structural 

response, and the algorithm as a whole.  
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 Introduction 

Ship-ice interaction research has focused on the interaction between icebreakers and ice, 

but assumptions and methods typically used with icebreakers are less applicable to lower 

and non-ice-class ships. Hence, with the growing interest in the operational capabilities of 

low- and non-ice-class ships, a comprehensive understanding and model of the structural 

response of these ships within their standard operational ice loads is beneficial for both 

designers and operators alike. 

Current ship-ice interaction models, especially with icebreakers, assume that all the 

collision energy produced during the interaction goes into ice-crushing. From there, the 

structural design load is extrapolated from the load produced during the peak ice-crushing 

response. With low- and non-ice-class ships, this assumption of all the energy going into 

ice-crushing is less valid, since with lower ice-class ships both the structural and ice-

crushing responses are significant in dissipating the energy of the collision. In addition, the 

assumption that the energy is absorbed during ice-crushing artificially increases the 

structural design load. This assumption is more valid with stiffer structures like higher ice-

class ships, but prevents the full capabilities of less stiff structures, like low- and non-ice-

class ships, from being modelled. By distributing the collision energy between the structure 

and ice, this reduces the contact force by having two bodies absorb portions of the impact 

energy compared to a single body responding to the full collision energy. Therefore, a 

versatile ship-ice interaction algorithm is developed, hereby accounting for the structural 

response of the ship, through the inclusion of both the ship structural response and ice-

crushing models. 
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1.1 Scope and Objectives 

The shared-energy algorithm models the structural response of a ship-ice interaction up to 

the allowable International Association of Classification Societies (IACS) Unified 

Requirements (UR) for Polar Class (PC) rules limit states of plastic 3-hinge collapse. Thus, 

the ship response anywhere within the allowable elastic and plastic response range can be 

found. From there, the ship response is interpreted as safe (within the elastic response) or 

within a cautionary response range (a plastic structural response up to the limit state); the 

algorithm also identifies if the response is dangerous (beyond the allowable limit state). 

The nature of the structural model also allows for simple adaptation to various structural 

arrangements since the structural components are analyzed individually and with models 

that only require basic geometric parameters.  

Energy methods are used with this approach to equate the total energy of the collision, 

found with the Popov method [2], to the energy distributed between the ice-crushing and 

structural response. The progressive response of the ice and structure is linked through the 

shared contact force of the interacting bodies and iterated until the combined ice-structure 

response equals the total kinetic energy of the collision. For the ice-crushing energy, 

Daley's energy based ice collision force model [3] developed with the pressure-area 

relationship is adapted for this algorithm. The ship structure is broken into individual 

grillage components: plates and beams. The bending energy of the beam is derived as the 

flexural strain energy, using classical beam theory. The plate membrane and bending 

energy is modelled with a meta-model developed with a design of experiments uniform 

design approach.  
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As the structural models are developed, they are individually benchmarked using finite 

element analysis. The completed algorithm is then benchmarked against a finite element 

ship grillage, through both a fixed patch load and an ice floe interaction.  

1.2 Thesis Layout 

The rest of this thesis examines the current state of knowledge, the developed algorithm, 

the benchmarking process, and a final discussion of the proposed algorithm. 

Chapter 2 starts by looking at the current understanding of ice and how it is modelled during 

a collision. From there, ship collision models are assessed, both with ice and with other 

ships or structures, concentrating on how the structural response is modelled. Finally, the 

design of ship structures for operations in ice is examined. 

Chapter 3 focuses on the development of the shared-energy algorithm. The chapter starts 

by giving a general description of how the algorithm is setup. The rest of the chapter 

discusses the individual models used in the algorithm, including the kinetic energy model, 

ice-crushing model, and structural response models. 

In Chapter 4, various types of benchmarking analyses are conducted to assess the 

applicability of the developed algorithm. The benchmarking starts with an analysis of the 

individual structural components of the grillage with finite element analyses (FEA). Next, 

an FEA grillage structure is compared to the algorithm, with two types of loading scenarios. 

The FEA grillage experiences a fixed patch load for one loading event and an ice piece 

interaction for the other. 
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Chapter 5 discusses the development of the algorithm and conclusions drawn during the 

benchmarking phase. Finally, in Chapter 6, the conclusion, potential future work, and 

recommendations are considered. 
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 Literature Review 

A ship-ice interaction can be broken up into three components: ice response, ship response, 

and the interface between the ship and the ice [4]. The first section of this literature review 

examines the general knowledge about the ice response and interface. The second part of 

this chapter investigates the ship response of more generic collision models, in addition to 

more specific ship-ice collision models. 

2.1 Ice Loads 

Ice-induced loads on a ship can be categorized as global or local loads. Both global and 

local loads interact with the structure, but it is the effect of the interaction that is 

distinguished as global or local. Ice loads can be generated during level ice-breaking 

operations and individual loading events from ice floes. The effects of global loads concern 

the overall strength and stability of a ship. Local loads occur over a more defined region of 

the ship hull and are typically used to determine the structural design of a ship hull and 

strength requirements for the ship’s structural elements [5, 6].  

An ice-breaking event can be divided into a five-step process, applicable with either level 

ice or ice floes [7]. First, the ice interacts with the structure through local ice-crushing. If 

the ice piece has a large enough surface area, the ice will fail in flexure and break off an ice 

piece. Then the new ice piece or the original ice piece gets pushed downward and 

submerged under or along the side of the ship. Finally, the broken ice pieces slide along the 

hull of the ship until they resurface again [7]. Typically, the maximum ice load arises at the 

end of the ice-crushing period, which can occur just before the ice fails due to bending, or 
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when the ship stops after all its kinetic energy is expelled in ice-crushing, or if the ice floe 

glances away [7]. Therefore, to try and reduce the loads on the hull, ships that are designed 

to transit in ice, like icebreakers, have hulls designed to induce bending failure in the ice 

[8]. 

During the ice-crushing process, initially, the sharp local protrusions of the ice spall. Once 

the easily crushable edges spall, the contact area starts to grow, and the structure starts to 

experience elastic deformation [9]. Ice also does not produce a uniform pressure during ice-

crushing but generates a more randomly developing spatial distribution with varying 

sporadic peak forces [10, 11]. These high-pressure zones randomly appear across the 

contact area depending on the ice properties, loading geometry and build-up of ice pressure. 

The change in force and location of these high-pressure zones is due to the accumulation 

of ice pressure prompting eventual spalling events, which release the ice pressure by 

discharging the buildup of pressure in the intact zone. With the release of one high-pressure 

zone, a new one is formed elsewhere, and the process repeats [12, 13]. 

2.1.1 Ice Failure Modes 

Ice failure modes can be broken down into two basic groups: ice-crushing and bending. 

Depending on the failure mode and loading rate, this affects the ice pressure [12]. 

Therefore, due to the various modes in which ice may fail, holistic ice response models, 

like Kim et al. [14], are required to account for the multiple ice failure responses that may 

occur during an ice interaction. In cases with relatively thin ice, the dominant failure mode 

is bending failure [7]. With slightly larger or more confined ice floes, typically the ice will 
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experience some crushing before failing in bending. Smaller-sized ice floes tend to rotate 

with no significant ice edge crushing [14].  

Ice-crushing occurs over an area and is typically modelled as a contact pressure instead of 

a contact force [15]. Ice exerts pressure through both direct contact and a layer of extruded 

crushed ice material [16]. Solid direct contact produces the highest pressure, even when the 

ice is starting to experience internal damage and cracks, since the ice is still able to sustain 

high pressure due to high confinement at the center of the contact area [16]. The shape of 

the contact area and indenter can affect the flow of crushed ice. If restricted, the crushed 

ice can result in increased confinement and contact pressure. Likewise, if the crushed ice is 

allowed to extrude and not accumulate, this decreases the contact pressure [15, 17]. 

Depending on the loading rate, crushed ice behaviour can be ductile or brittle [6, 15]. At 

slower loading rates, the ice has a ductile response and a more uniform pressure. As the 

loading rate increases, the ice becomes more brittle, resulting in more sporadic peaks in 

pressure and causing more splitting and shattering of the ice [9, 15]. 

Different ice-crushing models have been proposed over the years, but the pressure-area 

relationship is by far the most commonly used. The pressure-area relationship simplifies 

the complex nature of ice-crushing, by creating an empirical model where the ice-crushing 

loads vary with the change in nominal contact area [7]. Kurdjumov and Kheisin’s 

hydrodynamic model is also commonly referenced in the literature [8, 15, 18, 19], which 

assumes a thin layer of crushed ice between the structure and the ice. However, it is often 

debated that the empirical evidence does not support the assumptions of the hydrodynamic 

model. Also, due to the Reynolds thin-film equation, the formula is too complicated to be 
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solved explicitly, requiring a numerical integration, so the hydrodynamic model is often 

passed up for simpler models [8, 15]. During a review of the ice-crushing failure process, 

Riska [15] also noted a couple of other less common models: the Korzhavin ice pressure 

model and the Winkler foundation model. 

Even though the pressure-area relationship is the most commonly used ice-crushing model 

that does not mean that it does not come with its issues. The pressure-area model uses 

empirical data to produce a scaling effect of the geometric area [15]. Most of the empirical 

data employed with the model was collected through strain gauges attached to ship hull 

structural elements, which does not allow for very good spatial resolution and suffers from 

cross-talk between frames, affecting both the spatial resolution and enhancing errors [10]. 

In part due to the poor spatial resolution of the strain gauge data, the pressure-area 

relationship traditionally assumes a uniform pressure across the whole contact area [15], 

but more recent research suggests that a “spatial” pressure-area model more realistically 

describes the local peak pressures in relation to the total contact area [16]. The pressure-

area relationship also assumes that the average pressure will decrease as the nominal 

contact area increases [16, 19]. Timco and Sudom [12] analyzed this assumption and found 

that the pressure does decrease with increased area, but not always. Due to the nature of the 

ice-crushing experiments conducted, the pressure-area relationship appears to have a false 

plateau. The trend in the pressure-area experimental data of decreasing pressure with the 

increase of area is likely influenced by the experimental set-ups through either the limiting 

force capabilities of the ram, or the limited momentum or energy of a ramming vessel, as 

the interaction can only consume the maximum energy introduced into the system [16].  



9 

 

2.1.2 Ice Limit States 

Limit state methodology is the association between the structural capability or resistance, 

and the internal and external actions. With this methodology, the structural resistance must 

be greater than the action, with the maximum design load at the point where the resistance 

equals the action. There are 3 types of actions: permanent action, for example, the weight 

distribution of the structures; variable action, for example, any of the different types of 

loading scenarios; and environmental action, for example, ice, waves, and wind [20].  

With ship-ice interactions, the ice environmental actions can include any of the three 

following limit states: ice strength, the driving force, and momentum [21]. If an ice 

interaction has unlimited driving force and momentum, the ice will consume the collision 

energy through ice-crushing unless interrupted by either a lower energy ice failure, like 

bending in flexure or radial cracking, or enough energy is inputted into the interaction to 

flip or rotate the ice away from the structure. Otherwise, the interaction will be limited by 

either the driving force or momentum. The driving force of the interaction refers to the 

external force propelling the ice towards the ship or structure, for example, wind, current, 

or the growth of landfast ice.  The momentum of interaction can also be a limit state. 

Depending on the speed of the ship, the internal response energy can not exceed the amount 

of energy put into the system. Therefore, once all the initial energy of the interaction from 

both the ship and the ice is expelled, the interaction has reached its peak possible load. 

2.2 Ship Collison Models  

Ship damage can be split into three different categories: collisions, groundings, and contact. 

Ice can produce either collision or contact damage [22]. Collisions are interactions with an 
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initial kinetic energy where the ship has speed and mass at the moment of impact. 

Grounding damage occurs when a ship strikes the seabed. Contact damage consists of an 

interaction with a stationary ship or structure, for example, either an ice floe or landfast ice 

could produce a contact interaction [22]. The rest of the chapter focuses on ship collision 

damage models. 

2.2.1 Types of Collision Models 

In the literature, ship collision models are typically divided into 5 different categories: 

empirical and experimental models, finite element based models, analytical models, hybrid 

models, and probabilistic models [22]. Empirical or experimental models either use existing 

experimental data or create models with data generated from specified experiments [17, 23, 

24]. Experimental models have been dropping in popularity [22], likely due to cost and 

time to set up experiments, whereas numerical and finite element models have been 

increasing in terms of use [22, 24]. One of the first and well-known empirical models was 

created by Minorsky [23] to model energy absorption during a collision, based on the 

volume of damage sustained during the interaction. The model was developed by studying 

26 collision cases [25]. Dedicated experimental models gradually overtook empirical 

models created from observed or deduced trends in experimental datasets, for example, 

full-scale and model tests are employed to validate the empirically and analytically 

developed models [22]. 

With more modern computing power, numerical and finite element models are starting to 

become the more popular modelling approach [22, 26]. Both a positive and a negative of 

FEA models is that more details are required to model the interaction [22], thus also 
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producing a more detailed response. If a very specific interaction is being modelled, and 

the details of the interaction are known, this can be a more accurate approach, since fewer 

simplifying assumptions are required to model the interaction [27]. FEA models are often 

used to model the coupling effect of two interacting bodies, with either ice or structural 

interactions, since both responses and effects of the interaction can be modelled 

simultaneously [28, 29, 30, 31]. The primary issue with modelling ice in finite element 

analyses is the lack of experimental data to validate the ice models [17]. 

Analytical models are the most common models and are often used during the preliminary 

design phase, structural optimization, and risk assessment, due to their simplicity, speed, 

and low resource cost [22, 32]. These models tend to consider plastic analysis and failure, 

by describing the material and structural failure through the internal and external mechanics 

of a collision [33, 34, 35]. Analytical models typically apply energy methods and 

momentum conservation to determine the structural response of a collision [22, 31, 36, 37].  

Hybrid-analytical models have started to become more popular in recent years. These 

models typically combine the simplicity and speed of analytical models with the more 

detailed numerical approaches, like the finite element method [22, 33]. One example is a 

simplified shared-energy approach presented by Daley and Kim [38], where the localized 

plastic response is modelled linearly, and the linear response, depending on the structural 

arrangement, is determined with FEA and the design of experiments methodology. The 

more standard hybrid models use analytical energy methods to determine the kinetic energy 

of the interaction and employ FEA to model the structural response of the loading condition 

[32, 39, 40]. 
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The final type of collision model, and probably the least common approach in the literature 

[31], is the probabilistic model. This model uses available data to predict the type and 

frequency of damage a vessel experiences during its planned operational use [22]. This 

approach is also a good way to integrate various scales of an interaction that can lead to a 

specific collision scenario, such as the operational environment, the ice conditions and 

properties, ice failure modes and location of impact on the ship hull [5].  

2.2.2 Energy Methods 

There are three different ways to model how the energy is distributed during a collision 

with energy methods: strength design, ductile design, and shared-energy design [9, 31, 37]. 

A strength design, which is historically used to model ice collisions, assumes that the ice 

will dissipate the majority of the collision energy, allowing the structure to be modelled 

rigidly. The ductile design method assumes that the structure absorbs all the collision 

energy, and the ice or other interacting body is modelled as infinitely rigid, this approach 

is more often used while modelling two ships colliding with each other [33, 34, 41]. The 

final approach, the shared-energy method, is the most realistic, with studies showing that 

the striking ship can absorb between 20% and 40% of the collision energy [25], and during 

a ship-ice collision the ice can dissipate about 70-80% of the collision energy with the 

structure dissipating between 20-30% of the energy [17]. The shared-energy method is also 

the most challenging technique to model, due to the additional information required to 

model the mutually dependent response of the ice and structure [9].  

To overcome the mutual dependency of the interaction, there are a few different approaches 

to modelling the coupled effect of a shared-energy model. A direct approach models the 
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structural deformation with fluid-structure interaction techniques. With an indirect 

approach, a portion of the kinetic energy is dissipated through the relative motion of the 

ship-ice interaction, modelled as the outer mechanics, the other portion of the energy is 

consumed through the deformation of the ship and ice, modelled as internal mechanics [31].  

There are also two different approaches to model an indirect approach, with either an 

integrated (or fully coupled) approach and a segregated (or weakly coupled) approach [29, 

31]. With an integrated approach, non-linear finite element methods are required to model 

the internal energy dissipation of the interaction. A weakly coupled interaction is more of 

a simplified analytical approach, which integrates the response and relative displacement 

in reference to each other at each time step, assuming the ice and structure respond 

separately [29, 31].  

2.2.3 Ice Collisions 

The various models discussed in section 2.2.1 were created to model either ice or ship 

collisions, but very few of those models were created with the intention to model a light 

ship structure interaction with ice. With more interest recently in understanding the 

capabilities of existing lighter structural strength ships in ice, more research is still needed 

in both modelling the structural response, in addition to the ice response, since the 

assumption previously applied with heavy icebreakers are not valid for lighter weight 

structures [42]. Also, there has been a lot more focus on the modelling and failure methods 

of ships transiting in level ice, compared to the modelling and study of an interaction 

between a ship structure and an ice piece, which is the type of interaction more typical of 

lower and non-ice-class ships [14]. The quality of the model will also be affected by the 
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general knowledge of the subject, which is part of the reason why there is a lack of more 

detailed and accepted ice models [17, 22, 42]. The biggest difference with lightweight ship 

structure response in ice compared to icebreakers is the increased structural response that 

is not typically accounted for with traditional ship-ice collision models, as mentioned in the 

Energy Methods section. In addition, the shared-energy approach is not as well studied, 

with the lack of experiments suggesting either a lack of interest or difficulty setting up 

shared-energy type experiments [9]. Nonetheless, the following sections examine the 

international Polar Class standards and two common ice interaction models that are also 

adopted into the Polar Class rules. 

2.2.3.1 IACS PC Rules 

The International Association of Classification Societies (IACS) Polar Class (PC) Unified 

Requirements (UR) are a set of international ice-class rules that were published in 2006 to 

unify the various regional ice-class rules [1]. The ice-class rules were created as a 

construction standard for the design of ships operating in ice-covered waters, and therefore 

do not necessarily represent the full capabilities and limitations of the vessel, depending on 

the type of ice conditions and operations [8]. 

IACS PC structural requirements are based on a glancing bow impact with a thick edge 

infinite mass ice piece [19, 43], which induces a simple quasi-static flexural limit force that 

is not valid with thinner ice and higher speed impacts [8]. The ship-ice interaction model 

is created assuming that the ice fails in crushing, and the ice-crushing forces can not exceed 

the force required to cause the ice to fail in bending [19]. The design loads are governed by 

the kinetic energy of the interaction determined with a Popov-based loading event [2]. By 
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assuming a Popov loading event, the collision is reduced from a six degree of freedom 

system to a single degree of freedom. This approach also assumes that all the kinetic energy 

goes into ice-crushing [19]. 

The structural requirements for the IACS Polar rules can be considered semi-empirical as 

many assumptions are determined empirically [44], particularly for the ice design load. To 

determine the ice load, all the factors are simplified as constants depending on the PC of 

the vessel. Three of the ice-related parameters in the IACS rules, pressure-area exponent, 

ice strength factor, and spalling characteristic, are noted to be derived from operational 

experience with added safety factors, but from a sensitivity analysis, these parameters are 

found to be the most important assumptions [19]. In addition, the contact geometry has 

been found to have a strong influence on the ice load, but that is too difficult to predict. 

Therefore, the UR assumes a wedge shape contact geometry [44] that is contained in the 

class factors, along with the designated ship speed, ice thickness, and ice strength. The rest 

of the design load parameters are based on the mechanical properties, vessel geometry, and 

displacement of the vessel [19]. 

The IACS rules are created with a plastic limit state, to allow for some plastic behaviour 

while still maintaining a reserve against actual collapse or rupture [45]. The plastic limit 

state of the Polar rules assumes a loading condition comparable to 3-hinge collapse, which 

is considered sophisticated, but still has numerous simplifications, like ignoring the effects 

of membrane stress and strain hardening [10], which therefore assumes the structure is only 

experiencing pure bending [46]. The structural requirements for both the frame and plate 

are derived in isolation, creating a conservative estimation of the capacity of the structural 
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elements [14, 47], which from both FEA and experimental assessments suggest, can 

support 5-10 times the IACS design load [8]. The onset of the plastic material response, of 

the plate and frame elements, is modelled with the formation of plastic hinges [43]. A 

plastic hinge model assumes either an elastic perfectly plastic or rigid perfectly plastic 

material model, where once a hinge forms that section of the structural component takes on 

the perfectly plastic mechanical properties and can no longer carry load. Nonetheless, the 

structural element can still generate resistance from the plastic moments, as all the plastic 

deformation is modelled through the hinge. The plastic hinge limit load is reached once 

there are a sufficient number of hinges to create a collapse mechanism [46, 48]. 

For the plate plastic hinge model, the rigid parts are connected through rectilinear plastic 

hinges [49], with all the plastic deformation occurring through the hinges with the 

assumption of a rigid-perfectly plastic material model [48]. With the use of rectilinear 

hinges, the membrane effects of the plate are removed. Modelling the plate response with 

plastic hinges allows for several possible hinge failure locations and configurations. The 

IACS rules assume a traditional “roof-top” style collapse pattern [49]. Both the rectilinear 

hinge model and “roof-top” style collapse pattern produce an overestimation of the plate’s 

capacity, but in the IACS rules the solution is slightly adjusted to produce a more 

conservative required plate thickness [43, 49]. 

Similar to the plate criteria, the framing requirements followed the plastic hinge 

assumptions, which presumes rigid plastic behaviour that ignores large strains and large 

deflection effects. The framing criteria assessed two different loading conditions to 

examine two key failure mechanisms, 3-hinge collapse and shear panel collapse, by 
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checking the acceptable shear area and section modulus through a central loading and an 

asymmetrical end loading case [45]. To determine the plastic section modulus, the frame is 

assumed to be attached to the plate, modelled as a flange. For the central loading condition, 

a reduced plastic section modulus is assumed at the ends of the frame, since, as the shear 

load increases at the ends of the frame, the web starts to reduce its ability to contribute to 

the bending moment [45, 46]. 

2.2.3.2 Popov Collision Method 

Popov’s collision model [2] is one of the earliest analytical models [4], but is still one of 

the main approaches used to model ice-induced loads [7]. A Popov collision model neglects 

damping and buoyancy to simplify a two-body collision into a single degree of freedom 

system through a single impact impulse value. The kinetic energy normal to the impact is 

used to determine the contact force described by a simple penetration model of the ice 

normal to the impact [4]. The inelastic Popov collision assumes that the kinetic energy of 

the ship will be used to move the ice floe and partially used in crushing the ice edge [2]. A 

modern example of where a Popov collision is implemented to determine ice loads is the 

IACS Polar rules [43]. 

To reduce a collision down to a single degree of freedom, a reduced mass term is found to 

reduce the interaction down to a single point normal to the hull through a force and a unit 

acceleration. The movement of each impacting body is modelled through the center of 

gravity, in addition to rotating about the momentary axis [2]. To uncouple the interaction, 

the impact is assumed to be transient, and the friction, damping and buoyancy terms are 

neglected [4]. The ship is modelled as a solid body, with a flat sloped interaction surface. 
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The ship structure is modelled as a rigid body, ignoring the elastic strain and yield of the 

ship [2]. The circular ice floe is assumed immobile, which Popov modelled as a thin plate, 

with a small thickness relative to its expanse [2, 4]. The elastic strain in the ice is ignored 

and the magnitude of the ice pressure will depend on the contact geometry and depth of 

penetration [2]. 

Vessel motion other than normal to the impact is ignored, and translations during impact 

are considered small. Therefore, any change in velocity is a result of the collision, and the 

reduced velocity is a projection of the ship’s normal velocity relative to the impact [2]. The 

hydrodynamic and static aspects of the impact, such as the water resistance created by the 

translation of the ship and ice, are considered small relative to the contact stress and are 

thus lumped in the added mass term [2, 4].  

2.2.3.3 Daley’s Energy Based Ice Collision Forces 

Daley’s ice collision force model [3] is designed to be applied with two different types of 

collision models: normal (Popov) and beaching impacts. With these types of collision 

models, the energy can be expelled in one of two ways through irrecoverable ice-crushing 

energy and recoverable potential energy. The ice collision force is determined by 

employing the pressure-area relationship to derive a force-indentation relationship, making 

the force dependent on the indentation and nominal contact area. With the ice force 

dependent on the indentation depth either directly or indirectly through the contact area [4], 

the collision geometry is significant, which therefore requires more detailed equations 

depending on the type of contact. Daley derived various contact geometries associated with 
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the energy based ice collision model [3]. From there the projected normal contact area is 

used to determine the normal force and indentation. 

Even though this model is widely accepted, there are a few limitations with the model, 

particularly due to the use of the pressure-area relationship to model the ice response. A 

few different discussions noted that models like the pressure-area relationship ignore other 

more important factors like ice types, loading rate, aspect ratio, and ice failure mode that 

can sometimes be more important in determining the ice force than the contact area [12, 

19]. The pressure-area relationship also assumes that interaction has a constant velocity, 

which is not necessarily true, and affects how the response is modelled. At the beginning 

of the interaction with the initial ‘high’ velocity, the ice exhibits brittle behaviour, but as 

that velocity reduces as the interaction consumes the kinetic energy, the ice starts to have a 

more ductile response, with the crushing pressure at the end of the interaction almost 

constant and independent of the area [19]. Kim and Amdahl [19] also found during a 

sensitivity study that the ice spalling effect is the most important parameter in determining 

ice pressure, but is also the most uncertain parameter, with little validation behind the set 

value in the IACS PC rules. These issues with the pressure-area relationship are also 

compounded with the more general difficulties with measuring ice strength in a controlled 

manner [12]. 
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 Model Methodology 

3.1 General Approach  

As the algorithm is created with potential applications with marine simulators or design 

assessment tools in mind, a real-time hybrid-analytical approach is the most practical 

method. With this approach, the algorithm conducts a quick assessment of the ship-ice 

interaction by estimating the ice and structural response of the collision and can notify the 

user of the level of damage to the structure as the interaction occurs. The majority of the 

algorithm implements analytical models, except for the plate model, where a meta-model 

is created to replace more complicated analytical response models. 

To create a structural response model that accounts for both the ice-crushing and structural 

deformation, the foundation of the algorithm uses energy methods to balance the internal 

and external energies of the collision. First, during a ship-ice interaction scenario, the 

algorithm determines the total kinetic energy (KE) of the collision, with the known ice 

mass, ice velocity, ship mass, ship velocity, and general ship structure parameters. From 

there, the total kinetic energy, along with the response energies of the ice (IE) and structure 

(SE) from the collision form a system of equations. Therefore, this algorithm is designed 

to determine the kinetic energy (the external energy) and to appropriately distribute the 

kinetic energy produced during the collision between the ice-crushing energy and structural 

response energy of both the plate and frame (the internal response energies). 

Energy models are established dependent on the applied contact force (Fn) for the ice and 

structure and then placed into the system of equations. This leaves the only unknown in the 
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system of equations (Eq. 1) as the contact force between the ice and structure in both the 

ice and structural energy equations since the force at the point of contact between the ice 

and structure has to be equal.   

𝐾𝐸 = 𝐼𝐸(𝐹𝑛)  + 𝑆𝐸(𝐹𝑛) Eq. 1 

Due to the non-linear nature of the system of equations, a simplified equation solving for 

the contact force cannot be arranged. Therefore, the algorithm iterates through potential 

contact forces until the system of energy equations is satisfied. In other words, this 

algorithm finds the portion of the energy used by ice-crushing and the portion used due to 

structural deformation, for a specified contact force and compares the sum of those energies 

to the total kinetic energy of the system. Figure 3.1 shows the development of the energy 

distribution of the ice and structure interaction until the total kinetic energy is reached. 

 

Figure 3.1 Ice and Structural Energy Distribution 
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The algorithm repeats this assessment and iterates through possible contact forces until the 

summed ice-crushing energy and structural response energy equals the total kinetic energy 

of the ship-ice interaction. Figure 3.2 shows the algorithm mapped out in broad terms, to 

help visualize the process. The rest of this chapter explains the specific components of the 

algorithm, and an example MATLAB script of the complete algorithm is included as 

Appendix A. 

 

Figure 3.2 Algorithm General Approach Flowchart 
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3.1.1 Inputs and Outputs 

Specific parameters needed for both the ice and ship components of the interaction can be 

found in Table 3.1. The potential applications of this algorithm include assessing or 

modeling a specific ship interacting within an ice field. Therefore, easy access to the ship’s 

structural parameters is assumed. For the ship inputs, the mass, basic ship parameters, 

velocity, and standard ship structure specifications are required.  

Table 3.1 Input Variables 

Ship Ice 

Velocity (m/s) Velocity (m/s) 

Mass (kg) Ice Density (kg/m3) 

Draft (m) Ice Length/ Width (assuming a 

square geometry) (m) Beam (m) 

Length Overall (m) Ice Thickness (m) 

Height to Main Deck (m) Ice Strength (Pa) 

Midship Coefficient (-) Ice-Crushing Exponent (-) 

Waterplane Coefficient (-) Wedge Angle (rad) 

Block Coefficient (-) Impact Location (Coordinates 

from Center of Mass) (m) Waterline Angle (rad) 

Frame Angle (rad)   

Normal Frame Angle (rad)   

Shear Angle (rad)   

Impact Location (Coordinates 

from Center of Mass) (m) 

  

  

Material Properties   

Density (kg/m3)   

Young’s Modulus (Pa)   

Yield Strength (Pa)   

Beam   

Length (m)   

Cross-Section Dimensions (m)   

Plate   

Thickness (m)   

Length (m)   

Height (m)   

Fixed Patch Load Length (m)   
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When modelling a ship-ice interaction, the ice properties and geometry, in reality, are more 

likely to vary, especially compared to the ship structure. The algorithm has the potential to 

vary the ice parameters and contact geometry or allow them to be set by a designer.  For 

the example algorithm, in Appendix A, fixed ice parameters and contact geometries are set 

to simplify the assembly of the algorithm. Nonetheless, the algorithm requires the ice 

velocity, mass, geometry, and standard ice properties, like ice strength, thickness, and 

density.  

As the algorithm is arranged to solve for the collision energies and contact force, other 

desired outputs can also be determined once the energy distribution is known. For instance, 

the algorithm can also be set to solve for the ice and structural displacement to allow for 

force-displacement plots of the structure and ice response during the collision. 

3.1.2 Assumptions 

The ice-structure interaction response algorithm is created to model the ship’s response 

within the bounds of the operational limits of the ship’s structure following the IACS Polar 

rules standards [1]. Therefore, the IACS Polar rules are the basis for the assumptions and 

theories used in the algorithm. The main assumptions and methodologies that the algorithm 

follows regarding the loading event from the IACS Polar rules are the design scenario of a 

glancing impact and a Popov-based loading event [2]. The ice is assumed to produce a 

maximum contact force due to crushing, but unlike the IACS UR, the limiting force of the 

ice in flexure due to bending is not considered in this algorithm [19]. The plate and framing 

structural components experience a uniformly distributed rectangular patch load from the 

ice contact and follow the IACS Polar rules allowable limit state of 3-hinge collapse due to 
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bending [43]. The algorithm does not include a shear criterion, like the one adopted in the 

IACS Polar rules framing standards. 

The algorithm uses Popov's collision model to find the kinetic energy created during the 

collision [2]. Popov's collision model assumes that the interaction is instantaneous and that 

the ice is normal to the hull. In addition, friction, buoyancy forces, and dampening from 

the water are ignored during the collision [4]. Likewise, this algorithm assumes that all the 

initial collision energy and initial kinetic energy goes into either ice-crushing or structural 

deflection. Therefore, this model assumes that the instantaneous interaction ends with a 

normal kinetic energy of zero. 

The ice-crushing model assumes a constant uniform area, with a slight area increase or 

decrease with the change in contact force, following the pressure-area relationship [3]. 

Further, the ice model ignores any variation in spatial pressure and high-pressure zones 

caused by the ice-crushing process, therefore assuming the ice contact produces an average 

uniform pressure on the ship structure. In addition to assuming the ice only fails due to 

crushing, by assuming the ice interaction is instantaneous the possibility of the ice rotating 

or rafting can be ignored. Otherwise, the ice-crushing model follows similar assumptions 

as Popov as the implemented ice collision model was developed in conjunction with the 

Popov collision model [3]. 

To solve for the structural response energy, first, the grillage structure is separated into 

simplified plate and beam components. Even though the system is anticipated to be non-

linear, diminishing the applicability of superposition, it was still decided to model the 

structural components separately to simplify the calculations of the structural response. The 
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expected errors with this assumption are assessed later during benchmarking. In addition, 

the structural model assumes a localized response, ignoring any exterior ship motion not 

normal to the collision surface, since this model is only considering minimal permanent set 

during any one collision. Finally, following the assumptions of the ice model, the ice load 

is applied to the structural components as a rectangular patch load with a uniform 

distribution.  

3.1.3 Termination Condition 

With the IACS Polar rules as the basis for the assumptions and theories used in the 

algorithm, this algorithm is set up to model anything in the elastic or plastic material 

response region before the center hinge collapse of any of the structural components. 

Therefore, once the termination condition, the upper limit of the response range of the 

algorithm, of 3-hinge collapse is met, the algorithm ceases computation and does not 

compute the interaction response past that point. The centre or 3-hinge collapse limit state 

allows some plastic deformation before any substantial deterioration of the structural 

capacity of the ship occurs [50]. Even with the allowance of some plastic deformation, the 

3-hinge collapse limit state is still considered a conservative model, since in reality there 

are a number of additional collapse mechanisms, like shear and axial tension, that are not 

being considered and contributing to the structural response. 

The 3-hinge collapse in this algorithm assumes the plate or beam first forms theoretical 

plastic hinges at the edges of the element, followed by a third plastic hinge at the center of 

the structural component. Both beams and plates initially yield at the edges, indicating a 

transition from the purely elastic material response. Once the edges of these structural 
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components have yielded through the entire cross-section, to simplify the response, the 

yielded regions are treated as plastic hinge moments. Simultaneously, the rest of the 

material is still modelled elastically, thus allowing a simplified initial plastic response. 

Therefore, once the center of the structural component reaches yield within the simplified 

initial plastic response and the center hinge forms, this creates a third hinge at the center of 

the element and indicates a 3-hinge collapse [45, 49].  

This model separates the degrees of damage the structural response could experience into 

three basic categories, for both efficiently communicating the damage due to the interaction 

to the user and helping organize the algorithm into discrete modules. When the structural 

response is elastic, the behaviour is considered safe. When the structure deforms plastically 

up to the limit state of 3-hinge collapse, the structural response is within the cautionary 

zone, but still within the design limit of the structure. Once the structural response surpasses 

the limit state, the code terminates and deems the interaction past the operational design 

limit of the structure. 

3.2 Initial Kinetic Energy of the Collision 

To distribute the energy between the ice and the structure, first, the total kinetic energy of 

the system must be determined. To establish the kinetic energy of the interaction, Popov's 

collision method is implemented [2]. Popov's ship-ice interaction model is appropriate, as 

it simplifies a complex six degrees of freedom problem into a single degree of freedom. 

The main assumptions of Popov's method, as discussed in the previous section, are that all 

the energy is absorbed during the interaction resulting in a final kinetic energy of zero, that 

the collision occurs normal to the ship hull, and that the interaction is instantaneous. In 
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addition, Popov's method neglects the forces produced by friction, damping and buoyancy 

effects, to help make the equations solvable, even though neglecting these factors increases 

the error produced by the model [4]. 

The kinetic energy of the ship-ice interaction (Eq. 2) requires the reduced mass of the 

system (Eq. 3) and the relative normal velocity (Vn) of the ship and ice. To determine the 

reduced mass of the system (Eq. 3) first requires the reduced masses of the individual 

colliding bodies (𝑀𝑒𝑠ℎ𝑖𝑝
 & 𝑀𝑒𝑖𝑐𝑒

). The effective or reduced mass of the system and 

individual bodies essentially summarizes the inertial effects experienced and produced by 

the individual bodies involved in the collision. The effective mass of the ship and ice takes 

into account the location of the impact relative to the object’s center of mass considering 

effects like the radii of gyration and the moment arms. With this approach of a singular 

effective mass (Me), the inertial effects produced in the six possible degrees of freedom are 

summarized into a single term. 

𝐾𝐸 =  1
2⁄ 𝑀𝑒𝑠𝑦𝑠

𝑉𝑛
2 Eq. 2 

𝑀𝑒𝑠𝑦𝑠
=  

1

1
𝑀𝑒𝑠ℎ𝑖𝑝

+  
1

𝑀𝑒𝑖𝑐𝑒

 
Eq. 3 

Popov [2] developed the reduced mass approach with a combination of theoretical and 

experimental equations. The reduced mass of the ship or ice (Eq. 4) represents how a point 

on the object will accelerate subjected to a normal force, and modelled with the object's 

mass (M) and effective mass coefficient (Co). The effective mass coefficient (Eq. 5) is 

dependent on the following inertial properties: the directional cosines (l, m, n), moment 
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arms (λ, μ, η), squared radii of gyration (rx2, ry2, rz2), and the added mass terms (AMx, AMy, 

AMz, AMroll, AMpit, AMyaw). Popov's original reduced mass equations assumed a circular ice 

floe, but the example script in Appendix A assumed a square ice floe with add mass terms 

adapted by Dolny [51]. More details about the terms in the effective mass coefficient 

equation and Popov's collision model can be found in Appendix B. 

𝑀𝑒 =  
𝑀

𝐶𝑜
 Eq. 4 

𝐶𝑜 =  
𝑙2

1 + 𝐴𝑀𝑥
+

𝑚2

1 + 𝐴𝑀𝑦
+

𝑛2

1 + 𝐴𝑀𝑧
+

𝜆2

𝑟𝑥2(1 + 𝐴𝑀𝑟𝑜𝑙𝑙)
+ 

𝜇2

𝑟𝑦2(1 + 𝐴𝑀𝑝𝑖𝑡)
+  

𝜂2

𝑟𝑧2(1 + 𝐴𝑀𝑦𝑎𝑤)
 

Eq. 5 

 

3.3 Ice-Crushing Energy 

 Daley's energy based ice collision force models [3] are used to determine the ice-crushing 

energy. Generally, Daley's models find the normal force of the impact, through a force-

indentation relationship, knowing the kinetic energy of the system, typically found with 

Popov [2]. The models use the pressure-area relationship to determine the contact force and 

integrate the force to determine the ice indentation energy. 

First, a generic pressure-area relationship is found (Eq. 6) dependent on the nominal 

pressure at 1 m2 (Po), the contact area (Ac), and the ice-crushing exponent (ex). From there 

the pressure-area relationship is used to determine the force (F) (Eq. 7). 

𝑃𝑎𝑣𝑒 = 𝑃𝑜𝐴𝑐
𝑒𝑥

 Eq. 6 

𝐹 = 𝑃𝑎𝑣𝑒𝐴𝑐 = 𝑃𝑜𝐴𝑐
1+𝑒𝑥

 Eq. 7 

Now, an appropriate contact area needs to be determined to find the contact force (Fn) 

between the structure and the ice during the interaction. To do this, the normal contact 

geometry (An) is assumed to be a function (fA) dependent on the contact area and the normal 



30 

 

indentation of the ice (ζn), Eq. 8. Similarly, the contact force (Fn) (Eq. 9) is assumed to be 

a function (fF) relating force to the normal indentation (ζn). The force function (Eq. 10) 

assumes a similar form as Eq. 7, but in this case, the contact area is replaced by the normal 

contact geometry (Eq. 8). 

𝐴𝑛 = 𝑓𝐴(𝜁𝑛) Eq. 8 

𝐹𝑛 = 𝑓𝐹(𝜁𝑛) Eq. 9 

𝑓𝐹 = 𝑃𝑜(𝑓𝐴(𝜁𝑛))
1+𝑒𝑥

 Eq. 10 

With a relationship now determined for the contact force based on the normal contact 

geometry, the force is integrated relative to the normal ice indentation to solve for the ice 

indentation energy (IE), also known as ice-crushing energy (Eq. 11). 

𝐼𝐸 = ∫ 𝐹𝑛𝑑𝜁𝑛 = ∫ 𝑃𝑜(𝑓𝐴(𝜁𝑛))
1+𝑒𝑥

𝑑𝜁𝑛 
Eq. 11 

Next, the normal contact geometry is determined depending on the shape of the ice in the 

interaction. The current model assumes a single geometry of a wedge normal to the hull 

(Figure 3.3), but Daley [3] derived many different contact geometries, allowing for various 

types of interactions or the potential for an algorithm with varying contact geometries 

depending on the desired use of the algorithm. 

With the contact geometry chosen, the projected vertical, horizontal, and normal areas can 

be determined. To solve for the contact force (Fn), only the normal contact area (An) is 

required. The normal contact area (Eq. 12) is found dependent on the normal frame angle 

(β’) of the ship hull, the ice-wedge angle (φ), and the normal ice indentation (ζn). From 

there the normal projected contact area is substituted into Eq. 9 to solve for the contact 



31 

 

force (Eq. 13). Finally, the contact force is substituted into Eq. 11 and integrated to solve 

for the ice-crushing energy (IE) (Eq. 14). 

 

Figure 3.3 Wedge Normal to the Hull Contact Geometry [3] 

 

𝐴𝑛 =
𝜁𝑛

2 tan(
𝜑

2⁄ )

sin(𝛽′) cos (𝛽′)2  
Eq. 12 

𝐹𝑛 = 𝑃𝑜 (
tan(

𝜑
2⁄ )

sin(𝛽′) cos (𝛽′)2 )

1+𝑒𝑥

𝜁𝑛
2+2𝑒𝑥 

Eq. 13 

𝐼𝐸 =
𝑃𝑜

3 + 2𝑒𝑥
(

tan(
𝜑

2⁄ )

sin(𝛽′) cos (𝛽′)2 )

1+𝑒𝑥

𝜁𝑛
3+2𝑒𝑥 

Eq. 14 

To simplify the ice-crushing energy equation (Eq. 14) two contact geometry specific terms 

(fa and fx) were established. These contact geometry terms can vary depending on the type 

of ice edge geometry the ice is modelled with and are dependent on the ice-crushing 

constant (ex), normal frame angle (β'), and ice-wedge angle (φ). Assuming a general wedge 

normal to the hull contact geometry gives the contact geometry terms found as Eq. 15 and 
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Eq. 16. From there, Eq. 17 is determined by substituting in the contact geometry specific 

terms, and by solving the contact force (Eq. 13) for the normal ice indentation and 

substituting that into Eq. 14, finally creating an ice-crushing energy (IE) dependent on the 

contact force (Fn). 

𝑓𝑥 = 3 + 2𝑒𝑥 Eq. 15 

𝑓𝑎 =  (
tan(𝜑 2⁄ )

sin(𝛽′) cos2(𝛽′)
)

1+𝑒𝑥

 
Eq. 16 

𝐼𝐸 =  
𝑃𝑜𝑓𝑎

𝑓𝑥
(

𝐹𝑛

𝑃𝑜𝑓𝑎
)

𝑓𝑥
𝑓𝑥−1⁄

 

Eq. 17 

3.3.1 Rectangular Patch Load Dimensions 

A rectangular patch load, with a similar aspect ratio to the original contact geometry, can 

be arranged with the geometric parameters of the ice's contact geometry, Figure 3.4. This 

approach determines the rectangular patch load dimensions based on the ice indentation 

and contact geometries [51]. Comparatively, the IACS Polar rules establish the rectangular 

patch load based on the hull angles, ship displacement, and a set aspect ratio for non-bow 

patch loads [1]. By determining the patch load based on the ice force-indentation 

relationship, the patch load dimensions vary depending on the amount of force produced 

during the interaction, rather than the fixed patch load dimensions of the IACS Polar rules. 

  

Figure 3.4 Wedge Normal to the Hull Contact Geometry Conversion to a Rectangular 

Patch Load 
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To convert the triangular contact surface between the ice and ship structure that forms for 

a wedge normal to the hull contact geometry, the algorithm adapts the approach presented 

by Dolny [51], which follows a similar approach to the IACS Polar rules but is dependent 

on the normal indentation of the ice instead of the displacement of the ship. The triangular 

width (Eq. 18) is found dependent on the normal indentation of the ice (ζn), the ice-wedge 

angle (φ), and the normal frame angle (β'). Similarly, the aspect ratio (Eq. 19) is found with 

the wedge angle of the ice, and the normal frame angle of the ship structure [51]. The 

triangular width is then used to find the nominal width (Eq. 20) for a rectangle. With the 

nominal rectangular patch load width and the aspect ratio, a reduced patch load height and 

width (Eq. 21 and Eq. 22) are found. A reduced patch load is implemented to model a more 

concentrated load at the centre of the original patch load and reduce the area of the applied 

load, which accounts for some spalling at the edges [51].  

𝑊𝑧 =  
2𝜁𝑛 tan(𝜑 2⁄ )

cos(𝛽′)
 

Eq. 18 

𝐴𝑅 = 2 tan(𝜑 2⁄ ) sin(𝛽′) Eq. 19 

𝑊𝑛𝑜𝑚 =  
𝑊𝑧

√2
⁄  Eq. 20 

𝑤𝑝𝑙 = 0.7 ∙ 𝑊𝑛𝑜𝑚 Eq. 21 

ℎ𝑝𝑙 =
𝑤𝑝𝑙

𝐴𝑅⁄  Eq. 22 

From there, the rectangular dimensions can be applied to the structural components as patch 

loads. The width (wpl) is applied as the beam’s patch load length, and the height (hpl) is used 

as the patch load height on the plate. 
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3.4 Structural Energy 

There are no pre-existing structural models that would fit in the framework of this algorithm 

and determine the energy that a grillage structure experiences during a collision. Therefore, 

to determine the structural response energy of a grillage, assuming a localized collision, the 

energy response is calculated for the individual structural components and superimposed. 

Similar to the structural analyses of the IACS Polar rules, the structure model separates the 

grillage structure into two types of structural elements, plates and beams, and so the 

algorithm requires both a beam and plate response energy model. 

Both the beam and plate response energy models are divided into two parts, an elastic and 

plastic response, to allow good model prediction capabilities. The beam model is split into 

two to allow for a shift in the approach of how the fixed boundary condition is modelled 

between the two material responses. As the plate response is described using a meta-model, 

the model is divided to improve the estimation of the generated meta-model and to account 

for the slight shift between the shape of the elastic and plastic response of the plate. In both 

cases, the shift between the elastic and plastic models occurs once the edges of the 

component experience full through-thickness yield. 

3.4.1 Beam Model 

Classical beam theory is used to find the deformation energy of the beam. This model only 

considers the bending energy and ignores axial tension. A simple explicit FEA analysis is 

conducted to assess the validity of this assumption. Two 180 mm thick and 9 mm wide 

rectangular cross-section beam models are created using beam elements and an elastic 

perfectly plastic material model and the properties of structural steel: a density of 7850 
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kg/m3, a Young’s modulus of 200 GPa, a Poisson’s ratio of 0.3, and a yield strength of 250 

MPa. A 191.5 kN/m load is applied as a beam load across the full length of the 1.5 m long 

beam to model a uniform distributed load. In this case, a rectangular cross-sectioned beam 

is assessed since a rectangular cross-section is assumed and used to create the sample 

algorithm. Only the boundary conditions changed between the two models: one beam is 

fixed to induce a bending and axial response, while the other beam is fixed but is free-to-

pull in and move in the longitudinal direction to produce a purely bending beam response.  

As can be seen from Figure 3.5, the FEA analysis shows no significant increase in energy 

with the inclusion of the axial tension. Therefore, in this specific case of a simple 

rectangular beam, a fixed but free-to-slide boundary condition is implemented to induce a 

purely bending response. 

 

Figure 3.5 Beam Deformation Response Energy 
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The elastic strain energy due to flexure is employed to find the beam bending energy. With 

this approach, the moment distribution across the length of the beam can be found for 

different boundary and loading conditions and substituted into the energy equation (Eq. 

23). The strain energy (U) is derived from the moment (M(x)) across the length of the beam 

(Lb), Young’s modulus (E), and the moment of inertia (I) [52]. 

𝑈 =  ∫
𝑀2(𝑥)

2𝐸𝐼𝐿𝑏

𝑑𝑥 
Eq. 23 

In this case, the beam model assumes a uniformly distributed patch load centred on the 

beam with a variable patch length as the loading condition, to mimic the change in contact 

area dependent on the magnitude of the contact force. 

3.4.1.1 Elastic Model 

To find the deformation energy of the beam in the elastic material response region, first, 

the moment formula across the beam is established. As mentioned above, the beam has a 

fixed but free-to-pull in boundary condition, with a variable patch load length, centred on 

the beam (Figure 3.6). The moment equation (Eq. 24) is determined with classical beam 

theory and represented with the use of piecewise functions. A more detailed derivation of 

the beam equations is found in Appendix C. 

 

Figure 3.6 Elastic Beam Boundary and Loading Conditions 
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𝑅𝐴𝑒 =  
𝑢𝑛

2𝐿𝑏
3

[(𝐿𝑏 − 𝑎 − 𝑏)4−(𝐿𝑏 − 𝑎)4]

+  
𝑢𝑛

𝐿𝑏
2

[(𝐿𝑏 − 𝑎)3 − (𝐿𝑏 − 𝑎 − 𝑏)3] 

 Eq. 24 

𝑀𝐴𝑒 =  
𝑢𝑛

4𝐿𝑏
2

[(𝐿𝑏 − 𝑎 − 𝑏)4−(𝐿𝑏 − 𝑎)4]

+  
𝑢𝑛

3𝐿𝑏

[(𝐿𝑏 − 𝑎)3 −  (𝐿𝑏 − 𝑎 − 𝑏)3] 

 

𝑀𝑒1
(𝑥) =  −𝑀𝐴𝑒 + 𝑅𝐴𝑒𝑥 0 ≤ 𝑥 ≤ 𝑎 

𝑀𝑒2
(𝑥) =  −𝑀𝐴𝑒 + 𝑅𝐴𝑒𝑥 −

𝑢𝑛

2
(𝑥 − 𝑎)2 𝑎 ≤ 𝑥 ≤ 𝑎 + 𝑏 

𝑀𝑒3
(𝑥) =  −𝑀𝐴𝑒 + 𝑅𝐴𝑒𝑥 − 𝑢𝑛𝑏(𝑥 − 𝑎 − 𝑏

2⁄ ) 𝑎 + 𝑏 ≤ 𝑥 ≤ 𝐿𝑏 

The bending moment across the beam is found with the elastic reaction force (RAe) and 

elastic reaction moment (MAe) at the start of the beam, the uniform load (un), the distance 

to the beginning of the applied load (a), the length of the applied patch load (b), and the 

full length of the beam (Lb). From there, the moment equation (Eq. 24) is substituted into 

the energy equation (Eq. 23) to be integrated across the full length of the beam, to determine 

the elastic bending energy (Ue) of the beam (Eq. 25). The integral is solved using MATLAB 

and then copied into the algorithm. The beam strain energy integration script and solution 

are found in Appendix D. 
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𝑈𝑒 =  
1

2𝐸𝐼
[∫ (−𝑀𝐴𝑒 +  𝑅𝐴𝑒𝑥)2𝑑𝑥

𝑎

0

+ ∫ (−𝑀𝐴𝑒 +  𝑅𝐴𝑒𝑥 −
𝑢𝑛

2
(𝑥 − 𝑎)2)

2

𝑑𝑥
𝑎+𝑏

𝑎

+ ∫ (−𝑀𝐴𝑒 +  𝑅𝐴𝑒𝑥 − 𝑢𝑛𝑏(𝑥 − 𝑎 − 𝑏
2⁄ ))

2

𝑑𝑥
𝐿𝑏

𝑎+𝑏

] 

Eq. 25 

3.4.1.2 Plastic Model 

As the model is only modelling the initial portion of the plastic material response, the 

material response is still linear and is often considered the pseudo-elastic region [53]. As 

the majority of the beam is still responding elastically, elastic theory is still applied, but the 

boundary conditions are adapted to model the new material behaviour. Following an elastic 

perfectly plastic material model, the ends of the beam are replaced with plastic hinge 

moments, since the edges yield first [48]. Thus, the adapted boundary condition for the 

beam is simply supported with imposed plastic moments at both ends, Figure 3.7. 

 

Figure 3.7 Plastic Beam Boundary and Loading Conditions 

With the modified boundary condition and the centred patch load loading condition (Figure 

3.7), the moment across the beam (Eq. 26) is derived, with details shown in Appendix C. 

The moment (M(x)) is dependent on the plastic moment (Mp), the plastic reaction force 
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(RAp) at the start of the beam, the uniform load (un), distance to the start of the applied load 

(a), length of the patch load (b), and the full length of the beam (Lb). 

𝑅𝐴𝑝 =  
𝑢𝑛𝑏

𝐿𝑏
(𝐿𝑏 − 𝑎 − 𝑏

2⁄ ) 
 Eq. 26 

𝑀𝑝1
(𝑥) = −𝑀𝑃 + 𝑅𝐴𝑝𝑥 

=  −𝑀𝑃 + 𝑢𝑛𝑏𝑥 −
𝑢𝑛𝑎𝑏𝑥

𝐿𝑏
−

𝑢𝑛𝑏2𝑥

2𝐿𝑏
 

0 ≤ 𝑥 ≤ 𝑎 

 

𝑀𝑝2
(𝑥) = −𝑀𝑃 + 𝑅𝐴𝑝𝑥 −

𝑢𝑛

2
(𝑥 − 𝑎)2 

=  −𝑀𝑃 + 𝑢𝑛𝑏𝑥 −
𝑢𝑛𝑎𝑏𝑥

𝐿𝑏
−

𝑢𝑛𝑏2𝑥

2𝐿𝑏
−

𝑢𝑛𝑥2

2

+ 𝑢𝑛𝑎𝑥 −
𝑢𝑛𝑎2

2
 

𝑎 ≤ 𝑥 ≤ 𝑎 + 𝑏 

 

𝑀𝑝3
(𝑥) = −𝑀𝑃 + 𝑅𝐴𝑝𝑥 −

𝑢𝑛

2
(𝑥 − 𝑎)2

+
𝑢𝑛

2
(𝑥 − (𝑎 + 𝑏))

2
 

=  −𝑀𝑃 −
𝑢𝑛𝑎𝑏𝑥

𝐿𝑏
−

𝑢𝑛𝑏2𝑥

2𝐿𝑏
+ 𝑢𝑛𝑎𝑏 −

𝑢𝑛𝑏2

2
 

𝑎 + 𝑏 ≤ 𝑥 ≤ 𝐿𝑏 

 

The plastic moment is determined with the yield stress of the material (σy) and plastic 

section modulus (Z) of the beam's cross-section (Eq. 27). In the case of a rectangular cross-

section of the beam, the plastic modulus (Eq. 28) consists of the cross-section thickness (t) 

or distance to the neutral axis (y), and width (w). The plastic moment also assumes an elastic 

perfectly plastic material model, which follows the assumptions of the plastic hinge 

collapse model. 
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𝑀𝑃 = 𝜎𝑦𝑍 Eq. 27 

𝑍 =  
𝑡2𝑤

4
=  𝑦2𝑤 

Eq. 28 

From there, the moment (Eq. 26) is substituted into the strain energy equation (Eq. 23) and 

integrated across the full length of the beam. Similar to the elastic response, the beam strain 

energy (Eq. 29) is integrated through MATLAB; the solution and script are found in 

Appendix D. 

𝑈𝑝 =
1

2𝐸𝐼
[∫ (−𝑀𝑃 + 𝑢𝑛𝑏𝑥 −

𝑢𝑛𝑎𝑏𝑥

𝐿𝑏
−

𝑢𝑛𝑏2𝑥

2𝐿𝑏
)

2

𝑑𝑥
𝑎

0

+ ∫ (−𝑀𝑃 + 𝑢𝑛𝑏𝑥 −
𝑢𝑛𝑎𝑏𝑥

𝐿𝑏
−

𝑢𝑛𝑏2𝑥

2𝐿𝑏
−

𝑢𝑛𝑥2

2
+ 𝑢𝑛𝑎𝑥

𝑎+𝑏

𝑎

−
𝑢𝑛𝑎2

2
)

2

𝑑𝑥

+ ∫ (−𝑀𝑃 −
𝑢𝑛𝑎𝑏𝑥

𝐿𝑏
−

𝑢𝑛𝑏2𝑥

2𝐿𝑏
+ 𝑢𝑛𝑎𝑏 −

𝑢𝑛𝑏2

2
)

2

𝑑𝑥
𝐿𝑏

𝑎+𝑏

] 

Eq. 29 

In addition, since the ends of the beam are now modelled as plastic hinge moments, work 

is also consumed through the rotation of the plastic hinges at the ends of the beam, which 

is not accounted for by the strain energy (Eq. 29). Therefore, the plastic response energy of 

the beam includes both the rotation work at the ends of the beam and the bending energy 

of flexure of the rest of the beam. The rotational work (WR) at the ends of the beam is 

dependent on the moment and angle of rotation in radians (θ), Eq. 30. In this case, the 

moment at the ends of the beam is the plastic moment (MP).  
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𝑊𝑅 =  𝑀𝑃∆𝜃 Eq. 30 

To determine the change in rotation of both ends of the beam, the beam slope equation at x 

= 0 and x = Lb is derived. Applying classical beam theory with the already derived plastic 

response moment equation, finds the slope at the ends of the beam as Eq. 31. A more 

detailed derivation of the beam slope equation, θ(x), is shown in Appendix C with the beam 

moment derivations. 

𝜃(0 &𝐿𝑏) =  
1

𝐸𝐼𝐿𝑏
[
−𝑀𝑃𝐿𝑏

2

2
+

𝑢𝑛𝑏𝐿𝑏
2

6
(𝐿𝑏 − 𝑎 −

𝑏

2
)

+
𝑢𝑛

24
((𝐿𝑏 − 𝑎 − 𝑏)4 − (𝐿𝑏 − 𝑎)4)] 

Eq. 31 

 

As the elastic beam response assumes that the beam is fixed at both ends, the elastic 

response assumes a slope of zero at the ends of the beam during the whole response up to 

the transition to the plastic response. Therefore, the plastic change in angle of the hinge 

assumes an initial angle of zero. The full plastic response energy of the beam is shown as 

Eq. 32, where the energy is dependent on the flexure energy (Up), and the plastic hinge 

rotation work (WR) at both ends of the beam.  

𝑆𝐸𝑏𝑝
      = 𝑈𝑝 + 2𝑊𝑅 

=  𝑈𝑝 + 2𝑀𝑃∆𝜃(0 &𝐿𝑏) 

= 𝑈𝑝 +
2𝑀𝑃

𝐸𝐼𝐿𝑏
[
−𝑀𝑃𝐿𝑏

2

2
+

𝑢𝑛𝑏𝐿𝑏
2

6
(𝐿𝑏 − 𝑎 −

𝑏

2
)

+
𝑢𝑛

24
((𝐿𝑏 − 𝑎 − 𝑏)4 − (𝐿𝑏 − 𝑎)4)] 

Eq. 32 
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3.4.1.3 Model Transition and Termination 

To indicate when the model transitions from an elastic to an initial plastic response, and 

terminates once center hinge collapse has occurred, moments are used. To determine when 

the beam yields at the ends and center of the beam, the moments at the ends and the center 

of the beam are compared to the plastic moment of the beam (Mp). The moment equation 

derived to solve for the elastic energy equation (Eq. 24) is employed to solve for the 

bending moment at the ends of the beam (x=0 or x=Lb) (Eq. 33), and happens to be the 

same as the elastic reaction moment equation (MAe, Eq. 24). The transition from the elastic 

equation occurs once the moments at the ends of the beam exceed the plastic moment of 

the beam. 

𝑀𝐸 =  
𝑢𝑛

4𝐿𝑏
2

[(𝐿𝑏 − 𝑎 − 𝑏)4−(𝐿𝑏 − 𝑎)4] +
𝑢𝑛

3𝐿𝑏

[(𝐿𝑏 − 𝑎)3 − (𝐿𝑏 − 𝑎 − 𝑏)3]  Eq. 33 

Similarly, the moment at the center of the beam (Eq. 34) is derived from the moment 

equation arranged to solve for the plastic response energy of the beam up to collapse (Eq. 

26). Once the moment at the center of the beam (x=Lb/2) surpasses that of the plastic 

moment of the beam, this indicates center hinge collapse and the termination of the code.  

𝑀𝑐 =  
𝑢𝑛

4
[4𝑎2 − 4𝑎𝐿𝑏 − 2𝑎 − 𝑏2 + 2𝑏𝐿𝑏 − 𝐿𝑏

2 ] − 𝑀𝑃 
Eq. 34 

3.4.2 Plate Model 

Various methods and analytical models were examined to create the plate model. None of 

the methods examined solved for the deformation energy of the plate or allowed a 

reasonable adaption to the method to solve for the energy. Most existing collision models 
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for ships, either in ice or otherwise, focused on a singular design value [19, 37, 43]. 

Additionally, the design points were typically outside the elastic and plastic design range 

of this model [34, 39, 54]. One method examined was allowable permanent set [55], but 

this approach did not allow for modelling in the elastic range, and the model applicability 

terminated before the designated plate collapse. Also, the allowable permanent set was 

unable to be rearranged to solve for deformation energy. A few analytical models were 

promising but did not quite meet the criteria. Ratzlaff and Kennedy [56] developed an 

analytical plate model within the correct material response range, elastic and initial plastic 

response, but it could not be rearranged to solve for deformation energy. In addition, the 

primary assumption presented in Ratzlaff and Kennedy's model was a long plate with an 

infinite aspect ratio, limiting the adaptability of the model, even if the infinite aspect ratio 

model had a decent experimental agreement with reasonably low aspect ratio plates. 

Timoshenko [57] had the most promising analytical equations, as some of those equations 

actually solved for bending and membrane energy of the plate, but only a few specific cases 

had complete solutions. Trying to find the Timoshenko plate bending and membrane 

equations for other boundary or loading conditions was complex and out of the scope of 

this project.  

As none of the examined analytical models met the criteria for this algorithm, a meta-model 

is created to represent the specific desired plate response. To do this the design of 

experiments (DoE) methodology is applied to extract data from FEA analyses. Then, with 

the data extracted from the computer experiments, a regression equation is created as a 

meta-model to model the internal energy of the plate examined during the experiments. 
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3.4.2.1 Design of Experiments – Uniform Design 

To simplify the inherently complex nature of plate bending and membrane response, a 

meta-model is created with a DoE approach to model the plate deformation energy. A 

uniform design DoE method [58] is used to create the meta-model. To collect the data and 

generate the meta-model, FEA is used to conduct the various loading experiments.  

A uniform design is a space-filling design, which evenly distributes the design points across 

the response surface [58], which is desirable in cases such as this, where a deterministic 

computer model is used to conduct the experiments. This approach is preferred over other 

methods like response surface methodologies as it does not require duplicate runs, which 

are redundant with computer experiments [59]. For example, a center composite design (a 

response surface methodology) without duplicate runs loses its pure error terms, which 

reduces the modelling capability of the method from cubic to only quadratic, even though 

five levels are examined. In addition, with a uniform design, it is easy to increase the 

number of factor levels without outrageously increasing the required number of runs.  

The plate meta-model is created with two input variables, contact force (A) and patch load 

height (B), and produces the output equation of the internal deformation energy of the plate. 

The uniform design is set with two five-level factors, and a 25 run experimental setup [60]. 

This design is selected as it has an adequate number of data points to allow for some pure 

error without requiring replication runs and provides up to a quartic model without 

significant aliased terms. Aliased terms occur when the full set of treatment combinations 

are not examined. Instead of all the possible factors and level combinations being 

examined, only a fraction of the terms are checked for significance. Only analyzing a 
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fraction of the terms causes the higher-order terms to become aliased or grouped with 

specific lower-order terms, but these groups are represented by the lowest ordered term, 

leaving the significance of the higher-order terms unknown [59]. Depending on how many 

runs of the full treatment set are conducted, the factor and factorial interaction may be 

modelled together and prevent any meaningful conclusions from being drawn from the 

data.  

The plate material response model is split into two different equations, the elastic and initial 

plastic response, to create models with good agreement and reasonably simple forms. This 

helps the models’ predictability since the elastic and plastic material responses follow 

different forms. The elastic response energy is much more linear and grows gradually, 

while the plastic response is more exponential. However, as the model is split into two 

different response models a transition equation is required, in addition to a termination 

equation.  

3.4.2.2 Experimental FEA Models 

To create the meta-model, the experiments examine five levels for both factors. Therefore, 

only five FEA models are required with the various patch load heights. For the contact 

force, the FEA models only need to be examined up to the point where the center of the 

plate yields, the limit state of center hinge collapse. With the FEA models modelling the 

plate response up to yield at the center of the plate, the various responses throughout the 

interaction up to that point can be extracted for the desired contact force. The patch load is 

set to range from a relatively small height compared to the plate's height (for example, in 

this case, the smallest patch load height is roughly 1/15th of the plate height) up to the full 
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height of the plate. This is done to account for the variable contact areas, especially with 

lower forces, that the contact geometry between the plate and ice can produce.  

The plate dimensions, for the model produced with this analysis, are determined by the 

distance between stiffeners for the height and the frame spacing determined by the plate 

width. For this case, a 600mm wide by 300mm tall plate is used to create the plate model 

and assumes the patch load heights range from 20 mm to the full plate height of 300 mm 

(Figure 3.8). The plate thickness is set for the desired region of the ship structure; in this 

case, the plate thickness is set to 12 mm. Therefore, this plate model assumes fixed plate 

width, height, and thickness dimensions, with only the patch load height and contact force 

varying. 

  

Figure 3.8 Patch Load Height Geometry, 2 cm and 30 cm 

The plate is created with shell elements with a shear factor of 5/6 and 5 through-thickness 

integration points. The plate is set with fixed boundary conditions on all edges (Figure 3.9). 

Typically, analytical models assume a simply supported or free-to-pull in boundary 

condition to simplify the solution, which removes membrane effects from the problem, but 

for this model, a membrane response of the plate is desired. Therefore, the plate is set to 

experience a fixed boundary condition to induce both a bending and membrane response.  
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For this model A36 structural steel is assumed, with a density of 7850kg/m3, a Young’s 

Modulus of 200 GPa, a Poisson’s ratio of 0.3, and a yield strength of 250 MPa. A kinematic 

bi-linear material model is applied to model the initial plastic response of the plate. For the 

bi-linear model, an Etan of 1.5 GPa is assumed, creating the material response shown in 

Figure 3.10.  

 

Figure 3.9 Boundary Condition 

 

Figure 3.10 Elastic-Plastic Bi-linear Material Response 

A distributed pressure is applied to a set of shell elements (Figure 3.11a), with a unit ramp 

function (Figure 3.11b). By applying the pressure with a unit ramp over one second 
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gradually increases the load until the model reaches the full desired applied load of 535 kN 

and removes any inertial response the plate may experience due to the applied load, thus 

creating a quasi-static loading event. Even though the load is applied in the FEA model as 

a pressure, the applied pressure is converted to a force when creating the meta-model. The 

default explicit solver is used to conduct the plate loading experiments. 

 
a 

 
b 

Figure 3.11 Patch Load Loading Condition 

 Before the final data is collected and implemented to create the meta-model, a mesh 

convergence analysis (Figure 3.12) is conducted for each of the five patch load heights used 
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to create the model. Two mesh element sizes are chosen, 5 mm and 2 mm depending on 

the height of the patch load, to allow for a patch load mesh density of at least 4 elements 

per cm2. The smallest mesh element edge length of 2 mm allows for a height of 10 elements 

in the smallest patch load height of 2 cm. A 2 mm mesh element length also provides the 

two 3.5 cm tall top and bottoms unloaded edges of the 23 cm patch load height plate, with 

a height of 18 elements. 

 

Figure 3.12 Plate Models Mesh Convergence Analyses 

3.4.2.3 Creating the Plate Meta-Model 

Once the FEA models are computed, the meta-model can be created. First, for each patch 

load height, the load to cause yield at the edges and the load to cause yield at the center of 

the plate are tabulated (Table 3.2) to determine the applied contact force levels (Table 3.3) 

for both the elastic and plastic response models. As the plate response varies with the size 

of the patch load, the contact force range must accommodate all the possible plate responses 
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for all the patch loads. Therefore, the elastic model will range from a relatively low contact 

force to the largest load to cause yield at the edges of the plate. Likewise, for the plastic 

plate response model, the contact force has a low level of the smallest load to cause the 

plate to yield at the edges, and the highest load to cause collapse. The wide variation in the 

load to cause yield depending on the patch load height is also why accurate transition and 

termination models are required so that the model response does not continue past where it 

is applicable for that patch load height. 

Table 3.2 Loads to Cause Edge and Centre Yield 

Patch Load Height 

(cm) 

Applied Load to Cause 

Yield at Edges (N) 

Applied Load to Cause 

Centre Hinge Collapse (N) 

2 256,780  260,792 

9 292,900  298,250  

16 337,054  349,092  

23 389,231  418,657  

30 477,452  522,656  

 

Table 3.3 Plate Meta-Model Experimental Levels 

Elastic Response 

Levels (5) 1 2 3 4 5 

Contact Force, A (N) 20,000  135,000  250,000  365,000  480,000  

Patch Load Height, B (cm) 2 9 16 23 30 

Plastic Response 

Levels (5) 1 2 3 4 5 

Contact Force, A (N) 250,000  318,750  387,500  456,250  525,000  

Patch Load Height, B (cm) 2 9 16 23 30 

From there, the collected experimental data (Table 3.4) is input into a regression equation 

program. In this case, the software Design-Expert 11 [61] is used to compute the 

experimental results by inputting the results into a historical data type design. Finally, the 

model fit is assessed and formed to allow for the best prediction capabilities.  
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Table 3.4 Plate Meta-Model Experimental Runs 

Elastic Response 
 

Plastic Response  
Factors Solutions 

  
Factors Solutions 

Contact 

Force, A 

(N)  

Patch Load 

Height, B 

(cm) 

Internal 

Energy  

(J) 

 Contact 

Force, A 

(N)  

Patch Load 

Height, B 

(cm) 

Internal 

Energy  

(J) 

1 155,000  2 1747.03 1 253,500  2 2755.36 

2 200,000  30 487.88 2 300,000  30 686.64 

3 200,000  23 1119.41 3 300,000  23 1510.27 

4 200,000  16 1936.35 4 300,000  16 2396.19 

5 20,000  23 0.42 5 114,000  23 86.19 

6 155,000  23 425.56 6 253,500  23 930.54 

7 20,000  9 0.82 7 114,000  9 280.88 

8 155,000  9 1301.40 8 253,500  9 2344.84 

9 65,000  30 11.73 9 160,500  30 94.72 

10 65,000  16 28.06 10 160,500  16 458.11 

11 20,000  16 0.62 11 114,000  16 151.07 

12 110,000  16 151.07 12 207,000  16 960.26 

13 200,000  2 3020.21 13 300,000  2 3550.23 

14 110,000  9 280.88 14 207,000  9 1579.79 

15 110,000  23 86.19 15 207,000  23 528.33 

16 65,000  9 37.36 16 160,500  9 767.93 

17 20,000  2 0.96 17 114,000  2 479.61 

18 110,000  30 42.36 18 207,000  30 208.06 

19 110,000  2 479.61 19 207,000  2 2010.68 

20 155,000  30 159.68 20 253,500  30 401.39 

21 20,000  30 0.26 21 114,000  30 42.36 

22 200,000  9 2596.65 22 300,000  9 3049.64 

23 65,000  2 43.51 23 160,500  2 1168.46 

24 65,000  23 18.85 24 160,500  23 226.96 

25 155,000  16 759.40 25 253,500  16 1686.05 

To examine the models’ fit, the following residual analyses are conducted through the 

design of experiments software. Box-Cox plot and the normal plot of residuals are used to 

determine if the data requires a transformation. For the elastic and plastic response, for this 

case, the analysis suggested that the models require a natural log transformation.  
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Figure 3.13 Normal Plot of Residuals – 

Elastic Plate Response No Transformation 

 

Figure 3.14 Normal Plot of Residuals – 

Elastic Plate Response Natural Log 

Transformation 

 

 

Figure 3.15 Box-Cox Plot – Elastic Plate 

Response No Transformation 

 

Figure 3.16 Box-Cox Plot – Elastic Plate 

Response Natural Log Transformation 
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Figure 3.17 Normal Plot of Residuals – 

Plastic Plate Response No Transformation 

 

Figure 3.18 Normal Plot of Residuals – 

Plastic Plate Response Natural Log 

Transformation 

 

 

Figure 3.19 Box-Cox Plot – Plastic Plate 

Response No Transformation 

 

Figure 3.20 Box-Cox Plot – Plastic Plate 

Response Natural Log Transformation 
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The analysis of variance (ANOVA) and fit statistic R2 are used to assess the significance 

of the factor and interaction terms. These analyses are conducted to simplify the model by 

removing any insignificant terms, without disturbing the models’ hierarchy. If any term has 

a p-value < 0.0001 the term is significant, and the larger the F-value the more significant 

the term is.  For the elastic model, the majority of the higher-order B (patch load height) 

terms are removed, leaving A4 (Contact Force), A3B, A3, and A2B. A4, A3B, and A2B are left 

in the model since they have a slight significance and help the model fit. With the removal 

of some of the higher-order interaction terms, the fit significance is checked to make sure 

the fit has improved or at least not worsened. With the removal of most of the higher-order 

B terms, the fit analysis (Table 3.6) indicates good agreement between the adjusted and 

predicted R2 and a high precision ratio term (Adeq Precision), compared to the minimum 

allowable value of 4. 

Table 3.5 ANOVA Analysis of Elastic Plate Model  

 Full Set of Terms Adjusted Terms 

Source F-value p-value  F-value p-value  

Model 1477.74 < 0.0001 significant 2075.01 < 0.0001 significant 

A (Contact Force) 1125.99 < 0.0001  1126.93 < 0.0001  

B (Patch Load 

Height) 
132.05 < 0.0001  540.46 < 0.0001  

AB 12.33 0.0056  26.37 0.0001  

A² 0.4563 0.5147  0.8678 0.3663  

B² 0.0715 0.7946  29.88 < 0.0001  

A²B 22.98 0.0007  20.75 0.0004  

AB2 3.90 0.0764     

A³ 98.69 < 0.0001  89.12 < 0.0001  

B3 0.1166 0.7398     

A2B2 2.04 0.1841     

A³B 15.89 0.0026  14.34 0.0018  

AB3 0.3759 0.5535     

A⁴ 29.38 0.0003  26.53 0.0001  

B4 0.1794 0.6808     
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Table 3.6 Fit Statistic R2 Elastic Plate Model 

 Full Set of Terms Adjusted Terms 

R² 0.9995 0.9992 

Adjusted R² 0.9988 0.9987 

Predicted R² 0.9959 0.9969 

Adeq Precision 119.58 141.03 

A similar analysis is conducted with the plastic response model. In this case, half the quartic 

terms are removed to help increase the fit of the model. A few less significant terms, with 

higher p-values, remain in the model to ensure the model follows the hierarchical rules. 

With the removal of the more insignificant terms, both the precision ratio and the predicted 

R2 term increased, suggesting an improved model fit. 

Table 3.7 ANOVA Analysis Plastic Model  

 Full Set of Terms Adjusted Terms 

Source F-value p-value  F-value p-value  

Model 5342.36 < 0.0001 significant 5626.89 < 0.0001 significant 

A (Contact Force) 4146.28 < 0.0001  3431.56 < 0.0001  

B (Patch Load 

Height) 
2846.04 < 0.0001  2355.45 < 0.0001  

AB 100.11 < 0.0001  124.14 < 0.0001  

A² 79.54 < 0.0001  717.92 < 0.0001  

B² 31.81 0.0002  567.28 < 0.0001  

A²B 74.29 < 0.0001  61.49 < 0.0001  

AB² 127.52 < 0.0001  105.54 < 0.0001  

A³ 11.90 0.0062  9.85 0.0078  

B³ 11.75 0.0065  9.72 0.0082  

A²B² 47.20 < 0.0001  39.06 < 0.0001  

A³B 16.37 0.0023  13.55 0.0028  

AB3 2.55 0.1416     

A4 1.67 0.2254     

B4 1.49 0.2499     
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Table 3.8 Fit Statistic R2 Plastic Model 

 Full Set of Terms Adjusted Terms 

R² 0.9999 0.9998 

Adjusted R² 0.9997 0.9996 

Predicted R² 0.9992 0.9989 

Adeq Precision 260.02 264.48 

Finally, two meta-models are created to model the elastic and plastic deformation energy. 

Both the elastic deformation energy (Eq. 35) and the plastic deformation energy (Eq. 36) 

are dependent on the patch load height (hpl) in meters and the contact force (Fn) in newtons. 

𝑆𝐸𝑝𝑒
=  𝑒𝑥𝑝(−1.15865 + 0.000058 ∙ 𝐹𝑛 − 0.311354 ∙ ℎ𝑝𝑙 + 0.000017

∙ 𝐹𝑛ℎ𝑝𝑙 − 2.14826 ∗ 10−10 ∙ 𝐹𝑛
2 − 14.10722 ∙ ℎ𝑝𝑙

2 − 1.91252

∗ 10−10 ∙ 𝐹𝑛
2ℎ𝑝𝑙 + 5.12962 ∗ 10−16 ∙ 𝐹𝑛

3 + 3.13667 ∗ 10−16

∙ 𝐹𝑛
3ℎ𝑝𝑙 − 4.85752 ∗ 10−22 ∙ 𝐹𝑛

4) 

Eq. 35 

𝑆𝐸𝑝𝑝
 = 𝑒𝑥𝑝(−2.14381 + 0.000057 ∙ 𝐹𝑛 − 13.01753 ∙ ℎ𝑝𝑙 − 0.000032

∙ 𝐹𝑛ℎ𝑝𝑙 − 1.13710 ∗ 10−10 ∙ 𝐹𝑛
2 + 84.47672 ∙ ℎ𝑝𝑙

2 + 2.77639

∗ 10−10 ∙ 𝐹𝑛
2ℎ𝑝𝑙 − 0.000423 ∙ 𝐹𝑛ℎ𝑝𝑙

2 + 7.94952 ∗ 10−17 ∙ 𝐹𝑛
3

− 25.84532 ∙ ℎ𝑝𝑙
3 + 4.64974 ∗ 10−10 ∙ 𝐹𝑛

2ℎ𝑝𝑙
2 − 3.25260

∗ 10−16 ∙ 𝐹𝑛
3ℎ𝑝𝑙) 

Eq. 36 

3.4.2.4 Transition and Termination Models 

Transition and termination models are also established to determine the appropriate 

material response, depending on the contact force and patch load height. The transition 

model finds the load at which the plate will yield at the edges, indicating when the algorithm 
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switches from the elastic model to the plastic model. The termination model predicts the 

contact force that will surpass the limit state of centre hinge collapse, modelled as full 

through-thickness yield at the center of the plate.  

The transition and termination models for the plate material response models have only one 

input, patch load height, and one output, the contact force. Therefore, these models only 

have one factor with five levels, and consequently, only require an experiment with five 

runs (Table 3.9). As the experiment only has five runs, only up to a cubic form can be 

modelled to allow for some pure error. If a higher-order form is desired, more factor levels 

and or runs are required.  

Table 3.9 Plate Transition and Termination Experimental Levels and Runs 

 Factor 1 Response 1 Response 2 

Run Patch Load Height (cm) Load to Initial Yield (N) 
Load to center hinge 

collapse (N) 

1 2 256,780  260,792  

2 9 292,900  298,250  

3 16 337,054  349,092  

4 23 389,231  418,657  

5 30 477,452  522,656 

The experimental data for the transition and termination models is evaluated similarly to 

the material response models with the software Design-Expert 11 [61] to create the 

regression equations and implement similar prediction capability assessments. The normal 

plot of residuals and Cox-Box plots are used to determine if transformations are required. 

Examining the ANOVA tables and fit statistic R2 is then followed to assess the significant 

factors to include in the meta-models. Both equations identify the contact force, in newtons, 

for the load to cause yield at the edges of the plate (Eq. 37) and the centre of the plate (Eq. 

38) dependent on the patch load height (hpl) in meters. 
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𝑌𝐸𝑑  =  (4.00376 ∗ 10−6 −  6.34975 ∗ 10−6 ∙ ℎ𝑝𝑙)
−1

 Eq. 37 

𝑌𝐶𝐻  =  (3.96942 ∗ 10−6 −  6.86662 ∗ 10−6 ∙ ℎ𝑝𝑙)
−1

 Eq. 38 
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 Algorithm Benchmarking 

Various types of benchmarking analyses are conducted to assess the capabilities of the 

algorithm, through the use of FEA. The individual structural models are assessed, in 

addition to examining the response of the algorithm compared to an FEA grillage structure. 

The grillage structure is also implemented to investigate the assumption of a rectangular 

patch load against the contact geometry that is produced from an ice wedge normal to the 

hull interaction.  

4.1 Individual Structural Models Analyses 

As the structural response models are developed, the individual models are evaluated before 

they are placed into the algorithm. The beam model is developed as an analytical model, 

therefore FEA is applied to conduct the benchmarking. Since the plate model is developed 

through the analysis of multiple FEA models, FEA can still be used to benchmark the 

derived meta-model. 

4.1.1 Beam 

To examine the quality of the analytical beam model, benchmarking is conducted through 

the use of FEA. Three different loading conditions are analyzed to assess if there is any 

variation in the quality of the results with the change of the length of the patch load. A full 

uniformly loaded beam, a patch load that is half the length of the beam, and a patch load a 

quarter the length of the beam are investigated. A 1.5 meter long beam is created in FEA 

with beam elements, and a 180 mm thick by 9 mm wide rectangular cross-section (Figure 
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4.1). The beam is fixed on one end and restrained to only translate longitudinally on the 

other end, to create a fixed but free-to-pull in boundary condition. 

 

Figure 4.1 FEA Isolated Beam Model (Half-length patch load) 

For the material model, an elastic perfectly plastic material is implemented (Figure 4.2), 

with the material properties of structural steel, which has a density of 7850 kg/m3, Young’s 

modulus of 200 GPa, a Poisson’s ratio of 0.3, a yield strength of 250 MPa, and an ETan of 

0 MPa. The FEA models are created with similar assumptions to the analytical model, to 

allow for only the modelling capabilities of the analytical model to be assessed. Similar to 

the FEA plate models, a uniform beam load is applied to a set of beam segments with a unit 

ramp (Figure 3.11b), to create a static loading event and remove any inertial effects from 

the beam response. For the full beam length patch load, a distributed load of 191.5 kN/m is 

applied across the beam elements; for the half beam length patch load, 220 kN/m is applied 
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across the patch; and for the quarter beam length patch load, 375 kN/m are applied across 

the patch. 

 

Figure 4.2 Elastic Perfectly Plastic Material Model 

Once the FEA models are created, mesh convergence analyses (Figure 4.3) are conducted 

for each of the three loading conditions, to confirm that the mesh elements are appropriately 

sized to model the true response. The FEA models in Figure 4.3 compare the deflection at 

the center of the beam, at the load to cause yield at the ends of the beam. For the uniform 

load across the full length of the beam, the response appears to have started to settle at 

around 80 elements, with only a 0.05 mm difference in displacement compared to the 100 

element beam. For both the half- and quarter-length beam patch loads, again, 80 beam 

elements were chosen to model the beam response. The half-length patch load settles at 

around 80 elements with only a 0.03 mm difference with each 20 element increase. The 

quarter-length patch load has very little difference in the deflection with only a maximum 

000 E+00

050 E+06

100 E+06

150 E+06

200 E+06

250 E+06

300 E+06

0.000 0.005 0.010 0.015 0.020

S
tr

es
s 

(P
a)

Strain (-)

Elastic Perfecly Plastic Material Response



62 

 

increase of 0.06 mm with each additional 40 elements. Therefore, 80 elements were chosen 

as a conservative model to make sure the true response is modelled. 

 

Figure 4.3 Beam FEA Benchmarking - Mesh Convergence Analyses 
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response of the smallest patch load, a quarter-length of the beam, terminates before the 

FEA model even enters the plastic response. 

 

Figure 4.4 Uniformly Loaded Beam – Energy Analysis 

 

Figure 4.5 Beam Half-Length Patch Load – Energy Analysis 
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Figure 4.6 Beam Quarter-Length Patch Load – Energy Analysis 
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Table 4.1 Beam - Transition and Termination Loads 
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Difference 
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Estimation 
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Estimation 
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Also observable in Table 4.1 is that with the decrease in the patch load length there is a 

slight increase in percent error for both the transition and termination loads. In addition, it 

can be observed that the termination loads have a slightly larger average error of 12.4% 

compared to the average error of 12.1% of the loads at the transition between the elastic 

and plastic models. 

The collapse energy of the beam, compared in Table 4.2, is significantly under-predicting 

the maximum energy before the beam reaches the termination limit state of 3-hinge collapse 

when compared to the FEA internal energy at yield of the center of the beam. Similar to 

the termination error, the collapse energy prediction error increases with the decrease in the 

patch load length, which suggests the likely association of the collapse energy error and the 

termination load of the analytical model. This significant difference in the collapse energy 

of the model and FEA could be associated with the analytical model terminating before the 

FEA response and within a response region that is growing significantly with each increase 

in the contact force, as well as not all of the energy absorption mechanisms being 

considered in the model. In addition, the termination energy of the analytical model is 

compared to the traditional simplified 3-hinge collapse model of the three plastic hinge 

moments and a triangular deflection due to the rotation of the three hinges. When compared 

to the traditional simplified 3-hinge model, the error is reduced, but still significantly 

increases with the decrease in the patch load length. 
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Table 4.2 Beam - Collapse Energy Comparision 

Patch 

Load 

Length 

Termination Energy (J) 

Model 

Estimation 

FEA 

Estimation 

Model-FEA 

Percent 

Difference 

Simplified 3-

Hinge Collapse 

Estimation 

Model-3-Hinge 

Percent 

Difference 

Lb 319.6  502.3  36.4% 376.2 15.1% 

Lb/2 258.0  490.4  47.4% 335.4 23.1% 

Lb/4 183.3  399.1  54.1% 273.0 32.8% 

Finally, statistical analyses of the different beam patch load responses, Table 4.3, are 

conducted comparing the predicted energies dependent on the applied contact force for both 

the elastic and plastic responses, within the model’s predicted material response ranges. 

The elastic model has an average percent difference of 16% across all the patch loads 

examined, but the errors have very little variance or standard deviation, indicating a 

consistent error. The plastic models have an average percent difference of around 26%, and 

a slightly larger variance and standard deviation. The smallest, quarter length, patch load 

appears to have the best plastic model predictability of the patch load lengths examined, 

with an average percent difference between the model and FEA of 18%, but with that said 

most of the analytical plastic response is being compared to the elastic response of the FEA 

model. Contrary to the previous transition and termination loads and energy analyses, as 

the patch load length decreases so does the average error, variance, and standard deviation. 

This decrease in error is likely influenced by the decrease in the response ranges modelled 

as the patch load length decreases. In general, the statistical analysis suggests the model 

has reasonable agreement with the FEA beam models, but the plastic response model 

terminates too early for the collapse energy to be considered an acceptable agreement. 
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Table 4.3 Beam Model Energy Prediciton Statistical Analysis 

Patch 

Load 

Length 

Mean Variance Standard Deviation 

Elastic 

Response 

Plastic 

Response 

Elastic 

Response 

Plastic 

Response 

Elastic 

Response 

Plastic 

Response 

Lb 18.6% 26.8% 0.017% 3.34% 1.29% 18.3% 

Lb/2 15.2% 33.5% 0.015% 3.01% 1.21% 17.3% 

Lb/4 14.5% 17.8% 0.013% 1.44% 1.14% 12.0% 

 

4.1.1.2 Beam Model Summary 

Overall, the analytical beam model has reasonable modelling capabilities. The elastic 

response model has an average percent difference of around 16%, while the plastic model 

has an average error of around 26%. In all three loading cases the percent difference 

between the models predicted transition and terminations loads, and the FEA estimated 

yield loads are under 15%. In addition, from the three analyses, it can be observed that the 

energy predictions in the elastic response range are initially under-predicting, and transition 

to the plastic model early, compared to the FEA analyses. When comparing the plastic 

response of the analytical model to the FEA response as a whole, the model has an okay 

agreement. The main issue between the analytical and FEA models occur because the 

analytical model reaches center hinge collapse much earlier compared to the FEA collapse 

load. Both the elastic and plastic models' prediction error appears to improve as the patch 

load length decreased. In general, the model has an overall okay agreement, with a constant 

error which could be associated with the collapse load and energy, which has the potential 

to be corrected through the incorporation of an error correction term. 
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4.1.2 Plate 

To benchmark the plate meta-mode, FEA is used to examine four different patch load 

heights: 6.7 cm, 12.1 cm, 20.0 cm, and 27.2 cm. The same methods used to create the plate 

FEA models while creating the meta-model described in section 3.4.2.2 are adopted for the 

benchmarking analyses. New mesh convergence analyses are not conducted, but the trends 

from the first analyses are adapted with the new patch load heights. Both the 6.7 and 12.1 

cm patch load responses are modelled with 5mm edge length mesh elements, the 20 cm 

patch load is modelled with 3 mm long mesh edge lengths, and lastly, the 27.2 cm patch 

load is modelled with mesh elements with 2 mm long edges. 

4.1.2.1 Meta-Model Analysis 

Similar to the beam analyses, a quick visual assessment of the plate meta-models is 

conducted with Figure 4.7 to Figure 4.10, followed by the analyses of specific points from 

the individual elastic (Table 4.4) and plastic (Table 4.5) meta-models to more closely assess 

the individual models' prediction capabilities. In addition, the percent differences of both 

plate meta-models are also statistically analyzed (Table 4.8) to determine how consistent 

the percent difference is between the FEA and meta-models. Overall, from Figure 4.7 

through Figure 4.10, the energy prediction of the plate meta-models has good agreement 

with the FEA models, but it can be observed that as the patch load height decreases, the 

difference between the models increases with the increase of the contact forces. 
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Figure 4.7 Plate Energy Analysis – 27.2 cm Patch Load Height 

 

Figure 4.8 Plate Energy Analysis – 20 cm Patch Load Height 
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Figure 4.9 Plate Energy Analysis – 12.1 cm Patch Load Height 

 

Figure 4.10 Plate Energy Analysis – 6.7 cm Patch Load Height 
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load has the worst percent difference compared to the FEA internal energy response. The 

low contact forces, safely within a harmless material response, are the least concerning load 

to have a high percent error. Even if the model has poor energy prediction in the low energy 

elastic range, there is a large buffer before any concerning loads occur. Otherwise, the 

percent difference does not exceed 15% and the prediction capabilities of the model 

increase with the increase in the patch load height.  

Table 4.4 Elastic Plate FEA Verification Points 

Verification Point 

FEA Internal 

Energy (J) 

Model Predicted 

Internal Energy (J) 

Percent 

Difference  

Contact 

Force (N) 

Patch Load 

Height (cm) 

1  49,493  6.7  5.37   3.27  39.1% 

2  148,923  6.7  48.7   56.3  15.5% 

3  273,952  6.7  495   445  10.2% 

4  49,487  12.1  4.51   2.84  36.9% 

5  148,192  12.1  40.7   45.4  11.6% 

6  273,915  12.1  338   316  6.61% 

7  102,712  20.0  13.2   11.1  15.9% 

8  286,141  20.0  186   192  3.08% 

9  359,513  20.0  527   477  9.51% 

10  75,139  27.2  4.36   3.12  28.5% 

11  279,254  27.2  84.1   83.1  1.20% 

12  419,951  27.2  450   439  2.57% 

Similarly, the FEA analyses of the plastic plate meta-models examined three different 

contact forces within the meta-models’ predicted transition and termination loads for the 

four different patch load heights. Overall, the plastic response models have great agreement 

with the FEA responses (Table 4.5). Opposite to the elastic model, the plastic energy meta-

model has a slight increase in percent difference with the increase in patch load height but 

never exceeds an error of more than 4%. 
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Table 4.5 Plastic Plate FEA Verification Points 

Verification Point 

FEA Internal 

Energy (J) 

Model Predicted 

Internal Energy (J) 

Percent 

Difference  

Contact 

Force (N) 

Patch Load 

Height (cm) 

1  280,908  6.7  544   542  0.45% 

2  281,846  6.7  553   549  0.70% 

3  283,583  6.7  562   563  0.22% 

4  311,545  12.1  572   563  1.66% 

5  312,969  12.1  579   573  0.99% 

6  314,039  12.1  588   582  1.11% 

7  370,151  20.0  583   585  0.35% 

8  378,164  20.0  628   637  1.41% 

9  383,566  20.0  661   673  1.85% 

10  449,375  27.2  578   556  3.85% 

11  462,584  27.2  642   621  3.25% 

12  469,168  27.2  676   655  3.08% 

The models’ transition and termination loads are compared to the full through-thickness 

yield of the FEA responses, Table 4.6. In all four cases, the predicted loads have great 

agreement with the highest percent difference of only 5%. For the smaller patch load 

heights, the model appears to under-predict the transition and termination loads slightly, 

but slightly over-predicts the loads of the larger patch load heights. 

Table 4.6 Plate Model Transition 

Verification Point FEA Model 

 

Patch Load 

Height (cm) 

Initial 

Yield 

(N) 

Center-

hinge 

Collapse 

(N) 

Initial 

Yield 

(N) 

Percent 

Difference 

Center-

hinge 

Collapse 

(N) 

Percent 

Difference 

1 6.7 283,583 288,934 279,460 1.45% 284,952 1.38% 

2 12.1 315,644 320,994  309,077 2.08% 318,617 0.74% 

3 20.0 358,423 374,472  365,789 2.06% 385,193 2.86% 

4 27.2 417,276 454,724  439,245 5.26% 475,804 4.64% 
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In addition to analyzing the estimated termination loads, the response energy at both the 

model and FEA termination points are compared to see if the different termination loads 

affect the estimated maximum energy capacity of the plate (Table 4.7). The smaller patch 

load heights have smaller percent differences between the predicted maximum energy 

capacities, which also agrees with the smaller percent differences of the predicted 

terminations loads. The larger patch load heights appear to be over-predicting the maximum 

capacity of the plate, by about 15% at the termination limit state of 3-hinge collapse, again 

following the same trends as the model’s predicted termination load.  

Table 4.7 Plate Termination Energy Prediction 

Verification Point FEA  

Energy (J) 

Model  

Energy (J) 

Percent 

Difference  Patch Load Height (cm) 

1 6.7 602 585 2.75% 

2 12.1 633 626 1.17% 

3 20.0 605 693 14.6% 

4 27.2 604 692 14.6% 

When the percent differences of the full elastic energy response, dependent on the contact 

force, are analyzed, the energy response does have a higher variance and standard 

deviation, but the average error, of all the different patch load heights, is around 15%. The 

large variance and standard deviations are mainly due to the larger prediction errors 

associated with the smaller contact forces observed in Table 4.4. The statistical analysis of 

the plastic energy meta-model found that the model has great agreement with the FEA 

responses. The percent difference between the FEA and plastic energy model, dependent 

on the contact force, overall has a very low average error of 1.5%, in addition to a low 

variance and standard deviation. It is interesting to note that as the patch load height 

decreases the percent difference of the elastic model increases, but the percent difference 
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of the plastic model decreases with the decrease of the patch load height. This trend is likely 

due to the decrease in the plastic response range with the decrease in the patch load height, 

which in turn reduces the plastic meta-model response surface and increases the accuracy 

of the model. 

Table 4.8 Plate Meta-Model Energy Prediction Statistical Analyses 

Patch 

Load 

Height 

(cm) 

Mean Variance Standard Deviation 

Elastic 

Response 

Plastic 

Response 

Elastic 

Response 

Plastic 

Response 

Elastic 

Response 

Plastic 

Response 

27.2 10.1% 3.46% 0.928% 0.0027% 9.64% 0.516% 

20.0 14.9% 1.39% 0.792% 0.0052% 8.90% 0.721% 

12.1 18.5% 0.740% 1.11% 0.0033% 10.6% 0.578% 

6.7 19.1% 0.346% 1.35% 0.0003% 11.6% 0.167% 

 

4.1.2.2 Plate Model Summary 

Overall, the plate models have good agreement with the FEA analyses, with the average 

percent differences around 8.5%. The plastic energy response model has very good 

agreement, which is the more critical model that predicts the energy response of the plate 

during the more significant loading events. The elastic energy response has a higher 

average percent difference, but the poorest performing region of the model is in the very 

safe elastic response region, while the rest of the elastic model has reasonably good 

agreement. 

4.2 FEA Grillage Analyses 

The assembled algorithm is also benchmarked against a grillage structure, to identify to 

what degree the evaluation of the isolated structural components within the algorithm 

affects the prediction of the full structural energy response. The FEA grillage structure is 
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also implemented to investigate the two main impact locations, an impact directly on a 

frame, and an impact centred between two frames. Further, the algorithm is compared to 

two different loading conditions. First, the algorithm is compared to the model’s assumed 

loading condition of a rectangular patch load. Then, the algorithm is analyzed against a 

more realistic impact due to an ice wedge interaction.  

The same grillage structure is used to benchmark both loading conditions, with the addition 

of a patch load part, for the patch load loading condition (Figure 4.11). A separate patch 

load part is added within the plate to ensure consistent size and location of the patch load. 

Two different grillage structures are used for the different impact location investigations, 

with the only difference being the arrangement of the frames. The grillage structures are 

arranged so that either a frame (Figure 4.11) or frame spacing (Figure 4.12) is centred on 

the plate. In addition, to evaluate the capability of the beam model modelling other cross-

sections, the grillage structure is created with angle bar frames, instead of the model's 

assumed flat bar.  

For the grillage analyses, a similar setup to the previous plate FEA analyses is implemented. 

An explicit solver is employed for both the patch load and ice impact loading events. The 

grillage model adopted the same bi-linear material model (Figure 3.10) assumed while 

creating the plate model, and to analyze the beam model against a more realistic material 

response. The material model assumes structural steel with a density of 7850 kg/m3, 

Young’s modulus of 200 GPa, a Poisson’s ratio of 0.3, a yield strength of 250 MPa, and an 

ETan of 1500 MPa. A large grillage area is assumed (3.6 x 2.1 m) with fixed nodal boundary 
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conditions (Figure 4.12) to remove any possible boundary effects while keeping the 

structure fixed in place. 

 

Figure 4.11 Grillage Structure - Patch Load on Frame 

 

Figure 4.12 Grillage Structure – Loading Condition Between Frames with Fixed 

Boundary Conditions 
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A generic grillage structure is displayed with the dimensions, in millimetres, shown in 

Figure 4.13 and Figure 4.14, for a patch load on the center of a frame. For the loading case 

of an ice piece impact, the patch is removed, and the plate is modelled as one continuous 

part. For the grillage structure impact between frames, the frames are shifted vertically by 

0.150 m, with frames on both the top and bottom edges of the plate. The plate and patch 

surfaces are modelled with a 12 mm thickness, with the reference surface at the top of the 

surfaces. The frame surfaces are modelled with a 27.5 mm through-thickness and the 

reference surface on the bottom of the surface. The girder surfaces are modelled with an 8 

mm through-thickness, with a centred reference surface. The whole grillage is modelled 

with shell elements, with a shear factor of 5/6 and five through-thickness integration points. 

 

Figure 4.13 Grillage Structure – Top View Dimensions (In mm) 
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Figure 4.14 Grillage Structure – Left Side View Dimensions (In mm) 

4.2.1 Patch Load 

An FEA model is created assuming a rectangular patch load contact area (0.6 m by 0.2 m) 

to maintain the contact geometry assumed while creating the algorithm, to focus on the 

evaluation of the model’s ability to estimate the structural response of a grillage structure. 

The only other addition to this FEA analysis is the inclusions of the more realistic bi-linear 

material model, which incorporates a linear plastic response. The patch load analyses 

examined the algorithm’s response up to the 3-hinge collapse limit state, for the two loading 

scenarios: an impact directly on the frame (Figure 4.11), and an impact centred between 

two frames (Figure 4.12). For the patch load loading condition, a uniform pressure is 

applied with a unit ramp (Figure 3.11b) to a set of shell elements established by the patch 

load part. The pressure is increased through a unit ramp over a 1 second time interval until 
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the maximum pressure of 5 MPa is reached, to create a static loading event and remove and 

inertial effects from the response. 

As two different grillage structures are being analyzed, two different mesh convergence 

analyses are conducted (Figure 4.15). In both cases, there is not a huge change in the 

maximum deflection responses as the element size decrease, with 13 mm sized elements 

chosen for both grillage structures. For the patch load on the frame analysis, 13 mm is 

chosen since even though there is a slight spike in the displacement response as it also 

appears to be stabilizing out towards 0.0058 m. For the analysis of the patch load between 

the frames, 13 mm is chosen since the change in the response between the elements smaller 

than 13 mm is minimal.  

 

Figure 4.15 Grillage Structure Patch Load – Mesh Convergence Analyses 
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4.2.1.1 Grillage Patch Load Analysis 

For this analysis, the individual internal energy responses of the structural elements, in 

addition to the complete grillage response of the FEA models, are examined. First, the 

frame response is assessed. In Figure 4.16 the algorithm’s analytical strain energy is 

compared to the FEA internal energy responses of the centre frame for the impact centred 

on a frame, and the two frames on either side of the impact for a loading event between two 

frames.  

 

Figure 4.16 Grillage Patch Load – Frame Energy Response 

Examining the energy responses of the beam in the figure above, the energy responses of 
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realistic boundary condition of the surrounding grillage structure, the beam response still 

follows the same trends observed made while analyzing the structural model in isolation. 

Next, the plate response of the grillages and model, with a rectangular patch load, are 

examined as Figure 4.17. Since in the FEA the patch load is established as a separate part, 

to help keep a consistent patch load size, the full energy response of the plate is represented 

by the sum of both the plate and the patch load grillage parts. Figure 4.17 compares the 

algorithm’s predicted plate response to the energy response of just the patch load and full 

plate response of the plate and patch load parts. 

 

Figure 4.17 Grillage Patch Load – Plate Energy Response 
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the design scenario that the algorithm’s meta-model is created with. But when the full plate 

response for the large grillage structure for the patch load between the frames is taken into 

consideration, the algorithm now under-predicts the energy response. In contrast, both the 

patch load and full plate responses for the loading condition on the frame, are substantially 

less than the model’s prediction. Since with an impact on the frame the frame alleviates 

some of the load which is not taken into account by the plate model. 

Examining the FEA full grillage plate responses (Figure 4.17) finds that the algorithm’s 

response falls in between the two different loading events. The full plate response of the 

patch load between the frames has a lot more capacity for energy absorption and deflection 

compared to the smaller plate, which is assumed to create the meta-model. In contrast, the 

FEA plate response, for the loading event of a patch load directly on the frame, absorbs 

notably less energy compared to the predicted algorithm response. This difference between 

the FEA model of the patch load on the frame and the algorithm’s plate model is due to the 

substantial amount of the plate response supported by the frame, which is not accounted 

for in the plate’s meta-model design scenario. Therefore, in practice, the plate meta-model 

does not favour either loading event but predicts a neutral response in between the two. 

With the individual structural elements of the FEA models assessed with more realistic 

boundary conditions and compared to the individual structural models, now the full energy 

response of the grillage is compared to the full structural energy prediction of the algorithm. 

Examining Figure 4.18, at first glance, it looks like the algorithm has a decent agreement 

with the FEA analyses. The loading event of the patch load on the frame appears to have 

great agreement for the majority of the interaction, until about 300 kN when the algorithm 
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starts to have an increased energy response compared to the FEA analysis. This difference 

between the algorithm and the on the frame loading event is likely due to the over-

prediction of the plate response of the plate meta-model. The algorithm notably under-

predicts the loading event between frames, which is likely due to the substantial under-

prediction of the plate response.  

 

Figure 4.18 Grillage Patch Load – Full Grillage Energy Response 

In addition to the visual analyses, the algorithm is also evaluated statistically against the 

FEA models. First, in Table 4.9 the estimated yield loads are compared. It is interesting to 

observe that depending on the loading event only one of the structural components yields, 

compared to the algorithm, which assumes that both structural elements are loaded to their 

full capacity. It should also be noted that with the grillage FEA analyses the structural 

components do not yield as uniformly as the individual analytical models assume, so the 

grillage yield points are estimated based on the first occurrence of through-thickness yield 

to a notably concentrated area of yielded elements. 

0

250

500

750

1,000

1,250

1,500

1,750

2,000

0 50,000 100,000 150,000 200,000 250,000 300,000 350,000 400,000

E
n
er

g
y
 (

J)

Contact Force (N)

Structure Response Energy

FEA - on Frame FEA - between Frames Model



84 

 

For the loading scenario of the patch load centred on the frame, only the beam yielded, as 

it is carrying a more direct portion of the load compared to the plate. Comparing the contact 

forces for the patch load on the frame to cause yield, to the transition and termination loads 

estimated with the beam model, it can be observed that the frame within the grillage 

structure has a much higher capacity with an average increased load of 30% before the 

beam starts to yield and fully collapses. The plate transition and termination loads follow 

those estimated by the FEA loading event between the frames very closely, which is likely 

due to the algorithm’s assumed plate loading scenario, following closer to the FEA loading 

event compared to the beam model’s design scenario. 

Table 4.9 Grillage Patch Load – Load at Yield 

Model Yield Load FEA Yield Load 

Beam On Frames - Beam Percent Difference 

Edge 322,463 Initial 450,000 28.3% 

Center 372,624  Full 579,000 35.6% 

Plate Between Frames - Plate Percent Difference 

Edge  365,790  Initial 375,000 2.46% 

Center 385,194  Full 402,000 4.18% 

Similar to the individual structural elements analyses, a statistical analysis comparing the 

predicted energy depending on the contact force of the whole loading event is conducted 

for the individual components and the full structural response, found in Table 4.10. The 

mean percent difference for both loading events for the beam is very similar, around 20%, 

which follows what is observed in Figure 4.16. The plate response in both cases has a very 

high percent difference. The plate energy response for a patch load on the frame has a 73% 

difference and a very high variance. The loading event of a patch load between the frames 

has a better and more consistent percent difference, likely due to the design scenario being 
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more akin to the loading event the grillage is experiencing. Even with the very high percent 

difference of the plate response, the total error of the full grillage response is reasonable. 

The loading event of the patch load on the frame has an error of around 20% likely due to 

the overestimation of the plate response compensating for the underestimation of the frame 

response. The patch load between the frames is much higher, around 50%, but the percent 

difference is more consistent, which has the potential to be corrected with a correction 

factor.  

Table 4.10 Grillage Patch Load Energy Prediction Statistical Analysis  

 

Patch Load 

Frame 

Location Mean Error Variance Error 

Standard 

Deviation Error 

Beam 

On 19.9% 245% 15.6% 

Between 21.7% 224% 15.0% 

Plate 

On 73.0% 5619% 75.0% 

Between 49.6% 91.0% 9.54% 

Total 

On 21.5% 209% 14.4% 

Between 46.8% 65.2% 8.07% 

To help visualize the percent difference discussed in Table 4.10, a box and whisker plot is 

created as Figure 4.19. The response does surpass a 120% difference, but the figure is 

capped at 120% since the essential information is captured. Both structural components and 

the full structural response are plotted for both the loading scenarios of the patch load on 

or centred between frames. 
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Figure 4.19 Grillage Patch Load – Energy Prediction Box and Whisker Plot 

4.2.1.2 Grillage Patch Load Summary 

Overall, the model has reasonable agreement to a grillage loaded with a patch load centred 

on a frame, which has an average error of around 20%. From Figure 4.18 for a patch load 

on the frame, the algorithm is overestimating how much energy the grillage is absorbing 

during the plastic response, which could be an issue if it is not properly accounted for, since 

that would falsely increase the algorithm’s estimated contact force. For the loading event 

of a patch load between frames, the percent difference increases to about 50%, but the 

energy response has a more consistent error, which could be corrected through an error 

term. For the patch load between frames though, the algorithm is underestimating the 

energy absorbed by the grillage especially in the plastic response range, which reduces the 

maximum contact force since the structure is absorbing less of the impact energy, creating 

a more conservative response. The decision to assess the structural elements separately 



87 

 

appears more in the errors associated with the plate model, but overall, the structural 

response of the algorithm compared to both FEA grillage models has an okay agreement. 

4.2.2 Ice Body Interaction 

The last benchmarking analysis conducted examines the effects of more realistic contact 

geometry, produced by a 0.49 m thick ice-wedge (135°) and angled grillage structure 

(rotated 55° about the x-axis). The grillage has a similar set-up to the FEA patch load 

models, except for the loading condition. An ice wedge is added to the interaction and is 

set with an initial velocity, which produces a kinetic interaction. For this FE model, Figure 

4.20, the contact is set as automatic surface to surface, with both the ice parts set as the 

slave surfaces and the plate and center frame parts modelled as the master surfaces. 

 

Figure 4.20 Grillage-Ice Interaction FEA Model 
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The patch load benchmarking analyses examined two different loading scenarios, the ice 

interaction also similarly investigated an impact on and between frames, in addition to two 

different initial velocities to compare the algorithm’s modelling capabilities of an elastic 

and plastic/collapse structural response. To produce an elastic structural response, the 

algorithm is set with an initial ship velocity of 1.0 m/s and the ice with an -0.1 m/s velocity, 

producing a relative velocity of 1.1 m/s. With the relative velocity of 1.1 m/s, the algorithm 

finds an initial kinetic energy of 4202 J. The plastic structural response scenario assumes 

an initial ship velocity of 2.4 m/s, with the ice velocity remaining at -0.1m/s, producing a 

relative velocity of 2.5m/s and an initial kinetic energy of 18,930 J.  

To model the interaction scenarios with FEA, the grillage structure is fixed on all four 

edges, with the rigid ice (rear ice part) only free to translate in the y-direction towards the 

grillage. The added mass of the rigid ice and the initial velocity of the ice parts are adjusted 

to produce a similar initial kinetic energy as the algorithm. The FEA interaction is set to 

run for 0.075 seconds, allowing the ice piece enough time to reach the structure and 

rebound. For the elastic structural response, the initial ice velocity is set to 2.8 m/s with a 

total ice mass of 1085 kg. The plastic interaction assumes an initial ice velocity of 5.9 m/s 

and a total ice mass of 1085 kg, with 875 kg of added mass added to the rigid ice part to 

achieve the correct initial kinetic energy. 

To create the ice piece, two different material models are used. The green (front) portion 

of the ice is modelled using Gagnon’s [62] crushable foam model and is not fixed in any 

degree. The yellow (rear) ice part is modelled as a rigid body with the same material 

properties as the crushable foam model and constrained in all directions except translation 
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in the y-direction. The ice material models assume a density of 900 kg/m3, a Young’s 

Modulus of 9000 MPa, a Poisson’s ratio of 0.003, and a tensile cut-off of 800 MPa. The 

crushable foam material model follows the stress-strain curve shown in Figure 4.21. 

Crushable foam is used as the material model since ice deformation is not recoverable once 

the load is removed, similar to foam. Once a stress of 0.1 MPa is reached on the stress-

strain curve (Figure 4.21), the stress does not increase further until a strain of 0.065 is 

attained. Once the volumetric strain of 0.065 is achieved, the stress starts rising again 

following a steep fixed rate until a stress of 50 MPa is met and remains at that stress for the 

rest of the interaction until the tensile cut-off is reached. 

  

Figure 4.21 Crushable Foam Stress-Strain Curve 

Finally, with the FEA models created the mesh convergence analyses are conducted. New 

mesh convergence analyses are conducted for each material response range and loading 

scenario. For both the elastic and plastic material responses for an impact on the frame the 

grillage mesh elements edges are set to 10 mm around the impact region, and for the elastic 
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response, the ice piece mesh elements are set to 10 mm edge length. For the plastic 

response, if the elements are too small, this reduces the capacity of the crushable foam 

material model, therefore the ice elements had to be modelled with 12.5 mm edge lengths. 

From the ice interaction between frames, a mesh element edge length of 12.5 mm around 

the point of contact and the ice piece are used to model both material response ranges. 

 

Figure 4.22 Grillage-Ice Interaction Mesh Convergence Analyses 

4.2.2.1 Ice Interaction Analysis 

First, the structural response of the elastic and plastic interactions is examined to determine 

if there is a difference in the prediction capabilities depending on the material response 

range. Both algorithm responses seem to under-predict the interaction, in the sense of the 

maximum contact force and amount of energy absorbed by the structure during the 

interaction. The elastic interaction, shown in Figure 4.23, models the interaction up to the 

point of the peak contact force between the structure and the ice. For the elastic interaction, 
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the algorithm closely follows the FEA ice impact on the frame, but both the energy 

absorbed by the structure and the contact force terminates much sooner than the FEA 

model.  

 

Figure 4.23 Elastic Grillage-Ice Interaction Structural Response 

The plastic interaction assumes slightly more kinetic energy than the algorithm estimates 

the ice and structure can absorb before the termination limit state of 3-hinge collapse is 

reached. Both the algorithm and FEA model are set with an initial kinetic energy of 18,938 

J, but the algorithm finds that the structure and ice absorb up to 18,249 J before the 

algorithm terminates. Even when accounting for the FEA plastic structural response 

modelling the full interaction, Figure 4.24 still follows the same trends as the elastic 

analysis. The plastic model follows more closely the ice impact on the frame, with a slight 

under-prediction of the energy response. Again, the algorithm terminates much sooner and 

absorbs a lot less structural energy than assumed by the FEA models. 
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Figure 4.24 Plastic Grillage-Ice Interaction Structural Response 

Since there is not a significant difference in the response between the elastic and plastic 

structural responses the rest of the benchmarking analyses only examines the plastic 

interaction since that response includes both the elastic and plastic material responses. 

When just the beam response is examined, in Figure 4.25, the algorithm more closely 

follows the FEA response of an ice impact between frames, modelled as the energy of the 

two frames on either side of the impact. For an impact directly on the frame, the beam 

model appears to be under-predicting the energy that the single-center frame produces. 

Again, the structural response has a much lower maximum contact force compared to the 

FEA responses, thus lowering the possible maximum energy absorption of the frame. 
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Figure 4.25 Grillage-Ice Interaction Plastic Beam Response 

Next, the plate response is examined, Figure 4.26. The algorithm seems to be following the 

FEA model for ice impact directly on the frame the closest, again with the algorithm slightly 

under-predicting the energy response. Similar to the patch load analysis, the ice impact 

between frames appears to be experiencing a much greater energy response than the plate 

meta-model is predicting, likely due to the greater capacity of the large plate compared to 

the meta-model’s design scenario. Unlike the patch load analysis for an impact on the 

frame, the algorithm does not over-predict the response but rather slightly under-predicts 

the response. These different response trends are likely due to the effect of the assumed 

fixed large patch load of the patch load analyses, compared to the relatively smaller varying 

rectangular patch load heights calculated from the wedge normal to the hull ice piece 

contact geometry and contact force. 
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Figure 4.26 Grillage-Ice Interaction Plastic Plate Response 

Lastly, the ice response is examined, Figure 4.27. Both the impact on and between the 

frames have a similar response, but the pressure-area relationship employed in the 

algorithm assumes the ice is absorbing a lot more energy than the crushable foam material 

model used in the FEA analyses. Since both the FEA and the algorithm are employing 

simplified ice-crushing models, both are only estimations of a true ice-crushing response 

and neither can really be considered more correct than the other. With that said, the more 

energy the ice absorbs the higher the contact force the structure can withstand, therefore 

the ice model assumed in the algorithm allows for higher impact energies. Nonetheless, if 

stronger ice is desired that more closely resembles the crushable foam model used in the 

FEA, the nominal ice strength and ice exponent can be adjusted. For this comparison, the 

algorithm assumes a nominal ice strength of 3 MPa and an ice exponent of 0.2. 
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Figure 4.27 Grillage-Ice Interaction Plastic Ice Response 

Now the onset of yield, indicating the transition from the elastic models to the plastic 

models, in the frame and plate models are investigated. Similar to the patch load analysis, 

due to the irregularity of the onset of yield in the grillage structure, the loads are only 

estimations based on notable concentrations of yield in the structural element. Examining 

Table 4.11, both the plate and the frame model estimated loads to cause yield, during the 

plastic interaction, fall in between the two different FEA loading events. For the ice impact 

on the frame, the algorithm over-predicts the load to cause yield in both the plate and beam, 

compared to an impact between the frames, where the model under-predicts the load.  

Table 4.11 Grillage-Ice - Load at Yield (Plastic Interaction) 

 

Initial Yield Load (N) 

Plate Beam 

Model 340,310 317,510 

FEA - on 120,277 259,799 

FEA - between 492,861 548,438 
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In addition, the peak energy at collapse is examined. With the FEA models, the maximum 

energy is recorded at the time-step of the minimum kinetic energy of the interaction, which 

is compared to the algorithm energy at the termination limit state of 3-hinge collapse. The 

collapse energy for both the elastic and plastic interactions is examined, to check that the 

error of the plastic interaction is not exaggerated due to the premature termination of the 

algorithm compared to the plastic FEA models. Examining Table 4.12, the early 

termination of the plastic model due to the plate collapse does not appear to be the cause of 

the high collapse energy error. Both the elastic and plastic interactions have a very similar 

percent difference.  

Table 4.12 Grillage-Ice - Structural Termination Energy 

 Elastic Interaction 

Percent 

Difference Plastic Interaction 

Percent 

Difference 

Model 55.4  935.0  

FEA - on 410.9 87% 8,138  89% 

FEA - between 1,513 96% 9,647  91% 

Table 4.13 examines the significant difference between the algorithm’s and FEA models’ 

collapse energies, which are likely due to the significant difference in the absorptions of 

the ice models. Table 4.13 compares the initial kinetic energy put into the system, the 

collapse energies of the structure, the ice and total internal energy of the system. When the 

total internal energies at collapse are examined, it can be observed that all three models do 

have similar peak total internal energy, but the FEA models and algorithm distribute the 

energy differently, due to the different ice models. This difference in the structural collapse 

energy has the potential to be improved, with the adjustment of the ice model. 
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Table 4.13 Grillage-Ice - Plastic Collapse Energy Responses 

 

Initial Kinetic 

Energy 

Structural 

Energy 

Ice-Crushing 

Energy 

Total Internal 

Energy at Collapse 

Model 18,938 935.0 17,349 18,284 

FEA - on 18,936  8,137.6 11,592 19,730  

FEA - between 18,936  9,647.2  8,762.8  18,410  

Table 4.14 puts the trends observed in the previous figures into numbers, by comparing the 

energy estimations dependent on the contact force of the different components and total 

structural response up to the algorithm's maximum contact force. The beam response 

overall is okay. The beam model produces a higher mean error when compared to the ice 

load on the frame, but the error is more consistent, in comparison to the ice impact between 

frames, which has a lower error but has a greater variance and standard deviation. The plate 

meta-model has a similar trend to the beam model, in the sense that the smaller average 

error has a higher variance and standard error, but in this case, the ice load on the frame 

produces the lower mean percent difference. The higher error associated with ice impact 

between the frames is likely due to the increased plate response that is not accounted for by 

the plate meta-model, as similarly observed during the grillage patch load analyses. The 

comparison of the ice models for both loading conditions is very poor, in all regards.  

Finally, the total structural response of the full grillage is compared to the combined energy 

response of the algorithm. For the ice impact on the frame, the response has an okay percent 

difference of about 34%, with higher variance and standard deviation. The ice load between 

the frames has a very high error, likely due to the very high plate energy error, but with 

much lower variance and standard deviation, allowing for a potential correction term. 



98 

 

Table 4.14 Grillage-Ice Energy Prediction Statistical Analysis 

 

Impact location  

Relative to Frame 

Mean  

Error 

Variance  

Error 

Standard Deviation  

Error 

Beam 

On 42.6% 67.5% 8.22% 

Between 33.8% 76.6% 8.75% 

Plate 

On 32.9% 327% 18.1% 

Between 91.8% 10.8% 3.29% 

Ice 

On 178% 3382% 58.2% 

Between 141% 1606% 40.1% 

Total Structural 

Response 

On 33.7% 112% 10.6% 

Between 87.6% 22.1% 4.70% 

Similar to the grillage patch load analyses, a box and whisker plot (Figure 4.28) is created 

to visualize and put into perspective the date shown in Table 4.14. Each box shows the 

percent difference of the energy estimation between the algorithm and the plastic FEA 

loading conditions depending on the contact force. The plot shows the errors associated 

with the beam and plate structural components, in addition to the total structural response, 

for both impact locations on the grillage. The ice response is removed due to its 

disproportionally large error, overshadowing the more important structural analyses. 

 

Figure 4.28 Grillage-Ice Energy Prediction Box and Whisker Plot 
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4.2.2.2 Ice-Grillage Interaction Summary 

Overall, when the algorithm’s response is compared to the FEA models within the 

algorithm’s predicted response range, the algorithm has an acceptable agreement, 

especially for an ice impact directly on the frame. The response for an ice impact between 

frames does not have as good of an average error, but most of the error can be attributed to 

the plate model, which could be improved with a more detailed plate model or with a 

correction term directly in the algorithm. Finally, the most significant difference between 

the algorithm and the FEA models is the collapse or peak structural response energy of the 

interaction. The difference in the collapse energies can be associated with the increased 

energy absorption of the pressure-area relationship ice-crushing model.  
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 Discussion 

There are some models with similar methodologies to the one presented here, for example, 

Amdahl [37] knowing the force acting on the ice and the structure must be equal, equates 

the ice force and the structural resistance. But typically, these shared-energy approaches 

model the external mechanics analytically and model the internal mechanics with nonlinear 

FEA [63], to allow for the modelling of the interaction effects like the wrapping of the 

structure around the ice and changes in the ice edge geometry [37]. This algorithm attempts 

to model the internal mechanics analytically and includes some interaction effects between 

the structure and ice, by considering the changing contact geometry during an interaction 

by modelling variable patch load dimensions. The patch load dimensions vary depending 

on the contact force and hull angles at the location of impact. This approach is also more 

realistic than the design patch load of the IACS Polar rules [1], which assumes a fixed patch 

load based on the hull angles and displacement of the ship, which removes any dependence 

of the patch load on the ice piece.  

To create this algorithm several assumptions are implemented to simplify the complex 

nature of a coupled shared-energy approach. The main assumptions investigated during the 

benchmarking process are the methods used to model the structural response and the 

modelling capabilities of the algorithm as a whole. To model the structural response of a 

grillage there are few different approaches. The most common analytical approach, and the 

method employed with this algorithm, is to model the structural elements individually and 

then superimpose the linear responses, but with this approach, the interaction effects 

between the structural components are not accounted for, thus the components are assumed 



101 

 

to independently contribute to the total structural resistance [25, 33, 39]. The IACS Polar 

rules, which the majority of the assumptions and methods for this algorithm stem from, 

combined two approaches. Both plate and frame models are examined independently, but 

to also consider some interaction effects the plate is modelled as a flange in the frame 

analysis. With this approach, the plate is modelled as a large flange attached to the bottom 

of the frame, where the plate flange spans the distance between the frames [35, 45]. 

Therefore, this discussion starts by examining the individual structural models, followed 

by an evaluation of the algorithm as a whole compared to the grillage FEA benchmarking. 

5.1 Isolated Structural Models 

The benchmarking analysis did present some errors with the simplified beam model, 

particularly with the plastic response model. One cause of the error associated with the 

plastic model can be attributed to the early transition between the elastic and plastic models 

that produced about a 12% difference between the transition loads of the algorithm and 

FEA. Part of the difference between the transition loads might stem from the beam model 

ignoring the partial formation of the plastic hinges, which ignores a transition phase and 

jumps directly from the elastic to the plastic response. The beam model assumes a discrete 

transition between the elastic to the plastic response once the ends of the elastic beam reach 

full through-thickness yield, at which point the beam model switches to the plastic response 

with the formation of the plastic hinges modelling the yielded ends of the beam. Therefore, 

this discrete transition between beam response models does not compare to the more 

gradual formation of the plastic hinges of the FEA models. Similarly, the early termination 
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of the beam model is likely also affected by the neglect of the partial hinges at the center 

of the beam.  

Some of the differences noted during the comparisons in the models might also stem from 

errors associated with the FEA models. For example, with the elastic perfectly plastic 

material model assumed with the beam FE analyses, as the element size decreases the error 

associated with the plastic edge hinges increases. As the size of beam elements decrease 

the plastic edge hinge occur sooner, since the average stress of the end element increases 

as the element size decreases. Another issue with the FEA model analyzed during the beam 

benchmarking process is the element edge at the center of the beam, opposed to a singular 

element centred on the beam. One element centred on the beam models the average onset 

of yield better, which could affect the termination load and energy comparison of the model. 

The error associated with the maximum energy of the beam at the termination limit state of 

3-hinge collapse is also likely affected by the early transition and termination of the model 

when compared to the FE analyses, in addition to some of the minor energy mechanisms 

being ignored. The collapse energy of the beam model was examined against the FEA 

internal energy and the 3-hinge collapse energy of the traditional beam energy methods. 

Technically, the FEA model is more accurate than the conservative estimation of the 3-

hinge collapse plastic hinge model. Compared to the FEA and simplified analytical 3-hinge 

collapse models, the beam model created for this algorithm under-predicted the energy at 

termination but is much closer to the accepted simplified analytical model. Both the 

analytical 3-hinge collapse model and the full beam response model terminate at the same 

contact force, therefore the error associated with the termination load would not affect the 
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error between the models. The difference between the models is likely because the 

algorithm only considers the bending strain energy and rotational work of the plastic edge 

hinges, leaving the energy mechanisms like axial strain, energy from shear stress, and 

energy from the formation of the partial edge hinges unaccounted for.  

Within the bounds of the grillage structure, the beam model performs very similarly to its 

individual evaluation, finding that the cross-section of the frame does not affect the 

performance of the model. For the fixed patch load (Figure 4.16) the switch between the 

elastic and plastic model can be observed to help the energy response adjust and approach 

the FEA response. The center frames of the FEA grillage-ice interaction also have a similar 

response to the beam model (Figure 4.25). The beam model slightly under-predicts the 

energy response of ice impact on the frame, likely due to the smaller patch load lengths, 

which were found to have poorer prediction capabilities during the benchmarking analyses. 

The plate model, in contrast, had much better agreement with the individual FEA models 

during the benchmarking analyses. The largest errors associated with the plate meta-models 

were from the low contact forces of the elastic response model, which is not a huge concern 

since by the time the more critical contact forces and energies are being modelled the 

difference in the responses has greatly decreased. The plastic meta-model had great 

agreement with the FE analysis, which is likely due to the smaller response surface 

compared to the elastic model. The purpose of splitting the plate response into two models 

was to decrease the size of the meta-models response surface, which did not necessarily 

produce an even split, but it did help improve the more critical of the two models. Due to 

the nature of regression models, like the plate meta-models, the transition and termination 
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loads are under-predicted with lower patch load heights and over-predicted with large patch 

load heights; the collapse energy of the plate follows the same trends as the termination 

loads. 

When just the plate response was examined within the boundaries of the grillage structure, 

the very specific design scenario of the plate model produces some interesting observations. 

With the fixed patch load analysis (Figure 4.17), it was found that the smaller plate, 

assumed with the creation of the meta-model, greatly under-predicts the full membrane 

capacity of the plate for the patch load centred between the frames. In contrast, for the patch 

load centred on the frame, the meta-model over-predicts the plate response since the model 

does not consider the reduced plate response due to interaction effects of the frame. 

Therefore, with the fixed patch load the plate meta-model response falls in between the two 

possible loading events on a grillage. With the grillage-ice interaction (Figure 4.26) the 

algorithm produces smaller patch load heights than the fixed patch load model assumed, 

which finds the plate model more closely resembled the loading of an ice piece on the 

frame. Even with the grillage-ice interaction for an impact between frames, the plate model 

still greatly under-predicted the capacity of the larger grillage plate. These trends suggest 

that the design scenario for the meta-model is acceptable for an impact on the frame but 

does not allow for the full membrane effect of a larger plate to properly reflect the 

interaction. Additionally, it should be noted that the large plate within the grillage has an 

aspect ratio more closely resembling a long plate, compared to the meta-model design 

scenario of a plate with a 2:1 aspect ratio. This difference in the aspect ratio affects the 
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collapse mechanisms produced during the interaction, which is likely also contributing to 

the large error associated with the loading event between the grillage frames.  

5.2 Assembled Algorithm 

The FEA grillage structure benchmarking analyses are conducted for a number of reasons. 

Similar to Daley and Hermanski's [53] large grillage experiments, the FEA grillage analysis 

allows the algorithm to be examined against more realistic boundary conditions, while still 

focusing on the center frame(s) and plate response of the interaction. The FEA grillage 

benchmarking analysis also allows the assessment of the weakly coupled analytical 

approach of the algorithm, against the fully coupled approach of the FEA grillage-ice 

interaction [29].  

From the fixed patch load analysis, it was found that depending on the loading event, only 

either the frame or plate experiences yield, contrary to the algorithm, which assumes that 

both structural elements experience the same loading conditions. In reality, depending on 

the loading event, the energy is distributed differently between the structural elements 

within the grillage structure. The algorithm does not account for the variation in the 

structural response. For example, similar to Daley and Hermanski [53, 64], the fixed patch 

load grillage benchmarking analysis found that the frame, within the grillage structure, has 

an increased capacity compared to the isolated frame model adopted in the algorithm. 

Within the grillage structure, both the frame and plate withstood much higher loads, 

indicating the support of neighbouring frames, due to an energy distribution across the 

grillage structure that the algorithm does not consider. Also, generally, grillage structures 
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and structural elements do not yield as uniformly as described and assumed with analytical 

isolated models, which results in variations in the yield loads. 

The plate model seems to be more affected by being modelled as an isolated structural 

element compared to the beam model, as the plate model over and under-predicts the energy 

response depending on the location of the impact on the grillage. The plate model could be 

improved with the addition of an effective thickness term, for an impact on the frame, or 

an enhanced membrane response term for an impact between frames. Modelling a plate 

with an effective thickness term accounts for the inclusion of a frame by proportionally 

increasing the thickness of the plate [25]. 

The final benchmarking analysis assesses the algorithm's ability to model variable contact 

from an ice piece interaction. The main findings from the analysis are that the ice used in 

the modelling of the FEA and the algorithm absorbed very different amounts of energy. 

According to Kim [9, 17], they found that the majority, about 70-80%, of the energy during 

an ice-structure interaction is dissipated through ice-crushing. The pressure-area 

relationship of the algorithm estimated that 95% of the energy is used in ice-crushing, 

compared to the FEA models that found the ice only absorbed about 50% of the collision 

energy. Both the algorithm and the FEA have a similarly large error relative to the energy 

ratio, but the overestimation of the energy absorbed by the ice-crushing of the algorithm 

could result in the overestimation of the ship structure resistance, compared to the FEA ice 

model that produces a more conservative estimation of the structural response.  

There are conflicting opinions regarding the application of Gagnon’s crushable foam ice 

model [62], which is applied in the grillage-ice interaction FEA models. Liu et al. [65] 
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found that the crushable foam model lacks physical explanation and does not model cracks 

and damage produced during a typical ice-crushing interaction. In contrast, Han et al. [66] 

found that in general the crushable foam, with a volumetric hardening function, is the most 

suitable ice material and typically used as an energy absorption structure. Nonetheless, even 

with the discrepancies between the ice material models, the general algorithm response up 

to its early termination has a similar response error when compared to the other 

benchmarking analyses for an impact on the frame, suggesting the algorithm as a whole 

has the potential to model more realistic loading scenarios.  

The ice-structure response is very dependent on the contact geometry produced by the local 

ice shape and structural arrangement, as well as the mechanical properties and velocity of 

the ice [17]. The change in the contact geometry will vary the energy used during the ice-

crushing process and the structural resistance of the ship during any given ship-ice 

interaction. With that said, if the ice-structure interaction is so strongly influenced by the 

contact geometry, the interaction is also strongly affected by the coupling approach of the 

system. Yu et al. [29] noted that a weakly coupled approach is more suited with blunt ice 

interactions, since there is less change in contact geometry from ice-crushing and spalling 

events. A wedge ice piece is assumed with both the algorithm and benchmarking models. 

Some of the errors associated with the ice responses might also be affected by the modelling 

approach for the changing contact geometry. However, the weakly coupled system of the 

algorithm absorbs more energy than the FEA models, which is typically associated with an 

increased rate of ice-crushing and change in contact geometry.  
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As a whole, the algorithm has reasonable modelling capabilities. The frame model is 

missing some energy absorption mechanisms, but that is compensated by the slight over-

prediction of the plate response for an impact on the frame, in which the grillage response 

for an impact on the frame has the lowest average prediction error of around 25%. The 

algorithm greatly under-predicts the structural response for an impact between frames, 

which is mainly attributed to the high under-prediction of the plate response, since the 

frame response is relatively similar for both loading events. The errors associated with the 

plate model have the potential to be corrected with a more comprehensive meta-model. 
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 Conclusion 

An analytical shared-energy approach is presented and investigated to assess the 

algorithm's ability to model a ship-ice interaction for low- and non-ice-class ships. 

Previously, to model a ship-ice interaction one of two approaches are adopted. For a higher 

ice-class ship or icebreaker, a strength design approach is acceptable, where the structure 

is designed to withstand the crushing strength of the ice. This approach was also adopted 

by the IACS polar rules, which determines the appropriate ice contact force depending on 

the structural arrangement and desired ice-class of the ship. Alternatively, the other 

common method to model a ship-ice interaction is with a shared-energy approach. When 

the structural response is included in the energy response, the most common approach to 

model the interaction is with nonlinear FEA, since it allows for the modelling of the 

changing contact geometry and effects like wrapping. 

A modular algorithm design is employed to create a hybrid-analytical model, where each 

different module or component of the algorithm modelled a different component of the 

system. This modular approach allows for simple interchanging of models, as the user sees 

fit, and replacement of new models as analytical modelling capabilities improve. The 

material response range of the algorithm is designed to model the structural response up to 

the IACS Polar rules design load of 3-hinge collapse. In addition, some other 

methodologies drawn from the IACS Polar rules to create the algorithm include modelling 

the structural elements of a grillage structure in isolation, assuming a Popov type collision 

model, and assuming the ice primarily fails due to ice-crushing. 
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To determine the initial kinetic energy of the colliding system, a Popov collision model is 

employed. To model the ice-crushing energy, Daley’s ice-crushing force energy models are 

adopted. The structural response is represented by the superposition of the individual 

structural elements. To model the beam bending energy, classical beam theory is applied 

to derive the strain energy. The plate model is created with FEA experiments and the design 

of experiments methodology. The algorithm iterates through the shared contact force, 

between the ice and the structure, until the internal energy (the ice-crushing and structural 

response) equals the external energy (the initial kinetic energy).  

The various benchmarking analyses were conducted to assess the modelling capabilities of 

the individual structural models, the superposition of the structural models against a grillage 

structure, and the algorithm as a whole. The beam model had great agreement in the elastic 

response range but under-predicted the plastic response and the collapse energy of the beam 

compared to the FEA models. The isolated plate meta-model had great agreement when 

compared to the FE benchmarking analysis. The largest error associated with the plate 

model was the lower elastic contact forces, which pose no real risk to the structure. When 

the structural response of the algorithm was assessed with a fixed patch load on a grillage 

structure, it is found that for an impact centred on a frame, the structural models had 

reasonable agreement, but for an impact centred between frames, the plate model does not 

properly capture the full capacity of the plate response.  

Finally, FEA models were created to investigate the algorithm’s ability to model an ice 

impact on the structure. The FEA grillage structure was impacted by a wedged ice piece 

with an initial velocity, constrained to only move in one direction. During the post-analysis 
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it was found that the ice models used in the algorithm and the FEA models absorbed very 

different amounts of energy, affecting the maximum contact force even when both models 

were inputted with the same initial kinetic energy. Nonetheless, ignoring the early 

termination of the algorithm, the algorithm had a similar response to the FE model for the 

ice impact on the frame, and a comparable error to the patch load on the frame 

benchmarking analysis. The ice interaction also found for an ice impact centred between 

frames, that the plate meta-model greatly under-predicted the plate response. This under-

prediction of the plate response within the grillage structure is due to the smaller plate 

employed while conducting the load experiments, which reduces the effect of the 

membrane response compared to the larger plate in the grillage structure. 

6.1 Recommendations 

If more comprehensive interaction effects between the plate and frame are desired, the 

addition of the plate in the frame cross-section, as a flange, may allow for an improved 

response and account for some of the missing beam energy. However, while creating the 

beam model, only a quick assessment was conducted, with a single beam cross-section and 

length, to evaluate the assumption of ignoring the axial tension of the beam and considering 

only the bending response. Therefore, if cross-sections that are more complex or drastically 

different beam lengths, than those examined while creating the model, are to be modelled, 

a more extensive stress analysis of the beam is suggested. 

There are two suggestions to improve the plate meta-model when compared to the grillage 

plate response. More factors could be added to the meta-model to create a more 

comprehensive plate model, like the patch load width, plate thickness, and loading location 
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on/off the frame. Another option is to conduct DoE optimization experiments to determine 

the best plate model dimensions to model the plate response within a grillage structure. For 

example, some optimization criteria could be to better depict the membrane response of the 

plate, while not creating an unnecessarily large model. Conversely, the two options could 

be combined. A DoE optimization or factor screening experiment could be conducted to 

make sure only the important plate factors are included in the plate model, to avoid an 

excessively complex meta-model. 

A revised ship-ice FEA analysis is also suggested with more comparable ice models. 

Overall, during the benchmarking assessment, ignoring the errors from the ice models, the 

algorithm did have similar modelling capabilities compared to the other benchmarking 

analyses. Nonetheless, a revised ship-ice FEA analysis is suggested, to make sure there are 

not any large errors being hidden by the even larger difference between the ice models. In 

regard to the ship-ice benchmarking analysis, it is also recommended that a proper patch 

load dimension analysis between the algorithm and the FEA be conducted. This assessment 

would be to determine if the modelling approach adopted in this algorithm is helping 

improve the weakly coupled approach used to model the interacting system. The patch load 

dimensions, relative to the contact force, of the algorithm and FEA grillage-ice interaction, 

should be compared. The rate of change of the patch load dimensions as the contact force 

increases could also be examined between the two models.  

6.2 Future Work 

Due to the nature of the modular algorithm, there are several ways to improve its modelling 

capabilities without any significant changes to the layout. Currently, the algorithm assumes 
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a Popov collision to determine the kinetic energy introduced to the system. Over the years, 

more comprehensive external energy models have been created to model ship-ice 

interactions [36, 67], a more detailed model could replace the Popov collision model.  In 

addition, more complicated interactions like sliding loads could be incorporated into the 

algorithm. Similarly, a more detailed ice-crushing response could be adopted to model non-

uniform ice pressures, including properties like hard zones. Another approach to enhance 

the ice response is to include more ice failure mechanisms and criteria, like failure due to 

bending or cracking, which have much lower failure loads. The structural response of the 

algorithm could also be enhanced from a more comprehensive failure criterion, particularly 

the frame model, which currently assumes the frame only fails due to bending. The frame 

model could benefit from also checking for buckling, end frame loading, and shear hinge 

failure criteria, especially if the frame experiences more complex loads than the one 

assumes with this model. As mentioned previously, the plate meta-model could be 

improved by conducting optimization experiments to determine the best size plate to model 

a grillage plate response. To improve the weakly coupled modelling of the interaction 

effects of the ice and grillage, the algorithm could benefit from a more accurate changing 

contact geometry [17, 29]. Also, effects like the wrapping of the structure around the ice 

could be taken into account, which affects the confinement of the ice and loading of the 

structure [37]. 

Finally, some suggestions are offered regarding implementing the algorithm into a 

simulator-type environment. To avoid the need for real-time computation of the structural 

response and techniques like numerical methods to improve the computational speed of the 
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implicit system, a lookup table could be created with various types of preprocessed 

interactions. The extent of the interactions and details examined can vary and be arranged 

in a matrix type model, to rapidly notify the significance of the interaction to the user. The 

algorithm would be employed to compute the interactions with the specified structural 

arrangement, ice masses, and collision speeds, to determine what type of material response 

ranges the interaction falls in: elastic, plastic, or past the allowed design load.  
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 – Algorithm (MATLAB Script) 

Contents 

 Inputs 

 Step #1 Find the total kinetic energy of the impact 

 Step #1a Set up the while loop to iterate through possible contact forces 

 Step #2 Determine the ice response: the normal impact area & the energy used in 

ice-crushing 

 Step #3a Find the beam deformation energy 

 Step #3b Find the plate deformation energy 

 Step #4 Compare total energy to the ice-crushing and structural response energies 

 Display 

% By: Amy Price    % Created: May 19, 2020      % Last Edited: Feb 17, 2021 

 

% This script is created to determine the energy distribution of a ship  

% structure and ice impact. Using the total kinetic energy (found using the  

% Popov method) and iterating through the normal contact force finds the energy  

% distribution between the ice and structure dependent on the shared contact  

% force. 

 

% A fixed-fixed plate model formed from FEA and DoE is used and split into 

% the elastic, and plastic response up to the center hinge collapse. The 

% transition equation between the elastic and plastic plate models was also 

% created with the help of a DoE and FEA approach. The beam model was 

% developed with the use of classic beam theory and flexural strain energy due  

% to bending. The ice energy was found with Daley's 'energy based ice collision 

% forces' equations, assuming a general wedge contact surface. 

 

clear; clc; 

Inputs 

% Material Properties - Structural Steel 

ro = 7850;      % Density of Steel                      (kg/m^3) 

E = 200*10^9;   % Young's Modulus of Structural Steel   (Pa) 

sy = 250*10^6;  % Yield Strength of Structural Steel    (Pa) 

 

% Plate - Set dimensions from FEA experiments: 

    % Length        0.3 (m); Width   0.6 (m); Thickness    0.012 (m) 

 

% Beam 

Lb = 1.8;        % Length    (m) 

wb = 0.0275;     % Width     (m) 

tb = 0.180;      % Thickness (m) 

file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Model_PlateBeam_Popov.html%232
file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Model_PlateBeam_Popov.html%233
file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Model_PlateBeam_Popov.html%234
file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Model_PlateBeam_Popov.html%235
file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Model_PlateBeam_Popov.html%235
file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Model_PlateBeam_Popov.html%236
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fb = 0.0575;     % Angle length (m) 

 

yb = tb/2;             % Height above the neutral axis       (m) 

I = wb/3*(fb*wb^2+tb^3-wb^3);      % Moment of Inertia 

Mp = sy*wb/4*((tb-wb)^2-fb^2+2*tb*fb);% Plastic Moment of the beam cross-section 

 

% Ship Properties - Values from a PC7 OSV drawing & missing values filled in  

% with similar sized vessel 

Mship = 7351e3;     % kg 

Vship = 2.35;       % m/s^2     (Ship velocity) 

T = 5.90;           % m         (Draft (height to waterline)) 

B = 18.80;          % m         (Beam (ship width)) 

Ls = 92.48;         % m         (Length over all) 

H = 8.0;            % m         (Height to main deck) 

Cm = 0.9;           % -         (Midship coefficient) 

Cwp = 0.88;         % -         (Waterplane Coefficient) 

Cb = 0.78;          % -         (Block Coefficient) 

 

% Hull angles at point P 

alpha = deg2rad(30);         % rads      (waterline angle) 

beta = deg2rad(40);          % rads      (frame angle) 

gamma = atan(tan(beta)/tan(alpha));      % rads      (sheer angle) 

betaprime = atan(tan(beta)*cos(alpha));  % rads      (normal frame angle) 

 

% Ice speed & geometry 

Vice = -0.1;     % m/s    (Ice Velocity (opposite direction of ship)) 

pice = 910;      % kg/m^3 (Ice density - From Timco ice prop review, can range 

from 0.72 to 0.94 megagrams/m^3 with 0.91 as an approx. average) 

Li = 14.26;      % m     (Ice length & width - assuming a square ice piece 

(size classifies as a small ice floe according to WMO)) 

ti = .49;               % m         (Ice thickness) 

Volice = Li^2*ti;       % m^3       (Square ice piece volume) 

Mice = pice*Volice;     % kg 

 

% Ice Properties - values take from an example in Daley’s ‘Sea Ice Engineering’  

      pdf (pg. 167) 

Po = 3*10^6;            % Ice strength  (Pa) 

ex = 0.2;               % Ice exponent  (-) 

wa = deg2rad(135);      % Wedge angle   (deg converted to rad) 

 

% For a general wedge normal to hull contact interface 

fx = 3 + 2*ex;                      % Form factor 1  (-) 

fa = (tan(wa/2)/(sin(betaprime)*cos(betaprime)^2))^(1+ex); % Form Factor 2  (-) 

 

 

% Impact Location, P, from center of mass of the ice and ship 

xp = 42.8; 

yp = 3.9; 
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zp = 0; 

 

xice = 0; 

yice = Li/2; 

zice = ti/2; 

Step #1 Find the total kinetic energy of the impact 

% Ship Equivalent equations 

% Direction Cosines 

l = sin(alpha)*cos(betaprime); 

m = cos(alpha)*cos(betaprime); 

n = sin(betaprime); 

 

% Moment Arms 

lambda = (n*yp) - (m*zp); 

mu = (l*zp) - (n*xp); 

eta = (m*xp) - (l*yp); 

 

% Added Mass Terms (from Popov) 

AMx = 0;               % Added mass factor in surge 

AMy = 2*T/B;           % Added mass factor in sway 

AMz = 2/3*(B*Cwp^2)/(T*(Cb*(1+Cwp)));    % Added mass factor in heave 

AMroll = 0.25;               % Added mass factor in roll 

AMpit = B/(T*(3-2*Cwp)*(3-Cwp));         % Added mass factor in pitch 

AMyaw = 0.3 + 0.05*Ls/B;                 % Added mass factor in yaw 

 

% Mass Radii of Gyration (terms squared) 

rxs = Cwp*B^2/(11.4*Cm) + H^2/12;         % Roll 

rys = 0.07*Cwp*Ls^2;                      % Pitch 

rzs = Ls^2/16;                            % Yaw 

 

% Ship Equivalent Mass 

Coship = (l^2/(1+AMx)) + (m^2/(1+AMy)) + (n^2/(1+AMz)) + 

(lambda^2/(rxs*(1+AMroll))) + (mu^2/(rys*(1+AMpit))) + (eta^2/(rzs*(1+AMyaw))); 

Meship = Mship/Coship; 

 

% Ice Block (prism) Equivalent Mass 

% Direction Cosines 

lice = -cos(betaprime); 

mice = 0; 

nice = -sin(betaprime); 

 

% Moment arms 

lambdaice = (nice*yice) - (mice*zice); 

muice = (lice*zice) - (nice*xice); 

etaice = (mice*xice) - (lice*yice); 
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% Added Mass Terms 

AMxice = 0.05; 

AMyice = 0.05; 

AMzice = 1; 

AMrollice = 1; 

AMpitice = 1; 

AMyawice =0.05; 

 

% Mass Radii Gyration (Squared) 

rxice = Li^2/12; 

ryice = Li^2/12; 

rzice = Li^2/9; 

 

% Ice Block Equivalent Mass 

Coice = (lice^2/(1+AMxice)) + (mice^2/(1+AMyice)) + (nice^2/(1+AMzice)) + 

(lambdaice^2/(rxice*(1+AMrollice))) + (muice^2/(ryice*(1+AMpitice))) + 

(etaice^2/(rzice*(1+AMyawice))); 

Meice = Mice/Coice; 

 

 

% System 

Me = (Meship^(-1) + Meice^(-1))^(-1);   % Effective mass of the system (kg) 

Vn = Vship*l - Vice;  % Relative velocity (m/s) (Ship moving in the 

'positive' direction with velocity normal to the ice impact) 

KE = 1/2*Me*Vn^2;                       % Kinetic energy of the system (J) 

Step #1a Set up the while loop to iterating through possible contact forces 

IE = 0;                % Ice-crushing energy                   (J) 

SEb = 0;               % Structure - beam energy               (J) 

SEp = 0;               % Structure - plate energy              (J) 

Fn = 22000;            % Initial assumed contact force         (N) 

i = 1;                 % Loop counter 

c = 0;                 % Loop stop switch 

hb = 0;                % Indicator that beam center hinge collapse has occurred 

hp = 0;                % Indicator that plate center hinge collapse has occurred 

 

while c == 0 

Step #2 Determine the ice response: the normal impact area & the energy used in 

ice-crushing 

    IE(i) = Po*fa/fx*(Fn(i)/(Po*fa))^(fx/(fx-1));  % Ice-Crushing Energy (J) 

    dni(i) = (Fn(i)/(Po*fa))^(1/(fx-1));     % The normal indentation of 

the ice (used to find the normal projected contact area)     (m) 
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    % Converting triangular patch load into a rectangular patch load 

    wz = 2*dni(i)*tan(wa/2)/cos(betaprime); % Patch load triangular width 

    AR = 2*tan(wa/2)*sin(betaprime);        % Patch load aspect ratio 

    wnom = wz/sqrt(2);                      % Patch load nominal width 

    plW(i) = 0.7*wnom;                      % Patch load rectangular width 

    plH(i) = plW(i)/AR;                     % Patch Load rectangular height 

Step #3a Find the beam deformation energy 

    % Checking patch load width is not longer than the beam length 

    if plW(i) > Lb 

        b = Lb; 

    else 

        b = plW(i); 

    end 

    a = (Lb/2)-(b/2);    % Distance to centred load patch (m) 

    u = Fn(i)/b;         % Uniform distributed load from contact force     (N/m) 

 

    % Reaction Force A for fixed-slider beam (in elastic range) 

    RAe = -u/(2*Lb^3)*((Lb-a)^4-(Lb-a-b)^4) - u/Lb^2*((Lb-a-b)^3-(Lb-a)^3); 

 

    % Reaction Moment A (edge moment) for fixed-slider beam (in elastic range)  

    MAe = -(u/(3*Lb)*((Lb-a-b)^3-(Lb-a)^3))-(u/(4*Lb^2)*((Lb-a)^4-(Lb-a-b)^4));  

      

    % Reaction Force A for a pinned patch load (in plastic range) 

    RAph = u*b/Lb*(Lb-a-b/2);   

 

    % Center moment, indicating the center hinge formation (in plastic range) 

    Mc = RAph*Lb/2-u/2*(Lb/2-a)^2-Mp;    

 

    if Mp > MAe  % Elastic region - beam fixed-slider (one end free to slide) 

 

        % Flexure Energy   (J) 

        SEb(i) = (a*((u*((a - Lb + b)^4 - (Lb - a)^4))/(4*Lb^2) + (u*((a - Lb + 

b)^3 + (Lb - a)^3))/(3*Lb))^2 + (a^3*((u*((a - Lb + b)^4 - (Lb - a)^4))/(2*Lb^3) 

+ (u*((a - Lb + b)^3 + (Lb - a)^3))/Lb^2)^2)/3 + (b^5*u^2)/20 - a^2*((u*((a - Lb 

+ b)^4 - (Lb - a)^4))/(2*Lb^3) + (u*((a - Lb + b)^3 + (Lb - a)^3))/Lb^2)*((u*((a 

- Lb + b)^4 - (Lb - a)^4))/(4*Lb^2) + (u*((a - Lb + b)^3 + (Lb - a)^3))/(3*Lb)) 

- (2*b^6*u^2)/(9*Lb) + (11*b^7*u^2)/(18*Lb^2) - (25*b^8*u^2)/(24*Lb^3) + 

(47*b^9*u^2)/(48*Lb^4) - (11*b^10*u^2)/(24*Lb^5) + (b^11*u^2)/(12*Lb^6) - 

(2*a*b^5*u^2)/(3*Lb) + (43*a*b^6*u^2)/(12*Lb^2) - (8*a*b^7*u^2)/Lb^3 + 

(35*a*b^8*u^2)/(4*Lb^4) - (55*a*b^9*u^2)/(12*Lb^5) + (11*a*b^10*u^2)/(12*Lb^6) - 

(b^2*u^2*(720*a^5 + 2088*a^4*b + 2520*a^3*b^2 + 1596*a^2*b^3 + 532*a*b^4 + 

76*b^5))/(144*Lb^2) + (b^2*u^2*(144*a^4 + 288*a^3*b + 240*a^2*b^2 + 96*a*b^3 + 

16*b^4))/(144*Lb) - (2*a^2*b^4*u^2)/(3*Lb) + (101*a^2*b^5*u^2)/(12*Lb^2) + 

(28*a^3*b^4*u^2)/(3*Lb^2) + (4*a^4*b^3*u^2)/Lb^2 - (311*a^2*b^6*u^2)/(12*Lb^3) - 

(89*a^3*b^5*u^2)/(2*Lb^3) - (122*a^4*b^4*u^2)/(3*Lb^3) - (16*a^5*b^3*u^2)/Lb^3 + 

(205*a^2*b^7*u^2)/(6*Lb^4) + (449*a^3*b^6*u^2)/(6*Lb^4) + 
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(1169*a^4*b^5*u^2)/(12*Lb^4) + (72*a^5*b^4*u^2)/Lb^4 + (24*a^6*b^3*u^2)/Lb^4 - 

(41*a^2*b^8*u^2)/(2*Lb^5) - (160*a^3*b^7*u^2)/(3*Lb^5) - 

(175*a^4*b^6*u^2)/(2*Lb^5) - (91*a^5*b^5*u^2)/Lb^5 - (56*a^6*b^4*u^2)/Lb^5 - 

(16*a^7*b^3*u^2)/Lb^5 + (55*a^2*b^9*u^2)/(12*Lb^6) + (41*a^3*b^8*u^2)/(3*Lb^6) + 

(80*a^4*b^7*u^2)/(3*Lb^6) + (35*a^5*b^6*u^2)/Lb^6 + (91*a^6*b^5*u^2)/(3*Lb^6) + 

(16*a^7*b^4*u^2)/Lb^6 + (4*a^8*b^3*u^2)/Lb^6 - (b^2*u^2*(192*a^9 + 1152*a^8*b + 

3120*a^7*b^2 + 5040*a^6*b^3 + 5376*a^5*b^4 + 3936*a^4*b^5 + 1980*a^3*b^6 + 

660*a^2*b^7 + 132*a*b^8 + 12*b^9))/(144*Lb^6) + (b^2*u^2*(864*a^8 + 4608*a^7*b + 

10920*a^6*b^2 + 15120*a^5*b^3 + 13440*a^4*b^4 + 7872*a^3*b^5 + 2970*a^2*b^6 + 

660*a*b^7 + 66*b^8))/(144*Lb^5) - (b^2*u^2*(1584*a^7 + 7272*a^6*b + 

14556*a^5*b^2 + 16584*a^4*b^3 + 11664*a^3*b^4 + 5076*a^2*b^5 + 1269*a*b^6 + 

141*b^7))/(144*Lb^4) + (b^2*u^2*(1488*a^6 + 5616*a^5*b + 9036*a^4*b^2 + 

7992*a^3*b^3 + 4116*a^2*b^4 + 1176*a*b^5 + 147*b^6))/(144*Lb^3))/(2*E*I); 

 

        % Elastic max bending deflection (at L/2) 

        dnb(i) = -(1/(E*I)*((-MAe*Lb^2/8)+(RAe*Lb^3/48)-(u/24*(Lb/2-a)^4))); 

         

        %'Risk' Level 

        rb = 'Green - Interaction falls within the elastic region'; 

 

    elseif Mp > Mc  % Plastic - Formation of plastic edge hinges (beam now  

       modelled as pinned-pinned with plastic edge moments) 

 

 % Initial slope (simply supported patch load) 

        Soph = -1/(E*I*Lb)*(-Mp*Lb^2/2 + RAph*Lb^3/6 + u/24*((Lb-(a+b))^4-(Lb- 

 a)^4));            

  

 % Plastic maximum bending deflection (at L/2)  

        dnb(i) = -(Soph*Lb/2 + 1/(E*I)*(-Mp*Lb^2/8 + RAph*Lb^3/48-u/24*(Lb/2- 

 a)^4)); 

 

        % Plastic Flexure Energy (J) 

        pfeb = (Lb*((u*b^2)/2 + a*u*b - Mp)^2 - ((a + b)^3*((u*b^2)/(2*Lb) + 

(a*u*b)/Lb)^2)/3 - (a + b)*((u*b^2)/2 + a*u*b - Mp)^2 + (Lb^3*((u*b^2)/(2*Lb) + 

(a*u*b)/Lb)^2)/3 + Mp^2*a + (a^3*((b^2*u)/(2*Lb) - b*u + (a*b*u)/Lb)^2)/3 - 

Lb^2*((u*b^2)/(2*Lb) + (a*u*b)/Lb)*((u*b^2)/2 + a*u*b - Mp) + (b*(120*Lb^2*Mp^2 

- 240*Lb^2*Mp*a*b*u - 80*Lb^2*Mp*b^2*u + 120*Lb^2*a^2*b^2*u^2 + 

80*Lb^2*a*b^3*u^2 + 16*Lb^2*b^4*u^2 + 240*Lb*Mp*a^2*b*u + 240*Lb*Mp*a*b^2*u + 

60*Lb*Mp*b^3*u - 240*Lb*a^3*b^2*u^2 - 320*Lb*a^2*b^3*u^2 - 150*Lb*a*b^4*u^2 - 

25*Lb*b^5*u^2 + 120*a^4*b^2*u^2 + 240*a^3*b^3*u^2 + 190*a^2*b^4*u^2 + 

70*a*b^5*u^2 + 10*b^6*u^2))/(120*Lb^2) + Mp*a^2*((b^2*u)/(2*Lb) - b*u + 

(a*b*u)/Lb) + (a + b)^2*((u*b^2)/(2*Lb) + (a*u*b)/Lb)*((u*b^2)/2 + a*u*b - 

Mp))/(2*E*I); 

        % Flex + Plastic moment rotation work (J) 

        SEb(i) = pfeb + 2*Mp*-Soph; 

 

        %'Risk' Level 

        rb = 'Yellow - The structure is starting to experience some plastic  

 deformation'; 
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    else % Once this region is entered 3 hinge collapse has occurred and the  

  code is terminated since anything in this region surpasses the IACS  

  limit state 

 

        r = 'beam collapse'; 

        % Giving the code a chance to see if the solution was overshot 

 hb = hb + 1;  

        SEb(i) = SEb(i-1); 

        dnb(i) = dnb(i-1); 

 

    end 

Step #3b Find the plate deformation energy 

    % Checking that the patch load height falls within the meta-model’s patch  

      load height range 

    if plH(i) < 0.02 

        plH(i) = 0.02; 

    elseif plH(i) > 0.3 

        plH(i) = 0.3; 

    end 

     

    % Load when plate first experiences yield dependent on patch load height (N) 

    IY = (4.00376e-6 - 6.34975e-6*plH(i))^-1;  

    % Load to cause center hinge collapse dependent on patch load height (N)       

    CHC = (3.96942e-6 - 6.86662e-6*plH(i))^-1;       

 

    if IY > Fn(i)  % Plate in elastic response region 

 

        % Elastic internal energy of a fixed plate dependent on contact force  

 (N) and patch load height (m) 

        SEp(i) = exp(-1.1586497426449+5.7960710920562e-05*Fn(i)-

0.31135442957295*plH(i)+1.6534680911943e-05*Fn(i)*plH(i)-2.1482633780681e-

10*Fn(i)^2-14.107224826413*plH(i)^2-1.9125191574465e-

10*Fn(i)^2*plH(i)+5.129621465748e-16*Fn(i)^3+3.1366687930684e-16*Fn(i)^3*plH(i)-

4.8575225910728e-22*Fn(i)^4); 

 

 

        % Max deflection (m) (at center of plate) for an elastic fixed plate  

 dependent on contact force (N) and patch load height (m) 

        dnp(i) = (0.0077443864175841+1.8823188149711e-

07*Fn(i)+0.016877543682288*plH(i)-2.4991469813884e-07*Fn(i)*plH(i)-

2.6518267361165e-13*Fn(i)^2-0.11956934867318*plH(i)^2-3.8445575982069e-

12*Fn(i)^2*plH(i)+2.5745046460479e-06*Fn(i)*plH(i)^2+3.253303954782e-18*Fn(i)^3-

7.5342026582083e-12*Fn(i)^2*plH(i)^2+9.0148611848708e-18*Fn(i)^3*plH(i)-

5.2287932386252e-24*Fn(i)^4)^2; 
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        %'Risk' Level 

        rp = 'Green - Interaction falls within the elastic region';     

 

    elseif  Fn(i) > IY && Fn(i) < CHC % Plate is in the initial plastic response  

    region, before the formation of plasticity at the center of the plate 

 

        % Plastic internal energy of a fixed plate dependent on contact force  

 (N) and patch load height (m) 

        SEp(i) = exp(-2.1438140872262+5.7438070207876e-05*Fn(i)-

13.017528238828*plH(i)-3.1976171241259e-05*Fn(i)*plH(i)-1.1371021639582e-

10*Fn(i)^2+84.47671816575*plH(i)^2+2.7763924940854e-10*Fn(i)^2*plH(i)-

0.00042252617352891*Fn(i)*plH(i)^2+7.9495171603142e-17*Fn(i)^3-

25.845320198092*plH(i)^3+4.6497410185657e-10*Fn(i)^2*plH(i)^2-3.252602411046e-

16*Fn(i)^3*plH(i)); 

 

        % Max deflection (m) (at center of plate) for a plastic fixed plate  

 dependent on contact force (N) and patch load height (m) 

        dnp(i) = (-0.066069562384247+7.2124533962117e-07*Fn(i)-

0.050375059393546*plH(i)-1.2266250928006e-06*Fn(i)*plH(i)-6.9111616425186e-

13*Fn(i)^2+0.97325590728926*plH(i)^2+2.7174014914111e-12*Fn(i)^2*plH(i)-

3.2219891987613e-06*Fn(i)*plH(i)^2)^2; 

 

        %'Risk' Level 

        rp = 'Yellow - The structure is starting to experience some plastic  

 deformation';     

 

    else   % Once this region is entered 3 hinge collapse has occurred and the  

 code is terminated since anything in this region surpasses the IACS  

 limit state 

        r = 'plate collapse'; 

 % Giving the code a chance to see if the solution was overshot 

        hp = hp + 1;   

        SEp(i) = SEp(i-1); 

        dnp(i) = dnp(i-1); 

    end 

Step #4 Compare total energy to the ice-crushing and structural response energies 

    if hp > 60 || hb > 60 

 %'Risk' Level 

        disp(['RED - Interaction has surpassed IACS limit state allowance due to  

 ' r])     

        return 

    elseif round(KE, 0) == round([IE(i) + SEb(i) + SEp(i)], 0) 

        c = 1; 

    elseif round(KE) > round((IE(i) + SEb(i) + SEp(i))) 

        i = i+1; 

        Fn(i) = Fn(i-1) + 2.5; 



134 

 

    else 

        i = i+1; 

        Fn(i) = Fn(i-1) - 0.05; % Smaller since narrowing down at this point &  

 checking if the solution has been skipped 

    end 

end 

Display 

disp(['The beam: ', rb]) 

disp(['The plate: ', rp]) 

fprintf('With a contact force of %3.2f N, ice-crushing uses %3.2f J of energy & 

the structural response uses %3.2f J of the total %3.2f J of the kinetic 

energy\n', Fn(i), IE(i), (SEp(i) + SEb(i)), KE) 

fprintf('With a structural displacement of %3.5f meters\n',dnp(i)) 

 

figure(1) 

hold all 

area(Fn,[IE' SEb' SEp']) 

ylabel('Energy (Joules)'); xlabel('Uniform Applied Load (Newtons)'); 

legend('Ice-Crushing Energy', 'Structural Response - Beam', 'Structural Response 

- Plate','Location','northwest') 

plot(Fn,(KE*ones(1,size(Fn, 2))),'--','DisplayName', 'Total Energy') 

hold off 

 

figure(2) 

plot(dni, Fn, dnb, Fn, dnp, Fn) 

xlabel('Displacement (m)'); ylabel('Uniform Applied Load (Newtons)'); 

legend('Ice-Crushing', 'Beam Deflection', 'Plate 

Deflection','Location','southwest') 

The beam: Yellow - The structure is starting to experience some plastic 

deformation 

The plate: Yellow - The structure is starting to experience some plastic 

deformation 

With a contact force of 357412.50 N, ice-crushing uses 17293.73 J of energy & 

the structural response uses 927.89 J of the total 18221.65 J of the kinetic 

energy 

With a structural displacement of 0.00547 meters 
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 – Popov Model Description 

A Popov collision summarizes the complex six-degree of freedom of a two-body collision 

down to a single-degree of freedom, through an effective mass term. For the Popov 

collision model implemented into this algorithm, effective mass terms for both the ship and 

ice are determined and then applied to find an effective mass of the whole collision system, 

as presented in Section 3.2. In this appendix, the additional inertial functions used to 

determine Eq. 5 are presented. 

The effective mass, Me, can be considered a point mass at the point ‘P’ of the contact force, 

Fn, along the normal vector with the magnitude 𝜁̈, Eq. i. The coordinates of point ‘P’ are 

relative to the center of mass of the ship or ice block. The effective mass, Eq. ii, is a function 

of the inertial properties, mass, radii of gyration, and moment arms, summarized in a 

coefficient, Co, and linearly proportional to the mass of the body, M. 

𝑀𝑒 =
𝐹𝑛

𝜁̈
 

Eq. i 

 

𝑀𝑒 =
𝑀

𝐶𝑜
 

Eq. ii 

 

Ship Effective Mass Coefficient 

To determine the effective mass coefficient of the ship (Eq. iii) the following hull terms, 

directional cosines, moment arms, mass radii of gyration, and added mass terms are listed 

as Eq. iv through Eq. xx. The hull angle and directional cosine terms (Eq. vi to Eq. viii) 

are dependent on the waterline angel, α, frame angel, β, normal frame angle, β’, and sheer 
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angle, γ, at the impact location of point ‘P’. The x, y, z terms of the moment arms (Eq. ix 

to Eq. xi) are the location of the impact relative to the ship's center of mass. Lastly the 

radii of gyration (Eq. xviii to Eq. xx) and added mass terms (Eq. xii to Eq. xvii) are 

dependent on the ship’s general dimensions such as draft, T, breadth, Bship, waterplane 

coefficient, Cwp, block coefficient, CB, overall length of the ship, Lship, height (depth), H, 

and midship coefficient Cm. 

𝐶𝑜𝑠ℎ𝑖𝑝
=  

𝑙2

1 + 𝐴𝑀𝑥
+

𝑚2

1 + 𝐴𝑀𝑦
+

𝑛2

1 + 𝐴𝑀𝑧
+

𝜆2

𝑟𝑥2(1 + 𝐴𝑀𝑟𝑜𝑙𝑙)
+ 

𝜇2

𝑟𝑦2(1 + 𝐴𝑀𝑝𝑖𝑡)
+  

𝜂2

𝑟𝑧2(1 + 𝐴𝑀𝑦𝑎𝑤)
 Eq. iii 

Hull angle relationships: 

tan(𝛽) = tan(𝛼) tan(𝛾) Eq. iv 

tan(𝛽′) = tan(𝛽) cos(𝛼) Eq. v 

Directional cosines, based on the ship hull angles: 

𝑙 = sin(𝛼) cos(𝛽′) Eq. vi 

𝑚 = cos(𝛼) cos(𝛽′) Eq. vii 

𝑛 = sin(𝛽′) Eq. viii 

Moment arms: 

𝜆 = 𝑛𝑦𝑝 − 𝑚𝑧𝑝 (Roll) Eq. ix 

𝜇 = 𝑙𝑧𝑝 − 𝑛𝑥𝑝  (Pitch) Eq. x 

𝜂 = 𝑚𝑥𝑝 − 𝑙𝑦𝑝 (Yaw) Eq. xi 

Ship geometric added mass terms (Popov): 

𝐴𝑀𝑥 = 0 (Surge) Eq. xii 
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𝐴𝑀𝑦 = 2
𝑇

𝐵𝑠ℎ𝑖𝑝
 

(Sway) Eq. xiii 

𝐴𝑀𝑧 =
2𝐵𝑠ℎ𝑖𝑝𝐶𝑤𝑝

2

3𝑇𝐶𝐵(1 + 𝐶𝑤𝑝)
 

(Heave) Eq. xiv 

𝐴𝑀𝑟𝑜𝑙𝑙 = 0.25 (Roll) Eq. xv 

𝐴𝑀𝑝𝑖𝑡 =
𝐵𝑠ℎ𝑖𝑝

𝑇(3 − 2𝐶𝑤𝑝)(3 − 𝐶𝑤𝑝)
 

(Pitch) Eq. xvi 

𝐴𝑀𝑦𝑎𝑤 = 0.3 + 0.05
𝐿𝑠ℎ𝑖𝑝

𝐵𝑠ℎ𝑖𝑝
 

(Yaw) Eq. xvii 

Mass radii of gyration squared: 

𝑟𝑥2 =
𝐶𝑤𝑝𝐵𝑠ℎ𝑖𝑝

2

11.4𝐶𝑚
+

𝐻2

12
 

(Roll) Eq. xviii 

𝑟𝑦2 = 0.07𝐶𝑤𝑝𝐿𝑠ℎ𝑖𝑝
2  (Pitch) Eq. xix 

𝑟𝑧2 =
𝐿𝑠ℎ𝑖𝑝

2

16
 

(Yaw) Eq. xx 

Ice Block Effective Mass Coefficient 

Popov originally assumed a circular ice floe, but to more closely model the ice-wedge 

contact geometry assumed in the IACS Polar rules, Dolny [51] estimated the inertial terms 

(Eq. xxi to Eq. xxxvi) for the effective mass of a square ice floe (Eq. xxi). In addition to 

the x, y, z location of the impact relative to the center of mass of the ice square floe, the 

normal frame angel of the ship at the point of contact, β’, and the edge length of the square 

ice floe, Lice, are required. 
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𝐶𝑜𝑖𝑐𝑒
=

𝑙𝑖𝑐𝑒
2

1 + 𝐴𝑀𝑥𝑖𝑐𝑒

+
𝑚𝑖𝑐𝑒

2

1 + 𝐴𝑀𝑦𝑖𝑐𝑒

+
𝑛𝑖𝑐𝑒

2

1 + 𝐴𝑀𝑧𝑖𝑐𝑒

+
𝜆𝑖𝑐𝑒

2

𝑟𝑥𝑖𝑐𝑒
2(1 + 𝐴𝑀𝑟𝑜𝑙𝑙𝑖𝑐𝑒

)
+ 

𝜇𝑖𝑐𝑒
2

𝑟𝑦𝑖𝑐𝑒
2(1 + 𝐴𝑀𝑝𝑖𝑡𝑖𝑐𝑒

)

+ 
𝜂𝑖𝑐𝑒

2

𝑟𝑧𝑖𝑐𝑒
2(1 + 𝐴𝑀𝑦𝑎𝑤𝑖𝑐𝑒

)
 

Eq. xxi 

Ice block directional cosines: 

𝑙𝑖𝑐𝑒 = −cos(𝛽′) Eq. xxii 

𝑚𝑖𝑐𝑒 = 0 Eq. xxiii 

𝑛𝑖𝑐𝑒 = −sin(𝛽′) Eq. xxiv 

Moment arms: 

𝜆𝑖𝑐𝑒 = 𝑛𝑖𝑐𝑒𝑦𝑝 − 𝑚𝑖𝑐𝑒𝑧𝑝 (Roll) Eq. xxv 

𝜇𝑖𝑐𝑒 = 𝑙𝑖𝑐𝑒𝑧𝑝 − 𝑛𝑖𝑐𝑒𝑥𝑝 (Pitch) Eq. xxvi 

𝜂𝑖𝑐𝑒 = 𝑚𝑖𝑐𝑒𝑥𝑝 − 𝑙𝑖𝑐𝑒𝑦𝑝 (Yaw) Eq. xxvii 

Ice block added mass terms (Dolny [51]): 

𝐴𝑀𝑥𝑖𝑐𝑒
= 0.05 (Surge) Eq. xxviii 

𝐴𝑀𝑦𝑖𝑐𝑒
= 0.05 (Sway) Eq. xxix 

𝐴𝑀𝑧𝑖𝑐𝑒
= 1.0 (Heave) Eq. xxx 

𝐴𝑀𝑟𝑜𝑙𝑙𝑖𝑐𝑒
= 1.0 (Roll) Eq. xxxi 

𝐴𝑀𝑝𝑖𝑡𝑖𝑐𝑒
= 1.0 (Pitch) Eq. xxxii 

𝐴𝑀𝑦𝑎𝑤𝑖𝑐𝑒
= 0.05 (Yaw) Eq. xxxiii 

Mass radii of gyration squared: 

𝑟𝑥𝑖𝑐𝑒
2 =

𝐿𝑖𝑐𝑒
2

12
 

(Roll) Eq. xxxiv 
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𝑟𝑦𝑖𝑐𝑒
2 =

𝐿𝑖𝑐𝑒
2

12
 

(Pitch) Eq. xxxv 

𝑟𝑧𝑖𝑐𝑒
2 =

𝐿𝑖𝑐𝑒
2

9
 

(Yaw) Eq. xxxvi 
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 – Beam Patch Load Derivation 

To derive the moment across the beam, Figure C.1, classical beam theory is applied and 

modelled with the Macaulay method. The moment equations are converted into piecewise 

functions to allow for the integration of the strain energy across the length of the beam, 

seen in section 3.4.1.  

 

Figure C.1 Beam Boundary and Loading Conditions 

Elastic Beam Derivation 

With Figure C.2, the elastic beam responses are derived with Macaulay brackets. First, the 

reaction forces (F(x)) across the beam are determined, then integrated to find the shear force 

(Q(x)), bending moment (M(x)), slope (θ(x)), and deflection (v(x)) across the length of the 

beam. 

 

Figure C.2 Elastic Beam Reaction Forces and Moments 
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Applied and Reaction Forces [N] 

𝐹(𝑥) =  𝑅𝐴〈𝑥 − 0〉−1 − 𝑢𝑛〈𝑥 − 𝑎〉0 + 𝑢𝑛〈𝑥 − (𝑎 + 𝑏)〉0 + 𝑅𝐵〈𝑥 − 𝐿𝑏〉−1 

Shear Force [N] 

𝑄(𝑥) =  𝑅𝐴〈𝑥 − 0〉0 − 𝑢𝑛〈𝑥 − 𝑎〉1 + 𝑢𝑛〈𝑥 − (𝑎 + 𝑏)〉1 + 𝑅𝐵〈𝑥 − 𝐿𝑏〉0 

Bending Moment [Nm] 

𝑀(𝑥) =  −𝑀𝐴〈𝑥 − 0〉0 +  𝑅𝐴〈𝑥 − 0〉1 −
𝑢𝑛

2
〈𝑥 − 𝑎〉2 +

𝑢𝑛

2
〈𝑥 − (𝑎 + 𝑏)〉2 + 𝑅𝐵〈𝑥 − 𝐿𝑏〉1

−  𝑀𝐵〈𝑥 − 𝐿𝑏〉0 

Slope of Beam [rad] 

𝜃(𝑥) =  𝜃(0) + 
1

𝐸𝐼
(−𝑀𝐴〈𝑥 − 0〉1 +  

𝑅𝐴

2
〈𝑥 − 0〉2 −

𝑢𝑛

6
〈𝑥 − 𝑎〉3 +

𝑢𝑛

6
〈𝑥 − (𝑎 + 𝑏)〉3

+
𝑅𝐵

2
〈𝑥 − 𝐿𝑏〉2 −  𝑀𝐵〈𝑥 − 𝐿𝑏〉1) 

Beam Deflection [m] 

𝑣(𝑥) =  𝑣(0) +  𝜃(0)𝑥

+  
1

𝐸𝐼
(

−𝑀𝐴

2
〈𝑥 − 0〉2 +  

𝑅𝐴

6
〈𝑥 − 0〉3 −

𝑢𝑛

24
〈𝑥 − 𝑎〉4 +

𝑢𝑛

24
〈𝑥 − (𝑎 + 𝑏)〉4

+
𝑅𝐵

6
〈𝑥 − 𝐿𝑏〉3 −  

𝑀𝐵

2
〈𝑥 − 𝐿𝑏〉2) 

Determining the Beam Reaction Terms 

Since the elastic boundary conditions are fixed but free-to-pull in, at both ends of the beam 

(x=0 & x=Lb) the slope and deflection of the beam are zero. 
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∴  𝜃(0) = 0 &  𝑣(0) = 0 

To determine RA and MA, knowing that the slope and deflection are zero at the ends of the 

beam, the slope and deflection equations are solved at x=Lb and arranged as a system of 

equations to determine the reaction force and moment at the start (x=0) of the beam. 

𝜃(𝐿𝑏) = 0 =
1

𝐸𝐼
(−𝑀𝐴〈𝐿𝑏 − 0〉1 +  

𝑅𝐴

2
〈𝐿𝑏 − 0〉2 −

𝑢𝑛

6
〈𝐿𝑏 − 𝑎〉3 +

𝑢𝑛

6
〈𝐿𝑏 − (𝑎 + 𝑏)〉3

+
𝑅𝐵

2
〈𝐿𝑏 − 𝐿𝑏〉2 −  𝑀𝐵〈𝐿𝑏 − 𝐿𝑏〉1) 

𝑀𝐴 =  
𝑅𝐴

2
𝐿𝑏 −

𝑢𝑛

6𝐿𝑏

(𝐿𝑏 − 𝑎)3 +
𝑢𝑛

6𝐿𝑏

(𝐿𝑏 − 𝑎 − 𝑏)3 

𝑣(𝐿𝑏) =  0 =  
1

𝐸𝐼
(

−𝑀𝐴

2
〈𝐿𝑏 − 0〉2 +  

𝑅𝐴

6
〈𝐿𝑏 − 0〉3 −

𝑢𝑛

24
〈𝐿𝑏 − 𝑎〉4 +

𝑢𝑛

24
〈𝐿𝑏 − (𝑎 + 𝑏)〉4

+
𝑅𝐵

6
〈𝐿𝑏 − 𝐿𝑏〉3 −  

𝑀𝐵

2
〈𝐿𝑏 − 𝐿𝑏〉2) 

𝑅𝐴 =  
3𝑀𝐴

𝐿𝑏
+

𝑢𝑛

4𝐿𝑏
3

(𝐿𝑏 − 𝑎)4 −
𝑢𝑛

4𝐿𝑏
3

(𝐿𝑏 − 𝑎 − 𝑏)4 

Therefore: 

𝑅𝐴 =  
𝑢𝑛

2𝐿𝑏
3

[(𝐿𝑏 − 𝑎 − 𝑏)4−(𝐿𝑏 − 𝑎)4] +  
𝑢𝑛

𝐿𝑏
2

[(𝐿𝑏 − 𝑎)3 −  (𝐿𝑏 − 𝑎 − 𝑏)3] 

𝑀𝐴 =  
𝑢𝑛

4𝐿𝑏
2

[(𝐿𝑏 − 𝑎 − 𝑏)4−(𝐿𝑏 − 𝑎)4] +  
𝑢𝑛

3𝐿𝑏

[(𝐿𝑏 − 𝑎)3 −  (𝐿𝑏 − 𝑎 − 𝑏)3] 
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Now with the reaction force and moment known at the beginning of the beam, the bending 

moment across the beam can be broken up and modelled with piecewise functions. 

𝟎 ≤ 𝒙 ≤ 𝒂 

𝑀1(𝑥) =  −𝑀𝐴〈𝑥 − 0〉0 + 𝑅𝐴〈𝑥 − 0〉1 

𝑀1(𝑥) =  −𝑀𝐴 +  𝑅𝐴𝑥 

𝒂 ≤ 𝒙 ≤ 𝒂 + 𝒃 

𝑀2(𝑥) =  −𝑀𝐴〈𝑥 − 0〉0 +  𝑅𝐴〈𝑥 − 0〉1 −
𝑢𝑛

2
〈𝑥 − 𝑎〉2 

𝑀2(𝑥) =  −𝑀𝐴 +  𝑅𝐴𝑥 −
𝑢𝑛

2
(𝑥 − 𝑎)2 

𝒂 + 𝒃 ≤ 𝒙 ≤ 𝑳 

𝑀3(𝑥) =  −𝑀𝐴〈𝑥 − 0〉0 +  𝑅𝐴〈𝑥 − 0〉1 −
𝑢𝑛

2
〈𝑥 − 𝑎〉2 +

𝑢𝑛

2
〈𝑥 − (𝑎 + 𝑏)〉2 

𝑀3(𝑥) =  −𝑀𝐴 +  𝑅𝐴𝑥 −
𝑢𝑛

2
(𝑥2 − 2𝑎𝑥 + 𝑎2)

+
𝑢𝑛

2
(𝑥2 − 2𝑎𝑥 − 2𝑏𝑥 + 𝑎2 + 2𝑎𝑏 + 𝑏2) 

𝑀3(𝑥) =  −𝑀𝐴 +  𝑅𝐴𝑥 − 𝑢𝑛𝑏(𝑥 − 𝑎 − 𝑏
2⁄ ) 

Initial Plastic Beam Response Derivation 

Similar to the elastic response, the reaction and applied forces, shear force, bending 

moment, slope, and deflection across the length of the beam are determined with 

Macaulay’s brackets and the adjusted boundary conditions. A simply-supported beam with 
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superimposed plastic moments is used to model the onset of yield at the ends of the beam, 

shown in Figure C.3. 

  

Figure C.3 Plastic Beam Reaction Forces and Moments 

Applied and Reaction Forces [N] 

𝐹(𝑥) =  𝑅𝐴〈𝑥 − 0〉−1 − 𝑢𝑛〈𝑥 − 𝑎〉0 + 𝑢𝑛〈𝑥 − (𝑎 + 𝑏)〉0 + 𝑅𝐵〈𝑥 − 𝐿𝑏〉−1 

Shear Force [N] 

𝑄(𝑥) =  𝑅𝐴〈𝑥 − 0〉0 − 𝑢𝑛〈𝑥 − 𝑎〉1 + 𝑢𝑛〈𝑥 − (𝑎 + 𝑏)〉1 + 𝑅𝐵〈𝑥 − 𝐿𝑏〉0 

Bending Moment [Nm] 

𝑀(𝑥) =  −𝑀𝑝〈𝑥 − 0〉0 + 𝑅𝐴〈𝑥 − 0〉1 −
𝑢𝑛

2
〈𝑥 − 𝑎〉2 +

𝑢𝑛

2
〈𝑥 − (𝑎 + 𝑏)〉2 + 𝑅𝐵〈𝑥 − 𝐿𝑏〉1

−  𝑀𝑝〈𝑥 − 𝐿𝑏〉0 

Slope of Beam [rad] 

𝜃(𝑥) =  𝜃(0) + 
1

𝐸𝐼
(−𝑀𝑝〈𝑥 − 0〉1 + 

𝑅𝐴

2
〈𝑥 − 0〉2 −

𝑢𝑛

6
〈𝑥 − 𝑎〉3 +

𝑢𝑛

6
〈𝑥 − (𝑎 + 𝑏)〉3

+
𝑅𝐵

2
〈𝑥 − 𝐿𝑏〉2 −  𝑀𝑝〈𝑥 − 𝐿𝑏〉1) 

 

 



147 

 

Beam Deflection [m] 

𝑣(𝑥) =  𝑣(0) +  𝜃(0)𝑥

+  
1

𝐸𝐼
(

−𝑀𝑝

2
〈𝑥 − 0〉2 +  

𝑅𝐴

6
〈𝑥 − 0〉3 −

𝑢𝑛

24
〈𝑥 − 𝑎〉4 +

𝑢𝑛

24
〈𝑥 − (𝑎 + 𝑏)〉4

+
𝑅𝐵

6
〈𝑥 − 𝐿𝑏〉3 −  

𝑀𝑝

2
〈𝑥 − 𝐿𝑏〉2) 

Determining the Beam Reaction Terms 

With the plastic boundary conditions now set as pinned with superimposed end moments, 

at both ends of the beam (x=0 & x=Lb) the deflection of the beam is zero, and the moment 

at the ends of the beam is the plastic moment. Therefore the 𝑣(0) term is zero. This leaves 

RA and θ(0) as unknowns to be solved. First, the reaction force, RA, is determined by solving 

for the moment at x=Lb. 

𝑀(𝐿𝑏) =  −𝑀𝑝 =  −𝑀𝑝 + 𝑅𝐴〈𝐿𝑏 − 0〉1 −
𝑢𝑛

2
〈𝐿𝑏 − 𝑎〉2 +

𝑢𝑛

2
〈𝐿𝑏 − (𝑎 + 𝑏)〉2 

𝑀(𝐿𝑏) = 0 =  𝑅𝐴𝐿𝑏 −  
𝑢𝑛

2
(𝐿𝑏

2 − 2𝑎𝑏 + 𝑎2) +
𝑢𝑛

2
(𝐿𝑏

2 − 2𝑎𝐿𝑏 − 2𝑏𝐿𝑏 + 𝑎2 + 2𝑎𝑏 + 𝑏2) 

𝑅𝐴 =
𝑢𝑛𝑏

𝐿𝑏
(𝐿𝑏 − 𝑎 − 𝑏

2⁄ ) 

To determine the initial slope, θ(0), the deflection, v(x), at x=Lb is arranged knowing that 

the deflection at the end of the beam is zero. 
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𝑣(𝐿𝑏) = 0 =  𝜃(0)𝐿𝑏

+  
1

𝐸𝐼
(

−𝑀𝑝

2
〈𝐿𝑏 − 0〉2 +  

𝑅𝐴

6
〈𝐿𝑏 − 0〉3 −

𝑢𝑛

24
〈𝐿𝑏 − 𝑎〉4

+
𝑢𝑛

24
〈𝐿𝑏 − (𝑎 + 𝑏)〉4 +

𝑅𝐵

6
〈𝐿𝑏 − 𝐿𝑏〉3 −  

𝑀𝑝

2
〈𝐿𝑏 − 𝐿𝑏〉2) 

 𝜃(0) =  
−1

𝐸𝐼𝐿𝑏
(

−𝑀𝑝

2
𝐿𝑏

2 +  
𝑅𝐴

6
𝐿𝑏

3 −
𝑢𝑛

24
(𝐿𝑏 − 𝑎)4 +

𝑢𝑛

24
(𝐿𝑏 − 𝑎 − 𝑏)4) 

Now with the reaction force at the beginning of the beam known, the plastic bending 

moment across the beam can be broken up and modelled with piecewise functions. 

𝟎 ≤ 𝒙 ≤ 𝒂 

𝑀1(𝑥) = −𝑀𝑝 + 𝑅𝐴𝑥 

𝑀1(𝑥) =  −𝑀𝑝 + 𝑢𝑛𝑏𝑥 −
𝑢𝑛𝑎𝑏𝑥

𝐿𝑏
−

𝑢𝑛𝑏2𝑥

2𝐿𝑏
 

𝒂 ≤ 𝒙 ≤ 𝒂 + 𝒃 

𝑀2(𝑥) = −𝑀𝑝 + 𝑅𝐴𝑥 −
𝑢𝑛

2
(𝑥 − 𝑎)2 

𝑀2(𝑥) =  −𝑀𝑝 + 𝑢𝑛𝑏𝑥 −
𝑢𝑛𝑎𝑏𝑥

𝐿𝑏
−

𝑢𝑛𝑏2𝑥

2𝐿𝑏
−

𝑢𝑛𝑥2

2
+ 𝑢𝑛𝑎𝑥 −

𝑢𝑛𝑎2

2
 

𝒂 + 𝒃 ≤ 𝒙 ≤ 𝑳𝒃 

𝑀3(𝑥) = −𝑀𝑝 + 𝑅𝐴𝑥 −
𝑢𝑛

2
(𝑥 − 𝑎)2 +

𝑢𝑛

2
(𝑥 − (𝑎 + 𝑏))

2
 

𝑀3(𝑥) =  −𝑀𝑝 −
𝑢𝑛𝑎𝑏𝑥

𝐿𝑏
−

𝑢𝑛𝑏2𝑥

2𝐿𝑏
+ 𝑢𝑛𝑎𝑏 −

𝑢𝑛𝑏2

2
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 – Beam Strain Energy Integration (MATLAB Script) 

Contents 

 Elastic Response 

 Plastic Response 

 Solve 

 Show Energy Equations 

clear 

 

syms Mp a b Lb u x 

Elastic Response 

MA = -u/(3*Lb)*((Lb-a-b)^3-(Lb-a)^3) - u/(4*Lb^2)*((Lb-a)^4-(Lb-a-b)^4); 

RA = -u/(2*Lb^3)*((Lb-a)^4-(Lb-a-b)^4) - u/Lb^2*((Lb-a-b)^3-(Lb-a)^3); 

 

me1 = (-MA + RA*x).^2; 

 

me2 = (-MA + RA*x - u/2*(x-a)^2).^2; 

 

me3 = (-MA + RA*x - u*b*(x-a-b/2)).^2; 

 

Ue = int(me1, x, 0, a) + int(me2, x, a, a+b) + int(me3, x, a+b, Lb); 

Plastic Response 

mp1 = (-Mp + u*b*x - u*a*b*x/Lb - u*b^2*x/(2*Lb)).^2; 

 

mp2 = (-Mp + u*b*x - u*a*b*x/Lb - u*b^2*x/(2*Lb) - u*x^2/2 + u*a*x - 

u*a^2/2).^2; 

 

mp3 = (-Mp + u*a*b + u*b^2/2 - u*a*b*x/Lb - u*b^2*x/(2*Lb)).^2; 

 

Up = int(mp1, x, 0, a) + int(mp2, x, a, a+b) + int(mp3, x, a+b, Lb); 

Solve 

Lb=1.8; 

b=.6; 

a=Lb/2-b/2; 

Mp=6.9867e+04; 

u=[0:1000:1000000]'; 

E=2e11; 

I=5.3668e-05; 

file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Int_BeamEnergy.html%232
file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Int_BeamEnergy.html%233
file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Int_BeamEnergy.html%234
file:///C:/Users/ahprice/Documents/Thesis/MatLab%20Scripts/html/Int_BeamEnergy.html%235
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RAph = u*b/Lb*(Lb-a-b/2); 

Soph = -1/(E*I*Lb)*(-Mp*Lb^2/2 + RAph*Lb^3/6 + u/24*((Lb-(a+b))^4-(Lb-a)^4)); 

 

Je = double(subs(Ue))/(2*E*I); 

Jp = double(subs(Up))/(2*E*I); 

Jmp = 2*Mp*abs(Soph); 

Show Energy Equations 

displayFormula("Ueb== Ue") 

displayFormula("Upb== Up") 

Ueb == a*((u*((- Lb + a + b)^4 - (Lb - a)^4))/(4*Lb^2) + (u*((- Lb + a + b)^3 + 

(Lb - a)^3))/(3*Lb))^2 + (a^3*((u*((- Lb + a + b)^4 - (Lb - a)^4))/(2*Lb^3) + 

(u*((- Lb + a + b)^3 + (Lb - a)^3))/Lb^2)^2)/3 + (b^5*u^2)/20 - a^2*((u*((- Lb + 

a + b)^4 - (Lb - a)^4))/(2*Lb^3) + (u*((- Lb + a + b)^3 + (Lb - 

a)^3))/Lb^2)*((u*((- Lb + a + b)^4 - (Lb - a)^4))/(4*Lb^2) + (u*((- Lb + a + 

b)^3 + (Lb - a)^3))/(3*Lb)) - (2*b^6*u^2)/(9*Lb) + (11*b^7*u^2)/(18*Lb^2) - 

(25*b^8*u^2)/(24*Lb^3) + (47*b^9*u^2)/(48*Lb^4) - (11*b^10*u^2)/(24*Lb^5) + 

(b^11*u^2)/(12*Lb^6) - (2*a*b^5*u^2)/(3*Lb) + (43*a*b^6*u^2)/(12*Lb^2) - 

(8*a*b^7*u^2)/Lb^3 + (35*a*b^8*u^2)/(4*Lb^4) - (55*a*b^9*u^2)/(12*Lb^5) + 

(11*a*b^10*u^2)/(12*Lb^6) - (b^2*u^2*(532*a*b^4 + 2088*a^4*b + 720*a^5 + 76*b^5 

+ 1596*a^2*b^3 + 2520*a^3*b^2))/(144*Lb^2) + (b^2*u^2*(96*a*b^3 + 288*a^3*b + 

144*a^4 + 16*b^4 + 240*a^2*b^2))/(144*Lb) - (2*a^2*b^4*u^2)/(3*Lb) + 

(101*a^2*b^5*u^2)/(12*Lb^2) + (28*a^3*b^4*u^2)/(3*Lb^2) + (4*a^4*b^3*u^2)/Lb^2 - 

(311*a^2*b^6*u^2)/(12*Lb^3) - (89*a^3*b^5*u^2)/(2*Lb^3) - 

(122*a^4*b^4*u^2)/(3*Lb^3) - (16*a^5*b^3*u^2)/Lb^3 + (205*a^2*b^7*u^2)/(6*Lb^4) 

+ (449*a^3*b^6*u^2)/(6*Lb^4) + (1169*a^4*b^5*u^2)/(12*Lb^4) + 

(72*a^5*b^4*u^2)/Lb^4 + (24*a^6*b^3*u^2)/Lb^4 - (41*a^2*b^8*u^2)/(2*Lb^5) - 

(160*a^3*b^7*u^2)/(3*Lb^5) - (175*a^4*b^6*u^2)/(2*Lb^5) - (91*a^5*b^5*u^2)/Lb^5 

- (56*a^6*b^4*u^2)/Lb^5 - (16*a^7*b^3*u^2)/Lb^5 + (55*a^2*b^9*u^2)/(12*Lb^6) + 

(41*a^3*b^8*u^2)/(3*Lb^6) + (80*a^4*b^7*u^2)/(3*Lb^6) + (35*a^5*b^6*u^2)/Lb^6 + 

(91*a^6*b^5*u^2)/(3*Lb^6) + (16*a^7*b^4*u^2)/Lb^6 + (4*a^8*b^3*u^2)/Lb^6 - 

(b^2*u^2*(132*a*b^8 + 1152*a^8*b + 192*a^9 + 12*b^9 + 660*a^2*b^7 + 1980*a^3*b^6 

+ 3936*a^4*b^5 + 5376*a^5*b^4 + 5040*a^6*b^3 + 3120*a^7*b^2))/(144*Lb^6) + 

(b^2*u^2*(660*a*b^7 + 4608*a^7*b + 864*a^8 + 66*b^8 + 2970*a^2*b^6 + 

7872*a^3*b^5 + 13440*a^4*b^4 + 15120*a^5*b^3 + 10920*a^6*b^2))/(144*Lb^5) - 

(b^2*u^2*(1269*a*b^6 + 7272*a^6*b + 1584*a^7 + 141*b^7 + 5076*a^2*b^5 + 

11664*a^3*b^4 + 16584*a^4*b^3 + 14556*a^5*b^2))/(144*Lb^4) + 

(b^2*u^2*(1176*a*b^5 + 5616*a^5*b + 1488*a^6 + 147*b^6 + 4116*a^2*b^4 + 

7992*a^3*b^3 + 9036*a^4*b^2))/(144*Lb^3) 

  

Upb == - (a + b)*(- Mp + (b^2*u)/2 + a*b*u)^2 - ((a + b)^3*((b^2*u)/(2*Lb) + 

(a*b*u)/Lb)^2)/3 + Lb*(- Mp + (b^2*u)/2 + a*b*u)^2 + (Lb^3*((b^2*u)/(2*Lb) + 

(a*b*u)/Lb)^2)/3 + Mp^2*a + (a^3*(- b*u + (b^2*u)/(2*Lb) + (a*b*u)/Lb)^2)/3 - 

Lb^2*((b^2*u)/(2*Lb) + (a*b*u)/Lb)*(- Mp + (b^2*u)/2 + a*b*u) + 

(b*(120*Lb^2*Mp^2 + 10*b^6*u^2 - 25*Lb*b^5*u^2 + 70*a*b^5*u^2 + 16*Lb^2*b^4*u^2 
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+ 190*a^2*b^4*u^2 + 240*a^3*b^3*u^2 + 120*a^4*b^2*u^2 - 320*Lb*a^2*b^3*u^2 - 

240*Lb*a^3*b^2*u^2 + 80*Lb^2*a*b^3*u^2 + 60*Lb*Mp*b^3*u + 120*Lb^2*a^2*b^2*u^2 - 

80*Lb^2*Mp*b^2*u - 150*Lb*a*b^4*u^2 + 240*Lb*Mp*a*b^2*u + 240*Lb*Mp*a^2*b*u - 

240*Lb^2*Mp*a*b*u))/(120*Lb^2) + Mp*a^2*(- b*u + (b^2*u)/(2*Lb) + (a*b*u)/Lb) + 

(a + b)^2*((b^2*u)/(2*Lb) + (a*b*u)/Lb)*(- Mp + (b^2*u)/2 + a*b*u) 
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