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Abstract

The radar cross-section (RCS) of the ocean surface mathematically describes the

interaction between electromagnetic fields and ocean waves, allowing for a better

understanding of observations made by coastal high-frequency (HF) radars. However,

theoretical limitations have restricted the calculation of the RCS of the ocean surface

to electromagnetically-small waves. This thesis proposes an approach to study and

evaluate the scattering of electric fields over ocean surfaces with electromagnetically-

large waves, as well as an extension of the generalized functions approach to the one-

body scattering problem to curvilinear coordinates with variable basis vectors. The

present work enables the analysis of HF radar signals scattered by the ocean surface

during storms and electromagnetically-high sea states, expanding the capabilities of

HF radars in radio oceanography.

First, a system of equations for the electric field in curvilinear coordinates in the

presence of a single scatter is proposed. It is shown that the derived equations can

be applied to coordinate systems with variable basis vectors, being reduced to the

form presented in the literature [1] when Cartesian coordinates are considered. As

a proof of concept, the system of equations for curvilinear coordinates is applied to

a perfectly-electrically conductive (PEC) sphere, yielding the Stratton-Chu integral
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equation for the electric field, a general solution in classic electromagnetics.

Then, the electric field scattering over a time-varying conductive random surface

is obtained for an ocean surface with electromagnetically-large waves. First, the

electric field expressions are obtained by applying the proposed system of equations

to a time-varying conductive random surface, removing the restrictions to the growth

of the roughness scales presented in the literature. This allows for the study of ocean

surfaces with electromagnetically-large waves. The derivation results in additional

electric field expressions that correct the height-restricted expression accounting for

the energy of electromagnetically-large waves. The resulting expression is reduced

to the height-restricted formulation if the roughness scale is sufficiently small. From

the expression of the electric field, the RCSs of the correction terms are derived.

These derivations yield expressions that can be reduced to a general form, allowing

the generation of correction terms to the radar cross-section at a given order by

a product with the desired correction factor. In a morphological analysis of the

correction factors, it is shown that at small roughness scales, the correction terms

do not affect the total cross-section for the ocean surface; however, by increasing the

roughness scale beyond the limits presented in the literature, the contribution of the

correction terms to the total RCS become significant. Evidence of the presence of the

proposed correction terms was approved in field measurements; however, definitive

proof of the effects observed here can be the object of future research.
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Chapter 1

Introduction

1.1 Research Rationale

During the past decades, climatologists have observed a statistically significant pos-

itive trend on average of the highest third of waves in the ocean, a metric known

as significant wave height (Hs) [4]–[6]. An analysis of buoy and altimeter data for

wind speeds and wave heights between 1985 and 2008 [7] has shown a statistically

significant positive trend in waves within the 99th percentile of the significant wave

height distribution across the globe at a 95% confidence level, varying from a 2.41 cm

increase per year in the Gulf of Mexico to a 5.20 cm increase per year in wave heights

in the North Atlantic. This corroborates the results shown in several other studies,

which have reported an increase in the frequency of extreme wave events [8]–[12]; this

increase in significant wave heights can appreciably impact the operation and safety

of offshore industries, coastal developments, and transportation of goods and people.

However, as stated in [13], in-situ measurements of extreme wave events is a chal-
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lenging task, as the sensors deployed are prone to failure under such circumstances.

On the other hand, remote sensing technologies have been employed in the last few

decades to perform measurements of extreme wave events [13].

Due to the effect that different sea states have on the scattered electromagnetic

signal within the high-frequency (HF) band (3–30 MHz), HF radars have been largely

employed in the remote sensing of ocean environments for both target detection and

radio oceanography [14], [15]. Physical interpretations and mathematical models have

been developed over the years to interpret data received by HF radar systems, includ-

ing expressions of the radar cross-section (RCS) of the ocean surface, accounting for

different electromagnetic and hydrodynamic interactions [16], [17], as well as different

radar configurations [18]. In these works, the electric field is derived from physical

and geometric interpretations of the model, and from that, the RCS can be obtained.

The radar cross-section of the ocean surface is one of the most important expressions

in the study of radio oceanography signals in the HF band, as it is required for the

development of methods for the extraction of statistical and meteorological informa-

tion from the ocean surface [19]–[23]. One of the methods employed to approximate

the RCS of the ocean surface involves the application of perturbation theory [2].

Perturbation theory has been widely used to approximate the analytical solution

of complex problems [24]–[26]. Perturbation methods are used to approximate the

solution of a complex problem by incrementally modifying — i.e. perturbing — the

solution to a simpler, but similar one, by introducing a series of approximations reg-

ulated by a small quantity known as the perturbation parameter. This perturbation

parameter should be small for the problem at hand [27]. This imposes a limitation to

the approximated solution, which should be observed at every step in the analysis.
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To enable the use of perturbation expansions, two restrictions have been imposed

to the scattering problem: the roughness scale, the product of significant wave height

of the ocean surface and the radar transmitting wavenumber, must be much smaller

than 1 — a limitation that is known as the small-height approximation; and the

slope of the ocean surface should also be much smaller than 1, known as small-

slope approximation. These are suitable restrictions if different radar frequencies

are used to observe different sea states, such that the theoretical limits imposed

by the perturbation theory are being respected. However, as the sea-state grows

beyond the limits of the small-height approximation for a given radar frequency, the

RCS expressions derived using these restrictions lose their validity, impacting the

interpretation of signals obtained during extreme wave events [28].

As stated in [28], a completely new mathematical approach would be required to

remove both restrictions, abandoning the use of perturbation theory altogether and

ignoring the body of work on the analysis of HF radar returns developed over the last

half century, which lies in the asymptotic approximation of the Fourier coefficients for

the ocean surface [29]. Therefore, the derivation of a new approach that would remove

one of the limitations while keeping the asymptotic analysis for the hydrodynamic

interactions of the ocean surface is a valid research endeavour.

The primary goal of the present work is the development of a scattering theory

for high-frequency signals propagating over a time-varying conductive random sur-

face with arbitrary roughness scales, with a particular focus on ocean surfaces where

the significant wave height becomes an appreciable fraction of the transmitter wave-

length, a situation described here as electromagnetically-high sea state. The research

presented here is intended to further improve the representation of the ocean surface
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through its radar cross-section, serving as a basis for future research in the inver-

sion of meteorological measurements at electromagnetically-high sea states, as well as

to enhance the development of the scattering theory over conductive rough surfaces

better described through curvilinear coordinates.

1.2 Literature Review

Although there was a vibrant debate in the field of electromagnetic propagation at

the beginning of the twentieth century (e.g., [30]–[38]), most of the studies developed

during this time were dedicated to the understanding and improvement of wireless

telegraphic communications. The operational use of electromagnetic waves for prob-

ing and detection started just before World War II [39], and were largely developed

due to the efforts to develop and advance early warning systems for aircraft and naval

defence during the war [40], [41]. A vast body of academic and journalistic literature

has been dedicated to report the efforts involving the study of radar in the microwave

frequency during the war – e.g., [39]–[46].

For both radio telegraphy and target detection, electromagnetic scattering from

the ocean surface was treated as interference known as “sea clutter” [14]. In 1946,

Davies and Macfarlane [47] tried to give a theoretical treatment to the problem of

sea clutter in radar measurements, deriving a scattering coefficient that could be

used to calculate the echo from the sea surface. According to their experiments, this

scattering coefficient would depend on the ocean wave height, transmitted wavelength,

and angle of incidence. In 1950, Blake [48], posited that reflections from a rough sea

would randomly fluctuate, generating what he called a “sea return” in microwave

4



amplitude-modulated communications. Even though Blake was not interested in

using the scattered signal for oceanographic purposes, he derived the probability

distribution of the sea return using the principles of harmonic analysis developed for

ocean wave measurements proposed by Seiwell and Wadsworth [49]. At the same

time, a report was being produced for the Naval Research Laboratory in the United

States [50], detailing the measurement of sea surface reflectivity using a Doppler radar;

however, this research was conducted with the sole purpose of testing the impact of

the ocean surface on Doppler radar measurements.

One year after Blake’s paper, Rice [27] developed a scattering theory for a slightly

rough surface. In his analysis, Rice perturbed the solution of the electric field prop-

agation over a perfectly smooth surface to obtain a solution to the electromagnetic

field scattered by a rough surface. As a consequence of employing a perturbation

approach to the solution of this problem, Rice’s results were limited to slightly rough

surfaces, as restrictions had to be imposed on both roughness height and slope. Even

with this limitation, the theory proposed by Rice was a very important development

in the theory of electromagnetic scattering over rough surfaces. Following its pub-

lication, Rice’s work was first applied to ocean surfaces by Davies [51] in 1954, and

would later be expanded by Wait [52]–[55], Peake and Barrick [56], and Barrick [2],

[57].

A comprehensive analysis of the different scattering theories for rough surfaces

can be found in the works of Fung [58], Barrick [59], Barabanenkov et al. [60], and

Elfouhaily and Guérin [61]. Each of these works presents a different classification, but,

in general, the approximate scattering theories for rough surfaces can be classified

into three main groups: the small perturbation method (small roughness scales),
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Kirchhoff approximation (large roughness scales), and unifying theories [61]. Using

this classification, the generalized functions approach [17], [62] used in this thesis can

be identified as a unifying theory as it can be used to bridge the gap between small

and large roughness scales.

It was not until Crombie [63] that HF radars started being used to obtain meteo-

rological measurements from the ocean surface, birthing the research field known as

radio oceanography. Crombie conjectured that sharp peaks in the Doppler spectrum

of the electric field scattered by the ocean surface occurred at frequency shifts that

could be predicted by Bragg’s law – in other words, the ocean surface acts as diffrac-

tion gratings to the electromagnetic waves. A similar phenomenon was observed

by Dowden [64] and Haubert [65] in ionospheric measurements. The first theoretical

treatment of this phenomenon was later given by Wait [66] in 1966. Even though

Crombie’s results are largely correct, Naylor and Robson [67] point to some incon-

sistencies in the analogy to Bragg scattering, stating that the phenomenon observed

in ocean waves has a similar mathematical description to Bragg’s law, but different

underlying physical phenomenon.

In the theoretical analysis of HF radar signals in radio oceanography, the two most

widely-used approaches are the small perturbation method [68], [69], based on the

work of Rice [27], and the generalized functions approach [3], [17], based on the work

of Walsh [62]. At different stages of their derivations, asymptotic expansions have

been employed to obtain approximate solutions to the scattering problem at hand.

To understand the restrictions imposed on the previously-devised approaches and

the framework in which this research has been developed, the concept of asymptotic

expansion needs to be examined first.
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1.2.1 Generalized Asymptotic Expansion

An asymptotic sequence {φm(ε)} of a parameter ε can be defined as a sequence of

functions defined on a set Ω such that, for every m ∈ N,

φm(ε) ∈ o[φm−1(ε)] as ε→ ε0, (1.1)

where ε0 is a limit point of Ω, and o[·] is the Landau symbol known as “little Oh”, a

set defined such that, using the notation shown in (1.1) [70],

lim
ε→ε0

∣∣∣∣ φm(ε)

φm−1(ε)

∣∣∣∣ = 0 (1.2)

Some examples of asymptotic sequences are εm, εm/3, (log ε)−m [24].

A generalized asymptotic expansion of the function f(x) ∈ Ω with respect to the

asymptotic sequence {φm(ε)} can be written as [70], [71]

f(x; ε) =
N∑
m=0

fm(x, ε) + o[φN(ε)], as ε→ ε0 (1.3)

where fm(x; ε) ∈ Ω, ∀m are the coefficients of the asymptotic expansion of f(x).

Therefore, the asymptotic series FN(x, ε) =
N∑
m=0

fm(x, ε) is said to be an asymptotic

expansion of f(x) with respect to {φm(ε)} as ε→ ε0 up to the Nth-order.

From the form presented in (1.3), a number of different types of asymptotic ex-

pansion can be defined [70]. One of the most common types of asymptotic expansion

is the Poincaré-type expansion [24], [72]. An asymptotic expansion is said to be of

Poincaré type when fm(x; ε) = am(x)φm(ε), where am(x) ∈ Ω is independent of the

parameter ε. Also, a power series form of asymptotic expansion is a Poincaré-type

expansion that has an asymptotic sequence defined as φm(ε) = (ψ(ε))λm , where ψ(ε)

is a function of ε independent of x and m, and λm is a constant number for each m.
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An asymptotic expansion is said to be uniformly valid if within a given set, for all

points within the set, each term of the asymptotic expansion is a small correction to

its predecessor [24]. Mathematically, the asymptotic perturbation expansion FN(x, ε)

is uniformly valid for x ∈ I, I ⊂ Ω, if [72]

f(x; ε)− FN(x; ε) ∈ O[φN+1(ε)], as ε→ ε0. (1.4)

where O[·] is the Landau symbol known as “big Oh”, a set defined such that, using

the notation shown in (1.4), there exist constants C ∈ R and ε1 such that [24]

|f(x; ε)− FN(x; ε)| ≤ C|φN+1(ε)|, for ε0 < ε < ε1,

or

lim
ε→ε0

∣∣∣∣f(x; ε)− FN(x; ε)

φN+1(ε)

∣∣∣∣ = L, (1.5)

with −∞ < L < ∞ [72]. For the specific case of a power series form of asymptotic

expansion where ψ(ε) = ε and λm = m, the parameter ε should be smaller than 1 for

the asymptotic expansion to be considered uniformly valid.

Asymptotic expansions have been largely applied to wave problems in physical

oceanography [73]–[75], as well as in scattering problems in radio oceanography [17],

[29], and are an important part of the analytical approximation method known as

perturbation theory. In the following section, the use of asymptotic expansions to the

solution of the rough surface scattering problem in radio oceanography, as well as the

limitations imposed on the derivations, will be examined in more detail.
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1.2.2 Limitations of Scattering Theories Applied to Radio

Oceanography in the HF Band

Here, the scattering theories most widely used in the HF radar literature are exam-

ined, with a particular focus on the assumptions and restrictions imposed during their

derivations. As the methods presented in the following sections are heavily depen-

dent on the mathematical notation used in the derivations, the notation used in the

following sections closely follows their presentation in the original works.

1.2.2.1 Perturbation Theory

Perturbation theory is a set of analytical mathematical methods for approximating the

solution of a problem by using an asymptotic expansion of a parameter or coordinate

involved or artificially introduced to the problem [24]. The main approach described in

the present analysis is known as parameter perturbation, where a parameter is added

to the solution of a similar problem to liken it to a known solution of a different

problem.

One year after Wait’s theoretical explanation of the Bragg scattering phenomenon

observed by Crombie [63], Peake and Barrick [56] used the perturbation theory ap-

proach proposed by Rice [27] to analyze the electromagnetic scattering and radiative

properties of lunar-like surfaces. Later, in 1970, Barrick [59], [76] incorporated the

approach proposed in the works of Wait [52]–[54] to expand the lunar surface analysis

to the HF and VHF scattering over the ocean surface. After Barrick’s work, Wait

[55] expanded the perturbation theory approach to a two-dimensional periodic ocean

surface.
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The perturbation theory approach to the scattering over the ocean surface pro-

posed by Barrick [2], [57], [59], [76] starts with the closed-form solution for the scat-

tering over a perfectly flat surface of a highly conductive material with impedance ∆.

As presented in [2], the electric field in Cartesian coordinates (Ex, Ey, Ez) over such

surface can be described as

Ex u E0∆ exp[jk0(1−∆2)
1/2
x− j(k0∆)z], (1.6)

Ey = 0, (1.7)

Ez u E0 exp[jk0(1−∆2)
1/2
x− j(k0∆)z], (1.8)

where E0 is the amplitude coefficient for the electric field and k0 is the radar transmit-

ter wavenumber. The time-dependent factor has been omitted in these expressions.

As is commonly done in approximations using perturbation theory, the simpler solu-

tion is then perturbed to solve a marginally more complex problem. Now, considering

a perturbation introduced by slightly rough surface, periodic within a square of side

L and defined as a Fourier series as

ζ(x, y) =
∞∑ ∞∑
m,n=−∞

P (m,n) exp[ja(mx+ ny)],

with P (m,n) being the Fourier coefficients, a = 2π
L

, and m and n defined such that

am and an are wavenumbers in the x and y directions, the electric fields would take

the form [2]

Ex = ∆E(h, 0, z) +
∞∑ ∞∑
m,n=−∞

AmnE(m+ h, n, z), (1.9)

Ey =
∞∑ ∞∑
m,n=−∞

BmnE(m+ h, n, z), (1.10)

Ez = E(h, 0, z) +
∞∑ ∞∑
m,n=−∞

CmnE(m+ h, n, z), (1.11)
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where

E(m+ h, n, z) ≡ E0 exp[ja(m+ h)x+ jany + jb(m+ h, n)z],

b(m+ h, n) ≡ [k0
2 − a2(m+ h)2 − a2n2]

1/2
.

At this point, it is necessary to derive the coefficients Amn, Bmn and Cmn in terms

of P (m,n) and other defined parameters to obtain the electric field over a rough

surface [56]. According to Peake and Barrick [56], this is done by using a power series

form of asymptotic expansion in all possible quantities involved in these equations,

with φ(ε) = εm and ε being chosen between k0ζ, ∂ζ/∂x, and ∂ζ/∂y. As a consequence

of the use of perturbation theory and for the asymptotic expansion to be uniformly

valid, both the roughness scale and the slopes of the surface must be sufficiently

small [28]. This assumption inhibits the removal of any of the height and slope

limitations imposed on the derivations from the electric fields derived using Barrick’s

expressions.

1.2.2.2 Generalized Functions Approach

Another approach to the problem of high-frequency electromagnetic scattering over

the ocean surface is the generalized functions method. The first application of dis-

tributions to the solution of Maxwell’s equations was done in 1969 by Cerutti-Maori

et al. [77], where they were deriving a numerical approach to the problem of electro-

magnetic waves propagating through diffraction gratings. The results presented in

this work were later applied and expanded by Petit and Maystre [78], Maystre and

Vincent [79], and Petit [80], and more recently by Akarid and Polack [81].

Independent from the developments shown in [77]–[80], Walsh [82] first presented
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his approach to the application of generalized functions to electromagnetic problems

in 1976, where he used mathematical distributions to obtain the currents in an an-

tenna; this method was later applied to the analysis of currents in thin linear antennas

by Walsh and Srivastava in 1977 [83], [84]. In a report to the Defense Research Es-

tablishment Atlantic (DREA) in 1980 [62], Walsh expanded the generalized functions

method to analyze the electric field scattered by a rough surface, which was later

extended by Srivastava [85] to obtain the radar cross-section of the rough surface.

Based on all their previous research, Walsh and his colleagues refined the method of

generalized functions, proposing a more general approach to rough surface scatter-

ing [86], expanded its application to mixed path propagation [87], and developed a

general theory for the two-body scattering problem Walsh and Donnelly [1]. In 1990,

Walsh and his colleagues applied their theory to the scattering of electric fields over

the ocean surface [17], deriving expressions for the monostatic radar cross-section of

the ocean surface including hydrodynamic interactions up to the third-order — i.e.

the combination of up to three monochromatic waves [17]; this theory was later re-

vised by Walsh and Gill [3] in 2000, and expanded to radars in bistatic configuration

by Gill and Walsh [18], based on the results derived by Walsh and Dawe [88] and Gill

[89].

The method consists of using mathematical distributions, also known as general-

ized functions, to represent scattering objects in the derivations of electromagnetic

scattering. Albeit this method admittedly involves “a great deal of notation” [1],

the generalized functions method is a powerful scattering analysis technique derived

directly from Maxwell’s equations, with the advantage of the boundary conditions

coming out naturally from their derivations.
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Figure 1.1: Geometric representation of a one-body scattering problem

For the sake of brevity, the generalized functions approach presented here will

concern the scatter over a single body; for the two-body problem, please refer to [1].

Coordinate system restrictions imposed to the electric field scattered by

a single body

Consider a single nonmagnetic isotropic physical body immersed in the vacuum,

as shown in Figure 1.1. In a distributional sense, the region R1 can be represented as

hR1(r) =


1, r ∈ R1,

0, otherwise.

(1.12)

From (1.12), electromagnetic properties such as permittivity (ε) and conductivity (σ)

can be derived for the entire space as

ε = hR1ε1 + (1− hR1)ε0 (1.13)

σ = hR1σ1 + (1− hR1)σ0 = hR1σ1, (1.14)

where ε1 and ε0 are respectively the permittivity of R1 and of the vacuum (ε0 ≈

8.8542 × 10−12 F ·m−1), and σ1 and σ0 are respectively the conductivity of R1 and

of the vacuum (σ0 = 0 Ω ·m). Since the body is considered to be nonmagnetic, the

magnetic permeability of the scattering body is considered to equal to the magnetic

13



constant µ0 = 4π × 10−7 H ·m−1.

Applying (1.13) to the constitutive relation for the electric displacement field D,

and (1.14) to the Ohm’s law for electromagnetic fields [90], the following expressions

can be obtained:

D = εE = hR1ε1E + (1− hR1)ε0E, (1.15)

Jc = σE = hR1σ1E, (1.16)

where E is the total electric field, and Jc is the conduction current density. Applying

the definitions presented in (1.15) and (1.16) to the point form of the Maxwell’s

equations, the following system of equations can be obtained:

∇× E = −jωµ0H, (1.17)

∇×H = jωε0n
2
0E + Js, (1.18)

∇ ·D = ρ, (1.19)

∇ ·B = ∇ ·H = 0, (1.20)

where H is the total magnetic field, n0 is the refraction coefficient of the whole space,

given as

n2
0 =

[
ε

ε0
− σ

jωε0

]
= n2

01hR1 + (1− hR1), (1.21)

with n01 being the refraction coefficient of the scattering region R1, defined as

n2
01 ,

ε1
ε0

+
σ1

jωε0
,

Js is the current density of the source, and B is the magnetic density, defined as [90]

B = µ0H for free space and nonmagnetic materials. Following the standard procedure
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to obtain the Helmholtz equation for the electric field [90], the following expression

can be obtained [1]:

∇2E + k2n2
0E = ∇ (∇ · E) + iωµ0Js (1.22)

where k is the transmitter wavenumber.

Now, applying the divergence operator on (1.18), knowing that the divergence of

a curl is equal to zero, the following expression can be obtained [1]:

∇ · (n2
0E) = − 1

jωε0
∇ · Js. (1.23)

From the definition in (1.21), and knowing that R1 is an homogeneous and isotropic

body, the divergence of n2
0E can be written as

∇ · n2
0E = n2

01∇ · (hR1E) +∇ · [(1− hR1)E] ,

∴ ∇ · n2
0E = n2

01(hR1∇ · E + E− · ∇hR1) +
[
(1− hR1)∇ · E− E+ · ∇hR1

]
. (1.24)

The superscripts + and − in (1.24) indicate an operation at each side of the boundary

of the scattering object: E+ is the electric field at the outer boundary of R1, while E−

is the electric field at the inner boundary. This is due to the fact that, in generalized

function terms, the gradient of hR1 would only be valid at the boundary of the region

defined by hR1 . Here, ∇hR1 is taken to be the inward-pointing normal, and therefore,

quantities associated with it will be measured at the inner boundary of R1; conversely,

if a quantity is associated with −∇hR1 , its measurements are taken at the outer

boundary of R1.

Substituting (1.24) into (1.23), and comparing terms with the same support, as-

15



suming a source outside R1, the following expressions can be obtained:

hR1∇ · E = 0, (1.25)

(1− hR1)∇ · E = − 1

jωε0
∇ · Js, (1.26)

(n2
01E

− − E+) · ∇hR1 = 0. (1.27)

The expressions in (1.25) and (1.26) are mathematical representations of the initial

condition that the source of the electric field is completely contained outside the

region R1. On the other hand, (1.27) reflects a boundary condition, quantifying the

change in the electric field at the boundary of R1. As noted in [1], this boundary

condition naturally arises from the generalized function definition of the scattering

body.

Using the generalized expression of the total electric field, it is possible to show

that

∇ · E = hR1(∇ · E) + (1− hR1)(∇ · E) + (E− − E+) · ∇hR1 . (1.28)

Substituting the expressions in (1.25) to (1.27) into (1.28), the following expression

can be obtained:

∇ · E = − 1

jωε0
∇ · Js −

n2
01 − 1

n2
01

E+ (1.29)

Substituting (1.29) into (1.22), and defining the source vector operator TSE as

TSE(Js) ,
1

jωε0
∇ (∇ · Js)− jωµ0Js, (1.30)

the Helmholtz equation for the electric field in the presence of the scattering body

R1 can be written as

∇2E + k2n2
0E = −TSE(Js)−

n2
01 − 1

n2
01

∇
(
E+ · ∇hR1

)
, (1.31)
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with the Laplacian of E written in terms of generalized functions as

∇2E = ∇2(hR1E) +∇2 [(1− hR1)E] .

Up to this point, the expressions presented here can be applied to any coordinate

system. However, when Walsh and Donnelly [1] interpreted the Laplacian as an

operator applied to the scalar components of E, they implicitly assumed that the

basis of the coordinate system in question would be formed by constant vectors, that

would be independent of the directional variables. While this assumption is true for

the Cartesian coordinate system, its application render the results shown in [1] invalid

for fields and objects represented in curvilinear coordinates that do not have constant

basis vectors, such as is the case for spherical and cylindrical coordinates.

If Cartesian coordinates are considered, the electric field in the presence of a

scattering object R1 can be given as the solution of the following system of equations:

hR1E = −
{
∇ · [(E−)∇hR1 ] + (∇E)− · ∇hR1

}
∗K1, (1.32)

(1− hR1)E = TSE(Js) +
{
∇ · [(E+)∇hR1 ] + (∇E)+ · ∇hR1

}
∗K0, (1.33)

(1− hR1)
{
{∇ · [(E−)∇hR1 ] +(∇E)− · ∇hR1} ∗K1

}
= 0, (1.34)

hR1

{
{TSE(Js) +∇ · [(E+)∇hR1 ] +(∇E)+ · ∇hR1} ∗K0

}
= 0, (1.35)

with boundary condition

[
(∇E)− − (∇E)+] · ∇hR1 +∇ ·

[
(E− − E+)(∇hR1)

]
= −

(
n01

2 − 1

n01
2

)
∇(E+ · ∇hR1),

(1.36)

where K0 and K1 are Green’s functions of the form

Km(x, y, z) =
e−jAmr

4πr
, m = 0 or 1, (1.37)
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Figure 1.2: Geometric representation of a rough surface

with r =
√
x2 + y2 + z2, A0 = k, and A1 = kn01. From the system of equations

presented in (1.32) to (1.36), the electric field scattered by any single nonmagnetic

body can be derived. Based on this system of equations, Walsh and Gill [3] derived

the expression for the electric field scattered by a time-varying periodic random rough

surface.

Small-height and small-slope approximations in the generalized functions

approach to the scattering over a conductive rough surface

Using the generalized functions approach, a rough surface with simplified geomet-

rical representation shown in Figure 1.2 can be described as [3], [86]

hR1(x, y, z) = 1−Θ[z − f(x, y)], (1.38)

where Θ(·) is the Heaviside function, and f(x, y) is the vertical surface displacement
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with respect to z = 0.

Applying the generalized function representation of the rough surface presented

in (1.38) to the system of equations for the electric field presented in (1.32) to (1.36)

and following the derivation process presented in [3], the operator equation for the

electric field scattering over rough surfaces can be obtained as

NL−1

LNL−1
[
2uFxy(Ez−

s )
]

u+ jk∆

 = E+
n +NL−1

LN
(
∇xy(|n|E+

n )

|n|2
)

u+ jk∆

 . (1.39)

Here the following definitions apply:

• Ez−
s is the source electric field at the z = z− < f(x, y), ∀(x, y);

• E+
n is the electric field normal to the ocean surface measured at a plane imme-

diately above the surface with magnitude E+
n ;

• n is the outer normal vector to the surface f(x, y), defined as

n = ẑ−∇f(x, y); (1.40)

• k is the wavenumber of the electromagnetic signal;

• ∆ is the surface impedance;

• u =
√
K2 − k2, with K2 = Kx

2 + Ky
2 being the wavenumber of the ocean

surface;

• Fxy(·) is the spatial Fourier transform in the xy-plane, defined for a generic

function g(x, y) as

Fxy(g(x, y)) =

∫∫
g(x, y)ejK

√
x2+y2 cos(θ−θK) dx dy,

where θ = arctan
(
y
x

)
and θK = arctan

(
Ky
Kx

)
.
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The operators N{·} and L{·} are respectively defined for a generic vector A as

N{A} , n̂n̂ ·A = An (1.41)

where n̂ is the unit vector in the direction of the outer normal vector n, with An

being the projection of A in the same direction of n̂, and

L{A} , Fxy
{
|n|2Ae(z−−f(x,y))u

}
, (1.42)

with L−1{·} being the inverse of the L-operator.

Now, in order to solve the operator equation in (1.39), the inverse L−1 must be

derived. At this point, Walsh and Gill [3] took advantage of the often-imposed small-

height approximation, making |kf | << 1 for all points in the xy-plane. Thus, the

L-operator could be redefined for a generic vector A as

L{A} ≈ ez
−uFxy

{
|n|2A

}
, (1.43)

allowing L−1 to be approximated as

L−1{A} ≈ 1

|n2|F
−1
xy

[
e−z

−uA
]
. (1.44)

From this point on, the results presented in [3] can only be applied to surfaces with

|kf | << 1, but with unconstrained surface slope. Substituting these definitions into

the operator equation, Walsh and Gill [3] arrive at the operator equation

E+
0n − T1(E+

0n)− T2(E+
0n) = Es, (1.45)

where E+
0n is the magnitude of the normal electric field measured immediately above

the surface, including the small heights approximation, indicated by the 0 subscript,

T1(·) =
1

|n|3 ·
{∇f
|n|2
· ∇xy[|n| (·)]

xy∗ F (ρ)
e−jkρ

2πρ

}
, (1.46)
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T2(·) =
∇f
|n|3 ·

{∇f∇f
|n|2

· ∇xy[|n| (·)]
xy∗ F (ρ)

e−jkρ

2πρ

}
, (1.47)

and

Es =
n

|n|3 ·
{

nn

|n|2
·
[
2uFxy(Ez−

s )e−z
−u
]
xy∗ F (ρ)

e−jkρ

2πρ

}
, (1.48)

with F (ρ) being the Sommerfeld attenuation function [35], as defined in [91].

To simplify (1.45) Walsh and Gill imposed the small slopes approximation, making

|∇f |2 << 1, significantly reducing the complexity of the derivations. Moreover,

disregarding any power of |∇f | greater than one permits the complete removal of the

T2 operator from (1.45), which greatly simplifies the use of the Neumann series to

solve the operator equation.

At this point, it should be noted that no asymptotic expansion had been employed,

and that the small-height and small-slope approximations have been included inde-

pendently. The asymptotic expansion was only applied in [17] to represent the Fourier

coefficients of the ocean surface during the derivation of the first-order electric field, as

proposed by Weber and Barrick [29]. However, the asymptotic expansion in [29] was

applied in the context of a perturbation expansion, and assumed the form suggested

by Peake and Barrick [56] presented in Section 1.2.2.1, inheriting its small-height

and small-slope restrictions embedded in their choice of perturbation parameter ε.

As these conditions had already been applied to the expressions at that point, the

asymptotic perturbation expansion of the Fourier coefficients for the ocean surface

is considered valid. This resulted in radar cross-sections with a different formulation

than the ones proposed by Barrick [16], with formulations converging for a sufficiently

large patch width on the ocean surface [18], [92].
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1.2.3 Choosing a Theoretical Framework for the EM Scat-

tering Over Ocean Surfaces With Electromagnetically-

Large Waves

As mentioned in Section 1.2, for HF radars applied to radio oceanography, the most

widely-used approach to the scattering theory is the small perturbations method,

based on the work of Rice [27], followed by the generalized functions approach intro-

duced by Walsh [62].

Peake and Barrick [56] laid out the fundamentals for the analysis of electromag-

netic scattering over rough surfaces that would later be used in the theory of HF and

VHF scattering over the ocean surface [2]. Although this is apparently a straight-

forward method to obtain the electric field scattered by a slightly rough surface,

constraints on surface height and slope are introduced directly to the electric field

at the inception of the proposed problem, reinforced by the choice of a power series

form of asymptotic perturbation expansion, as presented in Section 1.2.2.1. Both

restrictions are fundamental to the small perturbations method, making it impossible

to remove any one of the restrictions using the approach presented in [56].

On the other hand, from the theory of generalized functions presented in Sec-

tion 1.2.2.2, the small height and small slope approximations are applied at different

stages of the derivation, and their use is independent of the asymptotic expansion

of the ocean surface, used here to obtain different hydrodynamic components of the

electric field [17]. In short, while the perturbation expansion in [2] forbids any further

relaxation on the surface constraints, the theory presented in [3] imposes these re-

strictions independently and then makes use of the constrained values independently

22



from each other. Therefore, the theoretical framework proposed by Walsh and Gill

[3] and Walsh et al. [17] is better suited to the derivation of the scattered electric field

from an ocean surface with arbitrary heights.

1.3 Scope of the Thesis

The primary goal of the present thesis is the development of a theoretical treatment to

the scattering of electric fields over a time-varying, conductive random rough surface

with arbitrary roughness scales, paying special attention to possible impacts of this

theory on radio oceanography applications in the HF band. First, expressions for the

electric field scattered by an ocean surface with electromagnetically large waves must

be derived; then, having the corrected expressions for the scattered electric field, the

radar cross-section must be obtained. However, to remove the small-height restriction

from these expressions, a theoretical framework for the scattering analysis must be

chosen.

As shown in Section 1.2.3, the generalized functions technique introduced by Walsh

and Gill [3] and Walsh et al. [17] is the best suited to support the removal of the

small-height restriction in the derivations. However, as noted in Section 1.2.2.2, the

generalized functions method is limited to applications to problems with coordinate

systems with constant vectors, such as Cartesian coordinates. Therefore, before pro-

ceeding with the derivations for the scattering over a rough surface, a new form for

the system of equations for the electric field using the generalized functions method

is proposed in Chapter 2, expanding the generalized functions method to any curvi-

linear coordinate system and allowing for the use of coordinate systems that better
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describe some scattering objects, such as spherical and cylindrical coordinates.

From this new system of equations, the corrections to the electric field scattered

by an ocean surface with electromagnetically-large waves are presented in Chap-

ter 3 for different hydrodynamic and elecromagnetic orders. It is shown that, if the

small-heights approximation is applied to these new expressions, they return to the

height-restricted forms presented in [3]. The expressions derived for these new elec-

tromagnetic fields also employ the asymptotic expansion to the Fourier coefficients of

the ocean surface, albeit with a different approach from the ones presented by Walsh

et al. [17] and Peake and Barrick [56]. While previous works used both the roughness

scale and surface slope as perturbation parameters in the asymptotic expansion, the

present research work only uses the latter, as proposed by Hasselmann [75]. This

approach permits the use of traditional analysis techniques based on different hydro-

dynamic and electromagnetic orders of scattering while allowing for the growth of the

roughness parameter without invalidating the employed approximation.

Once the expressions for the scattered electric field for the ocean surface with

electromagnetically-large waves are obtained, the radar cross-section of the ocean

surface for each of the new expressions is shown in Chapter 4. The procedure followed

here to obtain the new RCS terms combines the ones shown by Walsh et al. [17] and

Gill and Walsh [18], in which the power spectral density of each term is derived

from the normalized autocorrelation of the electric field and compared to the radar

equation to identify the terms corresponding to the RCS. Observing the expressions

for the resulting power spectral density of each correction term, it is evident that the

resulting RCS can be obtained from the product between the height-restricted radar

cross-section and a correction factor, unique to each correction order.
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Using simulated RCSs, a morphological analysis of the correction terms is con-

ducted in Chapter 5, observing their characteristics on the Doppler spectrum and its

impact on total radar cross-section of the ocean surface. To validate the results pre-

sented in this thesis, an analysis of field data collected under electromagnetically-high

sea states is also presented. From the characteristics observed in the morphological

analysis, evidence of the presence of first-order correction terms can be identified in

field data collected in Fedje, Norway, during the EuroROSE experiment [93]. While

the evidence presented here is not conclusive, it provides a good indication that the

terms derived here can be present in the total radar cross-section of the ocean surface,

opening a new avenue for research in the future.

A summary of the findings presented in this thesis, as well as suggestions for future

research are presented in Chapter 6.

1.4 Contributions to the Literature

An abridged form of the results presented here has been submitted and published

in peer-reviewed journals and presented in international conferences. The content of

these publications was organized in this thesis such that the reader can find a more

coherent picture of the findings, and parts of the derivation were expanded based on

the notes produced during this research.

The results on the curvilinear form of the system of equations for the electric

field scattered by a single body presented in Chapter 2 can be found in [94], with

some additional steps in the derivation included in this thesis to clarify the reasoning

to the reader. Chapters 3 to 5 draw from the results published in [95]–[97] and
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from an additional paper, currently in press at the IEEE Transactions on Antennas

and Propagation [98], organized to present a clear picture of the research and the

procedure followed in the derivation, and to reduce redundancy in the information

presented to the reader.

Further abridged versions of the findings of this research were presented in inter-

national conferences. Some of the derivations of the first-order correction to the radar

cross-section of the ocean surface for arbitrary heights were presented as a summary

in [99] and expanded in [100], yielding an honourable mention in the Student Paper

Competition in the latter conference. Preliminary derivations of the second-order

correction term were presented in [101].
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Chapter 2

Electric Field Scattering in

Curvilinear Coordinates Using a

Generalized Functions Method

2.1 Introduction

In a series of papers published in 1987 [1], [86], [87], Walsh and his colleagues presented

a method for obtaining the mathematical expressions of scattered electromagnetic

fields from different bodies using distributions, also known as generalized functions,

to define the geometry of bodies with different physical properties in the scattering

media. One of the main advantages of this method is that the boundary conditions

appear naturally in the mathematical derivations, not being imposed from the start.

This is a significant advantage when bodies with intricate geometries are considered.

However, assumptions in the derivation of the system of equations for the electric
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field have limited the analysis to spaces described in Cartesian coordinates.

The work presented in this chapter aims to extend the generalized functions

method presented by Walsh and his colleagues to curvilinear coordinates. This al-

lows for the derivation of electromagnetic field equations for scattering bodies with

geometries that are better described by cylindrical, spherical, or any other curvilin-

ear coordinate system. The derivations presented here are similar to the one shown

by Walsh and Donnelly [1] for two-body scattering, and briefly introduced in Sec-

tion 1.2.2.2 for a single body. Here, however, the system of equations is derived

purely by using vector and dyadic calculus identities, independent of a coordinate

system, allowing for a more general approach, in which no coordinate systems are

imposed on the electric field until the definition of the scattering surface.

2.2 System of Equations for the Electric Field in

Curvilinear Coordinates using Generalized Func-

tions

For the present analysis, the generalized function representation of a single body

immersed in the vacuum shown in Section 1.2.2.2 will be considered. The time-

harmonic Maxwell’s differential equations for the studied region can be written as
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[90]

∇× E = −jωµoH, (2.1)

∇×H = jωD + Jc + Js, (2.2)

∇ ·D = ρ, (2.3)

∇ ·B = 0, (2.4)

with ω being the angular frequency of the time-harmonic fields, and remaining nota-

tion described in Section 1.2.2.2.

From (2.1) to (2.4), using the generalized function definitions of the electric dis-

placement field D and conduction current density Jc in (1.15) and (1.16) respectively,

a form of the Helmholtz vector differential equation for the electric field can be ob-

tained as

∇×∇× E + γ2E = −jωµ0Js, (2.5)

where γ is the propagation constant for the entire space, which can be written with

respect to hR1 as

γ2 = hR1(jωµ0(σ1 + jωε1)) + (1− hR1)(jωµ0(jωε0)),

γ2 , hR1γ1
2 + (1− hR1)γ0

2, (2.6)

with γ1 and γ0 defined respectively as the propagation constants for the region R1

and the vacuum.

By applying the vector calculus identity for the double curl of a vector, (2.5) can

be rewritten as

∇2E− γ2E = jωµ0Js +∇(∇ · E). (2.7)
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Comparing the forms of the Helmholtz equation presented in (2.7) and that by Walsh

and Donnelly [1] in (1.22), it is clear that γ = −jkn0.

To obtain the system of equations for E, the expressions for ∇2E and ∇ ·E must

be defined. From (1.15), it can be inferred that

E = hR1E + (1− hR1)E, (2.8)

which indicates that the total electric field in space is the sum of the electric field

inside and outside the region R1. By applying the Laplacian on both sides of (2.8),

the following expression can be obtained:

∇2E = ∇2(hR1E) +∇2[(1− hR1)E] (2.9)

As discussed in Section 1.2.2.2, at this point Walsh and Donnelly [1] implicitly as-

sumed that a coordinate system with constant basis vectors had been used. This

allowed them to apply the Laplacian operator only to the components of the electric

field, disregarding any derivatives of the basis vectors. To avoid this assumption,

vector and dyadic identities will be considered in this analysis.

Using the definition of the Laplacian operator, the first term of (2.9) can be

expanded as

∇2(hR1E) = ∇ · [∇(hR1E)].

Using dyadic identities to expand the inner gradient of the expression [102], the

Laplacian can be written as

∇2(hR1E) = ∇ · [(∇hR1)E− + hR1∇E].

where ∇E is the dyadic representing the gradient of E and the negative superscript

in E− indicate that the electric field should be evaluated at the inner boundary of the
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region R1. This can be inferred from the physical interpretation of the gradient of

the distribution hR1 , where it would represent the boundary discontinuity approached

from within the region in question.

Applying dyadic identities to expand the divergence operators, the first term

of (2.9) can be written as

∇2(hR1E) = (E−)∇2hR1 + 2[∇hR1 · (∇E)−] + hR1∇2E, (2.10)

It is important to note that, in the case of (∇E)− · ∇hR1 , the dot product is non-

commutative [102]. Analogously, the second term in (2.9) can be expanded as

∇2[(1− hR1)E] = −(E+)(∇2hR1)− 2[(∇hR1) · (∇E)+]E + (1− hR1)∇2E (2.11)

where the positive superscript indicates the field or the evaluation of the Jacobian at

the outer boundary of R1. Substituting (2.10) and (2.11) into (2.9), gives

∇2E = (E− −E+)∇2hR1 + 2
{
∇hR1 ·

[
(∇E)− − (∇E)+]}+ hR1∇2E + (1− hR1)∇2E

(2.12)

Now, applying the divergence operator on both sides of (2.8), the following ex-

pression can be obtained:

∇ · E = hR1∇ · E + (1− hR1)(∇ · E) +∇hR1 · (E− − E+). (2.13)

At this point in the derivations, an ancillary expression must be used to find the

divergence terms on the left-hand side of (2.13). Following the procedure shown in [1]

and taking the divergence on both sides of (2.2), knowing that ∇ · (∇×A) = 0, ∀A,

gives

∇ · (jωD) +∇ · Js = 0.
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Knowing from the definition of the propagation constant [90] and electric induction

in (1.15) that

jωD =
γ2

jωµ0

E,

there results

∇ ·
(

γ2

jωµ0

E

)
+∇ · Js = 0.

By expanding the propagation constant γ2 using its generalized function definition

in (2.6), assuming that both media are isotropic, the previous expression becomes

γ2
1 [∇ · (hR1E)] + γ2

0 [∇ · ((1− hR1)E)] = −jωµ0∇ · Js.

Expanding the divergence operators using vector calculus identities [102], gives

γ1
2[hR1∇ ·E + E− · ∇hR1 ] + γ0

2[(1− hR1)∇ ·E−E+ · ∇hR1 ] = −jωµ0∇ · Js. (2.14)

Comparing terms with same support on both sides of (2.14), and situating the field

source outside R1, the term on the left-hand-side of (2.13) can be obtained:

hR1∇ · E = 0, (2.15)

(1− hR1)∇ · E = − 1

jωε0
∇ · Js, (2.16)

(γ1
2E− − γ0

2E+) · ∇hR1 = 0. (2.17)

By substituting (2.15), (2.16), and (2.17) into (2.13), it is evident that there are two

possible expressions for ∇ · E:

∇ · E = − 1

jωε0
∇ · Js +

(
1− γ1

2

γ0
2

)
E− · ∇hR1 , (2.18)

∇ · E = − 1

jωε0
∇ · Js −

(
1− γ0

2

γ1
2

)
E+ · ∇hR1 . (2.19)

32



In this case, either representation of ∇ · E is considered valid. Taking, for exam-

ple, (2.19) and (2.12) and substituting into (2.7), the expanded form of the Helmholtz

equation using generalized functions can be written as

(E+ − E−)∇2hR1 + 2
{
∇hR1 ·

[
(∇E)+ − (∇E)−

]}
+ hR1∇2E + (1− hR1)∇2E−[

hR1γ1
2E + (1− hR1)γ0

2E
]

= −TSE(Js)−
(

1− γ0
2

γ1
2

)
∇(E+ · ∇hR1), (2.20)

where TSE(Js) is defined as in (1.30). Comparing the terms with same support on

both sides of (2.20), the following system of equations can be obtained:

hR1(∇2E− γ1
2E) = 0, (2.21)

(1− hR1)(∇2E− γ0
2E) = −TSE(Js), (2.22)

(E+ − E−)∇2hR1 + 2
{
∇hR1 ·

[
(∇E)+ − (∇E)−

]}
=

(
1− γ0

2

γ1
2

)
∇(E+ · ∇hR1).

(2.23)

Here it is evident that (2.21) and (2.22) are electromagnetic wave equations for the

electric fields in each region, while (2.23) functions as a boundary condition, relating

terms in the immediate vicinity of the bounding surface of R1. At this point, Green’s

functions can be used to solve for the electric field at each region.

2.2.1 Green’s Function Solution to the Helmholtz Equations

With (2.21) to (2.23) in mind, consider the partial differential equation

∇2Gm(r, r′)− γm2Gm(r, r′) = −δ(r− r′), m = 0, 1, (2.24)

where δ(·) is the Dirac delta distribution [103], [104], r represents a generic point

in space and r′ is the location of the source. The solution of (2.24) is the Green’s
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function [105]

Gm(r, r′) =
e−γm|r−r

′|

4π|r− r′| , m = 0, 1, (2.25)

From this point forward, for compactness, the arguments of the Green’s function Gm

will be omitted.

One useful property of convolutions in a distributional sense is that derivatives can

operate on either side of the convolution without affecting the result [103], [104]. For

example, considering a convolution defined in V , with (hR1E), G1 ∈ V , the following

equations hold:

∇2hR1E∗
V
G1 = hR1E∗

V
∇2G1 = ∇2(hR1E∗

V
G1). (2.26)

Taking the first equality in (2.26) and substituting (2.10) and (2.24), we can find

hR1∇2E∗
V
G1+2

[
∇hR1 · (∇E)−

]∗
V
G1+[(E−)∇2hR1 ]∗

V
G1 = hR1E∗

V
[−δ(r−r′)+γ1

2G1].

Rearranging the terms, the following expression can be obtained:

hR1E = −hR1(∇2E− γ1
2E)∗

V
G1 −

{
2
[
∇hR1 · (∇E)−

]
+ (E−)∇2hR1

}∗
V
G1. (2.27)

Now, knowing from (2.21) that the first term on the right-hand side of (2.27) is null,

the expression for hR1E can be rewritten as

hR1E = −
{

2
[
∇hR1 · (∇E)−

]
+ (E−)∇2hR1

}∗
V
G1. (2.28)

Analogously, (1− hR1)E can be written as

(1− hR1)E = Es +
{

2
[
∇hR1 · (∇E)+

]
+ (E+)∇2hR1

}∗
V
G0, (2.29)

where

Es = TSE(JS)∗
V
G0.
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As a consequence of the compact support of hR1 , it is clear that

(1− hR1) (hR1E) = 0, (2.30)

hR1 [(1− hR1)E] = 0. (2.31)

Substituting the definitions of hR1E and (1− hR1)E into (2.30) and (2.31), two other

equations can be derived:

(1− hR1)

{
{2
[
∇hR1 · (∇E)−

]
+ (E−)∇2hR1}∗

V
G1

}
= 0, (2.32)

hR1

{
Es + 2

{[
∇hR1 · (∇E)+

]
+ (E+)∇2hR1

}∗
V
G0

}
= 0. (2.33)

Therefore, based on the previously-derived equations, the electric field at any

point in V can be defined as a solution of the following system of equations:

hR1E = −
{

2
[
∇hR1 · (∇E)−

]
+ (E−)∇2hR1

}∗
V
G1, (2.34)

(1− hR1)E = Es + 2
{[
∇hR1 · (∇E)+

]
+ (E+)∇2hR1

}∗
V
G0, (2.35)

(1− hR1)

{
{2
[
∇hR1 · (∇E)−

]
+ (E−)∇2hR1}∗

V
G1

}
= 0, (2.36)

hR1

{
Es + 2

{[
∇hR1 · (∇E)+

]
+ (E+)∇2hR1

}∗
V
G0

}
= 0, (2.37)

(E+ − E−)∇2hR1 + 2
{
∇hR1 ·

[
(∇E)+ − (∇E)−

]}
=

(
1− γ0

2

γ1
2

)
∇(E+ · ∇hR1).

(2.38)

Here, (2.34) and (2.35) can be used to represent the electric field in different regions of

the space. These equations are subject to the boundary condition (2.38), and requires

that (2.36) and (2.37) are also fulfilled.

At face value, the system of equations presented in [94] is different from the one

in (2.34) to (2.38). This is due to a difference in the definition of the gradient of
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a vector, as the former follows the form shown in [106], while the latter follows the

notation shown, for example, in [102], [107]. Inconsistencies in the use of Gibbs’

notation for vector calculus and dyadic identities are notorious in the literature, as

discussed at length in [107]. Since the form of the gradient of a vector presented in

[102], [107] is more natural to a reader familiar with vector calculus identities and is

consistent with dyadic and tensor calculus without introducing a transpose operator,

the system of equations presented here reverted to the notation for the vector gradient

shown in [102], [107]. A proof of the equivalence between the two notations is shown

in Appendix A.1, where the term in question is expanded in generalized curvilinear

coordinates, and tensor calculus is applied to derive the final form of the expressions.

At this point, it is interesting to compare the current results with the one presented

by Walsh and Donnelly [1]. Adapting the system of equations obtained in [1] for a

single scattering body, the system of equations shown in (1.32) to (1.36) can be

obtained. As discussed in Section 1.2.2.2, n01 is the refraction index of the medium,

defined as

n01
2 =

ε1
ε0

+
σ1

jωε0
.

It is easy to prove, by using the definitions of each variable presented here and in [3],

that

γ1
2

γ0
2

=
1

n01
2
, (2.39)

implying that the right-hand side of both boundary conditions are identical.

The other difference between the system of equations lies in the term∇·[(E±)∇hR1 ].

For the system of equations presented in [1] to be equal to the ones presented in (2.34)
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to (2.38), the equality

∇ · [(E±)∇hR1 ]
?
= (∇E)± · ∇hR1 + E±∇2hR1 (2.40)

must hold without assuming any particular coordinate system. It should be noted

that the argument of the divergence on the left-hand side of (2.40) is a dyadic product.

Taking the divergence of the dyadic product in (2.40) leads to

∇ · [(E±)∇hR1 ] = (∇ · E±)∇hR1 + E± · ∇(∇hR1). (2.41)

Comparing the two expressions, it is clear that the equality in (2.40) would only

hold, excluding a trivial solution, if and only if the dyadic product (E±)∇hR1 is

commutative, which would only be possible if the resulting dyadic was the identity

dyadic [102]. Since that is evidently not the case for general definitions of (E±) and

∇hR1 , the equality in (2.40) does not hold, invalidating the solution in [1] for general

coordinates.

However, it should be noted that the system of equations presented in [1] is valid

for the particular case in which the vectors in the basis functions are normalized and

do not vary with the observed position in space. Without loss of generality, if it is

assumed that V can be defined in a three-dimensional space, E± and ∇hR1 can be

written as

E± = E±1 ê1 + E±2 ê2 + E±3 ê3, (2.42)

∇hR1 = (∇hR1)1ê1 + (∇hR1)2ê2 + (∇hR1)3ê3. (2.43)
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Performing the dyadic product between E± and ∇hR1 gives

E±∇hR1 =[E±1 (∇hR1)1]ê1ê1 + [E±1 (∇hR1)2]ê1ê2 + [E±1 (∇hR1)3]ê1ê3

+ [E±2 (∇hR1)1]ê2ê1 + [E±2 (∇hR1)2]ê2ê2 + [E±2 (∇hR1)3]ê2ê3

+ [E±3 (∇hR1)1]ê3ê1 + [E±3 (∇hR1)2]ê3ê2 + [E±3 (∇hR1)3]ê3ê3.

From the definition of ∇hR1 , the dyadic product can be rewritten as a sum of three

dyadic products:

E±∇hR1 = [E±1 ∇hR1 ]ê1 + [E±2 ∇hR1 ]ê2 + [E±3 ∇hR1 ]ê3. (2.44)

Now applying the divergence operator to (2.44) and using dyadic identities [102], the

expression ∇ · [(E±)∇hR1 ] can be derived in a three-dimensional space as

∇ · [E±∇hR1 ] = ∇ ·
{

[E±1 ∇hR1 ]ê1 + [E±2 ∇hR1 ]ê2 + [E±3 ∇hR1 ]ê3

}
=
{
∇ · [E±1 ∇hR1 ]

}
ê1 + [(E±1 ∇hR1) · ∇ê1]

+
{
∇ · [E±2 ∇hR1 ]

}
ê2 + [(E±2 ∇hR1) · ∇ê2]

+
{
∇ · [E±3 ∇hR1 ]

}
ê3 + [(E±3 ∇hR1) · ∇ê3].

(2.45)

For a coordinate system with constant basis vectors, such as the Cartesian coordi-

nates, the terms involving the dyadic gradient of the unit vector can be interpreted

as a null dyadic. Therefore, for Cartesian coordinates, (2.45) reduces to

∇ · [(E±)∇hR1 ] = ∇ · [(E±x )∇hR1 ]̂i +∇ · [(E±y )∇hR1 ]̂j +∇ · [(E±z )∇hR1 ]k̂. (2.46)

Taking, for example, the x-component in (2.46) and using vector calculus identities

to expand it, the following expression can be obtained:

∇ · [(E±x )∇hR1 ] = E±x ∇2hR1 +∇E±x · ∇hR1 . (2.47)
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Replicating this expansion to the other coordinates, and rearranging the resulting

terms terms, the following expression can be obtained:

∇ · [(E−)∇hR1 ] = (E−)∇2hR1 + (∇E−) · ∇hR1 . (2.48)

Now, substituting (2.48) into, for example, (1.32), the expression for hR1E in Carte-

sian coordinates can be written as

hR1E = −
{

2[(∇E)− · ∇hR1 ] + (E−)∇2hR1

}∗
V
G1.

It should be noted, however, that this still does not match the expression in (2.28),

as dyadic products are only commutative for symmetric dyadics [102], [107]. From

the Appendix in [1], it can be observed that the authors have interpreted the dyadic

product (∇E)− · ∇hR1 as

(∇E)− · ∇hR1 = (∂xhR1)(∂xE)−x + (∂yhR1)(∂yE)−y + (∂zhR1)(∂zE)−z .

As such, the product would be commutative, as it follows the commutative property

of the product between scalars and vectors. Therefore, the previous expression could

be rewritten as hR1E in Cartesian coordinates can be written as

hR1E = −
{

2[∇hR1 · (∇E)−] + (E−)∇2hR1

}∗
V
G1,

matching the result shown in (2.28). If this procedure is carried out for all expressions

in the system of equations, it is clear that the system would match the one presented

here. However, it should be noted that some mathematical liberty was taken in as-

suming the commutativity of the dyadic dot product, since the gradient of a vector

field is symmetric if, and only if, the vector field in question is conservative [108],

which is not the case for the electric field in the present analysis, as shown by (2.1).
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Furthermore, the assumption of a Cartesian coordinate system is vital to the deriva-

tion shown in [1], since from both (2.45) and the definition of the dyadic product, it

is necessary that a coordinate system with constant basis vectors is assumed. Oth-

erwise, the expression in (2.46) does not hold, invalidating the expressions proposed

by Walsh and Donnelly [1].

Therefore, since no coordinate system was assumed in the derivation of the system

of equations shown in (2.34) to (2.38), the system presented here is the general form

of the system of equations for the electric field scattered by a single body, with the

results shown in [1] representing the particular case in which constant basis vectors

are being considered.

2.3 Curvilinear System of Equations Applied to a

General Scattering Body

From the system of equations presented here, it is clear that the electric field at any

point in space is heavily dependent on the definition of hR1 . If the surface of R1 can

be implicitly defined as the points such that f̃(r) = 0, hR1 can be written as

hR1(r) = 1−Θ(f̃(r)), (2.49)

where Θ(·) is the Heaviside function [103], [104]. From this definition, the gradient

and Laplacian of hR1 can be written as

∇hR1(r) = −∇f̃(r)δ(f̃(r)) , nδ(f̃(r)) (2.50)
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with n = ∇f̃(r) being the normal to the surface of the scattering body, and

∇2hR1(r) = −
[
(∇ · n)δ(f̃(r)) + |n|2δ′(f̃(r))

]
, (2.51)

where δ′(·) is the unit dipole distribution.

Substituting (2.49), (2.50) and (2.51) into (2.34) to (2.38), and defining the vector

fields R+ and R− as

R+ , −2
[
n · (∇E)+]− E+(∇ · n) = −

{
∇ · (nE+) + n · (∇E)+} (2.52)

R− , −2
[
n · (∇E)−

]
− E−(∇ · n) = −

{
∇ · (nE−) + n · (∇E)−

}
(2.53)

the system of equations for the electric field scattered by the body with surface f̃(r)

using general curvilinear coordinates can be written as

[1−Θ(f̃(r))]E =
{
|n|2E−δ′(f̃(r))−R−δ(f̃(r))

}
∗
V
G1, (2.54)

Θ(f̃(r))E = Es −
{
|n|2E+δ′(f̃(r))−R+δ(f̃(r))

}
∗
V
G0, (2.55)

Θ(f̃(r))

{{
|n|2E−δ′(f̃(r))−R−δ(f̃(r))

}
∗
V
G1

}
= 0, (2.56)

[1−Θ(f̃(r))]

{
Es −

{
|n|2E+δ′(f̃(r))−R+δ(f̃(r))

}
∗
V
G0

}
= 0, (2.57)

(E+ − E−)|n|2δ′(f̃(r))− (R+ −R−)δ(f̃(r)) =

(
1− γ0

2

γ1
2

)
∇
[
(E+ · n)δ(f̃(r))

]
.

(2.58)

Here it should be noted that, although the forms of the expressions in (2.54)–(2.58)

are identical to the ones presented in [3], [17], the difference in the definition of R+ and

R− limits the application of the expressions presented in [3], [17] to a rough surface

defined in Cartesian coordinates, while the definition shown in (2.52) and (2.53) can

be applied to any general scattering body with a surface defined by a function f̃(r).
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At this point, as shown in [3], it is important to expand the gradient present on

the right-hand side of (2.58). Since E+ · n = E+
n |n|, where E+

n is the magnitude of

the outer normal electric field E+
n , the expression in question can be expanded

∇
[
(E+ · n)δ(f̃(r))

]
= ∇

[
En|n|δ(f̃(r))

]
= E+

n |n|∇δ(f̃(r)) + δ(f̃(r))∇(E+
n |n|).

Since the ∇δ(f̃(r)) = ∇f̃(r)δ′(f̃(r)) = nδ′(f̃(r)),

∇
[
(E+ · n)δ(f̃(r))

]
= E+

n |n|n̂δ′(f̃(r)) + δ(f̃(r))∇(E+
n |n|).

Since E+
n |n|n̂ = E+

n |n|2,

∇
[
(E+ · n)δ(f̃(r))

]
= E+

n |n|2δ′(f̃(r)) + δ(f̃(r))∇(E+
n |n|). (2.59)

Substituting these two expressions into (2.58) and comparing the terms with the same

support, the boundary condition to the system of equations presented in (2.54)–(2.58)

can be satisfied if

E− = E+ −
(

1− γ0
2

γ1
2

)
E+
n = E+

t +
γ0

2

γ1
2
E+
n , (2.60)

R− = R+ +

(
1− γ0

2

γ1
2

)
∇(E+

n |n|). (2.61)

Again, the expression for the boundary condition presented here coincides with the

one presented in [3], differing only in the definition of R+ and R−. Therefore, the

general form of the system of equations for the electric field scattered by a general
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scattering body can be derived as

[1−Θ(f̃(r))]E =
{
|n|2E−δ′(f̃(r))−R−δ(f̃(r))

}
∗
V
G1, (2.62)

Θ(f̃(r))E = Es −
{
|n|2E+δ′(f̃(r))−R+δ(f̃(r))

}
∗
V
G0, (2.63)

Θ(f̃(r))

{{
|n|2E−δ′(f̃(r))−R−δ(f̃(r))

}
∗
V
G1

}
= 0, (2.64)

[1−Θ(f̃(r))]

{
Es −

{
|n|2E+δ′(f̃(r))−R+δ(f̃(r))

}
∗
V
G0

}
= 0, (2.65)

E− = E+ −
(

1− γ0
2

γ1
2

)
E+
n = E+

t +
γ0

2

γ1
2
E+
n , (2.66)

R− = R+ +

(
1− γ0

2

γ1
2

)
∇(E+

n |n|). (2.67)

2.4 General Chapter Summary

In this chapter, a system of equations for the electric field has been proposed based

on the one derived by Walsh and Donnelly [1]. The main advantage of the pro-

posed system of equations is the fact that it has been derived without reference to

a particular coordinate system, using only vector and dyadic identities to derive the

expressions. Inconsistencies in notation between the presented results and the ones

shown in [94] are reconciled by using vector, dyadic and tensor calculus fundamentals

in Appendix A.

It is also shown that the system of equations proposed in [1] represents a particular

case of the system of equations presented here, where a Cartesian coordinate system

is assumed, and the gradient of the electric field at the surface of the scattering object

can be assumed to be a symmetric dyadic. However, if the surface of the scattering

body is implicitly defined as a function, and the terms proportional to the Dirac
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delta are grouped in the auxiliary vector fields R+ and R−, the curvilinear system of

equations for a general scattering body resembles the one presented in [3], with the

main difference residing in the definition of the auxiliary vector fields.

Further results presented in [94] show that the system of equations in curvilinear

coordinates using generalized functions can be reduced to the Stratton-Chu integral

equation [109] for a perfectly-electrically conducting (PEC) sphere, indicating that

the generalized functions approach can be reduced to the classical radiation theory

result for the case of a PEC sphere. The inconsistency between the two notations

does not affect the derivation of the Stratton-Chu integral equation in [94], as the

term in question is removed from the analysis.
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Chapter 3

Electric Field Expressions for the

Scattering over Ocean Surfaces

with Electromagnetically-Large

Waves

3.1 Introduction

In Chapter 2, the system of equations for the electric field scattered by a body with

surface implicitly defined by a function was presented. This derivation followed the

steps presented by Walsh and Gill [3] and Walsh et al. [17], without assuming any

particular coordinate system. Here, the results presented in the Chapter 2 will be

applied to the scattering of electric fields over the ocean surface.

Two main differences can be found between the derivations presented here and
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the ones shown in [3], [17]. First, the ocean surface is assumed to be random and

time-varying from the start. The derivations in [3], [17] start with a static surface,

with its time-varying nature only being introduced after the derivation of the first-

order electric field is complete. While this does not affect the resulting first-order

electric field, this only happens due to physical considerations, and not mathemat-

ical ones. The second and main difference between the two derivations is the re-

moval of the small-heights restriction, which allows the measurement of waves in

electromagnetically-large sea states.

The expression of the electric field presented here is a key part of the derivation

of the radar cross-section of ocean surfaces with electromagnetically-large waves. In

this Chapter, the corrections to the electric field will be presented up to the second-

order of the correction power series expansion and up to the third overall order of the

electric field.

3.2 Operator Equation for the Electric Field Over

an Ocean Surface With Electromagnetically-

Large Waves

As presented in Chapter 2, the electric field in the presence of a single, nonmagnetic,

isotropic scatterer immersed in the vacuum as shown in Fig. 1.1 with surface implicitly

defined as f(r) = 0 can be derived from the system of equations from (2.62) to (2.66).

For the ocean surface, f should be a time-varying random process, which can be

considered ergodic for the observation time and area investigated here [75]. Thus, to
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represent the ocean surface, the general surface of the scattering body f̃(r) in (2.49)

can be defined as the random, time-varying vertical displacement from sea level caused

by the waves:

f̃(r) = z − f(x, y; t) (3.1)

where f(x, y; t) is the vertical surface displacement, which can be defined as a zero-

mean Gaussian random variable with standard deviation σf . Using this definition and

the results presented in Section 2.3 and using the relation shown in (2.39) to return the

expressions to the refraction index notation to define the scattering media as shown

in [1], [3], the system of equations for the electric field scattered by a time-varying

ocean surface can be written as

[1−Θ(z − f(x, y; t))]E =
{
|n|2E−δ′(z − f(x, y; t))−R−δ(z − f(x, y; t))

}∗
R3
G1,

(3.2)

Θ(z − f(x, y; t))E = Es −
{
|n|2E+δ′(z − f(x, y; t))−R+δ(z − f(x, y; t))

}∗
R3
G0,

(3.3)

Θ(z − f(x, y; t))

{{
|n|2E−δ′(z − f(x, y; t))−R−δ(z − f(x, y; t))

}∗
R3
G1

}
= 0,

(3.4)

[1−Θ(z − f(x, y; t))]

{
Es −

{
|n|2E+δ′(z − f(x, y; t))−R+δ(z − f(x, y; t))

}∗
R3
G0

}
= 0,

(3.5)

E− = E+ −
(

1− 1

n01
2

)
E+
n = E+

t +
1

n01
2
E+
n , (3.6)

R− = R+ +

(
1− 1

n01
2

)
∇(E+

n |n|), (3.7)
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where the domain of definition of the convolution is R3, and the outer normal to the

ocean surface can be defined using an expansion to the gradient operator similar to

the one presented in [110], [111] as

n , ∇f̃(x, y; t) = ẑ−∇xyf(x, y; t), (3.8)

with being the unit vector in the z-direction, and ∇xy being the gradient operator in

the xy-plane.

It is interesting to observe that, apart from the definition of the auxiliary vector

fields R+ and R−, the system of equations for the electric field scattered by a time-

varying random rough surface is identical to the one presented in [3]. It should be

noted, however, that the derivations presented in [3] do not require the expressions

for the auxiliary fields, as only the expressions shown in (3.2) to (3.7) are used in

the derivations. Therefore, following the derivations presented in [3], the operator

equation for the electric field scattered by a rough surface can be written as

NL−1

LNL−1
[
2uFxy(Ez−

s )
]

u+ jk∆

 = E+
n +NL−1

LN
[
∇xy(|n|E+

n )
|n|2

]
u+ jk∆

 , (3.9)

where Fxy(·) is the spatial Fourier transform in the xy-plane, Ez−
s is the source electric

field at the point z = z− < f(x, y; t), ∀(x, y; t), E+
n is normal electric field immediately

above the ocean surface, k is the radar wavenumber, u is defined as

u ,
√
K2 − k2, (3.10)

with K being the surface wavenumber, ∆ the surface impedance, defined as

∆ ,
1

n01
2
,
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N{·} the normal component operator defined in (1.41) and L{·} the invertible op-

erator defined in (1.42) [3]. One of the expressions required to derive (3.9) from the

system of equations shown in (3.2) to (3.7) is the spatial Fourier transform of the

Green’s functions Gm, m = 0, 1 in the xy-plane. The Green’s function solution for

the Helmholtz equation, written in [1] as

Gm =
e−jkηm

√
x2+y2+z2

4π
√
x2 + y2 + z2

, (3.11)

has, according to Walsh et al. [17], a two-dimensional Fourier transform equal to

Fxy {Gm} =
e−|z|
√
k2
x+k2

y−k2η2
m

2
√
k2
x + k2

y − k2η2
m

. (3.12)

The earliest appearance of this form in Walsh’s work is shown in his 1980’s report

[62], where the reader is asked to refer to an Appendix where the development of this

formulation would be presented. However, the Appendix with this information has

not been included in any physical or digital version of the report, and all subsequent

work by Walsh and his colleagues include a reference to [62] as an explanation of how

this result was obtained. To support the analysis presented in Walsh and Gill [3], the

derivation of this expression of the Fourier transform of the Green’s function solution

to the Helmholtz equation is presented on Appendix B.1.

To solve (3.9) for the electric field normal to the ocean surface, the L−1 operator

for arbitrary heights must be defined. As explained in Chapter 1, Walsh and Gill

[3] applied the already widely-used small-height approximation at this point in the

derivations to ease the process of obtaining the electric field normal to the ocean

surface. Therefore, to obtain the normal electric field for an ocean surface with

arbitrary heights, an arbitrary-height form to the L−1 operator must be derived.
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3.2.1 L- and L−1-Operators for Arbitrary Roughness Scales

After defining the operator equation show in (3.9), Walsh and Gill [3] applied the

small-height approximation to the L-operator, limiting the roughness scale of the

ocean surface (kf << 1). Then, after imposing the small-height approximation, the

L−1-operator was derived. Therefore, in order to properly remove the restriction on

the roughness scales, the L-operator should be applied in its original form written

in (1.42), and L−1 must be derived without the small-height approximation.

The L-operator, as defined in (1.42), is a bounded operator from the xy-space

into the spatial frequency kxky-space, which are defined as the Hilbert spaces X and

K, respectively. Mathematically, L ∈ H (X,K), where H (·) indicates that both ar-

guments are Hilbert spaces. It can be logically inferred that, for L−1 to be considered

an inverse operator, L−1 ∈ H (K,X), operating from the kxky-space into the xy-

space. Therefore, the relationship between L and L−1 can be characterized using the

following equations [112]:

L−1 {L {A}} = A, ∀A ∈ X, (3.13)

L
{
L−1

{
Â
}}

= Â ∈ R(L), (3.14)

where R(L) is the range space of the L operator [112].

Substituting (1.42) into (3.13),

L−1
{
ez
−uFxy

{
|n|2Ae−f(x,y;t)u

}}
= A.

Applying the L-operator to both sides of the equation, and multiplying both sides by

e−z
−u, gives

Fxy
{
|n|2Ae−f(x,y;t)u

}
= e−z

−uL{A}.

50



Convolving the term Fxy
{
ef(x,y;t)u

}
on both sides of the equation,

Fxy
{
|n|2A

}
= e−z

−uL{A}∗Fxy {ef(x,y;t)u
}
.

This results in

A =
1

|n|2F
−1
xy

{
e−z

−uL{A}
}
F−1
xy

{
Fxy

{
ef(x,y;t)u

}}
after applying the inverse spatial Fourier transform in the xy-plane, F−1

xy . Comparing

the previous result with (3.14), the L−1-operator can be defined as

L−1{A} , 1

|n|2F
−1
xy

{
e−z

−uA
}
F−1
xy

{
Fxy

{
ef(x,y;t)u

}}
. (3.15)

Here it should be observed that the forward and inverse Fourier transforms operating

over ef(x,y;t)u cannot be cancelled out because the exponential has elements of both

X and K spaces. This fact becomes evident if the exponential term is substituted by

the integral

F−1
xy

{
Fxy

{
ef(x,y;t)u

}}
= F−1

xy

{
Fxy

{∫
ezuδ(z − f(x, y; t)) dz

}}
.

Now, invoking Fubini’s theorem over the Fourier transforms, the order of integration

can be swapped, so that

F−1
xy

{
Fxy

{
ef(x,y;t)u

}}
=

∫
F−1
xy {ezuFxy {δ(z − f(x, y; t))}} dz.

It is evident that whatever approach is taken to solve the previous equation, the

resulting expression will be in the X-space, which shows that the Fourier transforms

in (3.15) cannot be simply cancelled. However, the expression can be further simplified
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by applying a power series expansion over ef(x,y;t)u, resulting in

F−1
xy

{
Fxy

{
ef(x,y;t)u

}}
= F−1

xy

{
Fxy

{ ∞∑
n=0

(f(x, y; t)u)n

n!

}}

= F−1
xy

{ ∞∑
n=0

1

n!
Fxy {(f(x, y; t)u)n}

}

=
∞∑
n=0

1

n!
F−1
xy

{
n∗

m=0
(Fxy {f(x, y; t)}u)m

}
=
∞∑
n=0

1

n!

(
F−1
xy {Fxy {f(x, y; t)}u}

)n
F−1
xy

{
Fxy

{
ef(x,y;t)u

}}
= eζ(x,y;t). (3.16)

Here, eζ(x,y;t) is defined as the arbitrary heights factor, where

ζ(x, y; t) , F−1
xy {Fxy {f(x, y; t)}u} = f(x, y; t)∗F−1

xy {u} (3.17)

is a dimensionless quantity defined as arbitrary heights function. Therefore, the ex-

pression for the L−1 operator in (3.15) can be rewritten as

L−1{A} =
1

|n|2 e
ζ(x,y;t)F−1

xy {e−z
−uA}. (3.18)

One of the implications of the small-height approximation in [3] is that for a very

small kf(x, y; t), f(x, y; t)u is approximately zero. Therefore, if the small-height

approximation is applied to (3.18), the arbitrary heights factor ζ(x, y; t) would be

approximately zero, and both operators would return to the form presented in [3].

Now that the L and L−1 have been derived, the operator equation for the electric

field presented in (3.9) can be expanded.
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3.2.2 Operator Equation for the Normal Electric Field Over

an Ocean Surface with Arbitrary Heights

Here, the expansion of the operator equation for the normal electric field over an

ocean surface shown in (3.9) follows a similar process to the one presented in [3], [17],

but now considering an ocean surface without wave height limitations. From (3.9), it

is clear that the variable of interest in the equation is the magnitude of the normal

electric field, since its direction is already defined by the gradient of the ocean surface

displacement. Therefore, taking the projection of the operator equation to the normal

unit vector leads to

Es = E+
n + T (E+

n ), (3.19)

where

Es = n̂ · NL−1

LNL−1
[
2uFxy(Ez−

s )
]

u+ jk∆

 (3.20)

T (E+
n ) = n̂ · NL−1

LN
[
∇xy(|n|E+

n )
|n|2

]
u+ jk∆

 , (3.21)

with n̂ being the outward normal to the ocean surface. Here, the T operator should

not be confused with the transverse operator defined in [3], which results in the

transverse component of its argument.

Taking the T operator in (3.21) and substituting the expressions for the N oper-

ator, and the arbitrary-height forms of L and L−1 defined in (1.42) and (3.18), the
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expression can be rewritten as

T (E+
n ) = n̂ · n̂n̂

·
{

1

|n|2 e
ζF−1

xy

{
��

��
e−z

−u

{
1

u+ jk∆
�
��ez
−uFxy

{
�
��|n|2e−fu

[
n̂n̂ · ∇(|n|E+

n )

�
��|n|2

]}}}}
, (3.22)

where the arguments of ζ(x, y; t) and f(x, y; t) were suppressed. Using the convolution

theorem [113] and the definition of the left dot product of a dyadic, the expression

in (3.22) can be rewritten as

T (E+
n ) = eζ

(n̂ · n̂)n̂

|n|2 ·
{
F−1
xy

{
1

u+ jk∆

}
∗
xy

{
F−1
xy

{
Fxy

{
e−fu

}} [
n̂n̂ · ∇(|n|E+

n )
]}}

.

(3.23)

Since n̂ · n̂ = 1, and knowing that, for a conductive surface [91],

F−1
xy

{
1

u+ jk∆

}
≈ F (ρ)

ejkρ

2πρ
, (3.24)

where ρ =
√
x2 + y2 and F (ρ) is the Sommerfeld attenuation function [35], and that,

in an analogous derivation to the one shown in (3.16),

F−1
xy

{
Fxy

{
e−f(x,y;t)u

}}
= e−ζ(x,y;t)u, (3.25)

with ζ(x, y; t) defined in (3.17), the expression in (3.23) can be rewritten as

T (E+
n ) = eζ

n̂

|n|2 ·
{
F (ρ)

ejkρ

2πρ
∗
xy

{
e−ζ
[
n̂n̂ · ∇(|n|E+

n )
]}}

. (3.26)

Now, substituting the expression for N and for the arbitrary-height forms of L

and L−1 into the expression of Es in (3.20) gives

Es = n̂ · n̂n̂ ·
{

1

|n|2 e
ζF−1

xy

{
��

��
e−z

−u

{
1

u+ jk∆
�
��ez
−uFxy

{
�
��|n|2e−fu

(
n̂n̂

· 1

�
��|n|2
eζF−1

xy

{
e−z

−u
[
2uFxy

{
Ez−

s

}]})}}}}
. (3.27)
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Using the convolution theorem and the relationships shown in (3.24) and (3.25),

knowing that n̂ · n̂ = 1, the expression in (3.27) can be rewritten as

Es = eζ
n̂

|n|2 ·
{
F (ρ)

ejkρ

2πρ
∗
xy
�
�e−ζ
(
n̂n̂ ·��eζF−1

xy

{
e−z

−u
[
2uFxy

{
Ez−

s

}]})}
⇒ Es = eζ

n̂

|n|2 ·
{
F (ρ)

ejkρ

2πρ
∗
xy

(
n̂n̂ · F−1

xy

{
e−z

−u
[
2uFxy

{
Ez−

s

}]})}
. (3.28)

Comparing (3.26) and (3.28) to their small-height counterparts presented in [3],

it is clear that the difference between them is the presence of the arbitrary heights

factors e±ζ(x,y;t). It is easy to show that in the small-height case,

ζ(x, y; t) , F−1
xy {Fxy {f(x, y; t)}u} = F−1

xy {Fxy {f(x, y; t)u}} << 1,

and therefore it can be said that ζ(x, y; t) ≈ 0. In this case, the expressions in (3.26)

and (3.28) reduce to the form shown in [3].

From the expression for the normal to the ocean surface defined in (3.8), the unit

vector in the direction of the outward normal can be written as

n̂ =
n

|n| =
ẑ−∇xyf(x, y; t)

|n| . (3.29)

Taking the first part of the relationship shown in (3.29) and substituting it into (3.28),

the expression for Es can be rewritten as

Es = eζ
n

|n|3 ·
{
F (ρ)

ejkρ

2πρ
∗
xy

(
nn

|n|2 · F
−1
xy

{
e−z

−u
[
2uFxy

{
Ez−

s

}]})}
. (3.30)

Now, from the second part of the equality in (3.29), it is clear that the dyadic product

n̂n̂ can be written as

n̂n̂ =
1

|n|2 {ẑẑ− ẑ(∇f(x, y; t))− (∇f(x, y; t))ẑ +∇f(x, y; t)∇f(x, y; t)} .
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Therefore, by using the dyadic property for the right dot product, the product n̂n̂ ·

∇(|n|E+
n ) found in (3.26) can be written as

n̂n̂ · ∇(|n|E+
n ) =

1

|n|2{ẑ(ẑ · ∇(|n|E+
n ))− ẑ((∇f(x, y; t)) · ∇(|n|E+

n ))

− (∇f(x, y; t))(ẑ · ∇(|n|E+
n )) +∇f(x, y; t)(∇f(x, y; t) · ∇(|n|E+

n ))}. (3.31)

From the definition of the normal vector in (3.8), the expression for ∇(|n|E+
n ) can be

written as

∇(|n|E+
n ) = (∇|n|)E+

n + |n|(∇E+
n ). (3.32)

Knowing from the definition of the normal vector in (3.8) that |n| =
√

12 + |∇f(x, y)|2,

and that E+
n is the magnitude of the electric field normal to the ocean surface cal-

culated at z = lim
∆z→0

f(x, y) + ∆z ≈ f(x, y), both terms in the sum in (3.32) are

independent of z. Therefore, the resulting expression of ∇(|n|E+
n ) will have a null

component in the z-direction. Therefore, (3.31) reduces to

n̂n̂·∇(|n|E+
n ) =

1

|n|2
{
−ẑ[(∇f(x, y; t)) · ∇(|n|E+

n )] +∇f(x, y; t)∇f(x, y; t) · ∇(|n|E+
n )
}
.

(3.33)

Now, substituting (3.33) into (3.26), and taking the dot product between n̂ and

n̂n̂ · ∇(|n|E+
n ), the T operator can be split into two parts:

T (E+
n ) = −T1(E+

n )− T2(E+
n ),

where

T1(E+
n ) = eζ

1

|n|3 ·
{
F (ρ)

ejkρ

2πρ
∗
xy

{
e−ζ
[∇f
|n|2 · ∇(|n|E+

n )

]}}
(3.34)

and

T2(E+
n ) = eζ

∇f
|n|3 ·

{
F (ρ)

ejkρ

2πρ
∗
xy

{
e−ζ
[∇f∇f
|n|2 · ∇(|n|E+

n )

]}}
. (3.35)
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Therefore, the operator equation for the magnitude of the electric field over the

ocean surface can be written as

Es = E+
n − T1(E+

n )− T2(E+
n ), (3.36)

with Es defined in (3.30), and the expressions for T1(E+
n ) and T2(E+

n ) defined in (3.34)

and (3.35) respectively. It should be noted that, as no restriction has been imposed

on the expressions in (3.36) at this point, (3.36) is valid for any conductive rough

surface at any frequency. This is due to the relaxation of the small-height constraint,

which allows for an arbitrary roughness scale. However, it should be noted that the

resulting expression for the scattered electric field is dependent on the choice of source,

which is defined in the Es operator. Therefore, to proceed with the derivation of the

expression for the electric field scattered by an ocean surface with electromagnetically-

large waves, an expression for the source of the electric field must be defined.

3.3 Electric Field for a Vertical Dipole Source

As described by Walsh and Gill [3], a vertical dipole source located at the origin and

outside the scattering body can be mathematically described as

Es =
I(ω)∆`k2

jωε0
G0ẑ , C0G0ẑ, (3.37)

where I(ω) is the current distribution at the source and ∆` is the dipole length. Using

the two-dimensional spatial Fourier transform of the Green’s function solution to the

Helmholtz equation presented in Appendix B.1, the Fourier transform of (3.37) at

the plane z = z− < 0 ∀z can be written as

Fxy
{

Ez−

s

}
= C0

ez
−u

2u
ẑ. (3.38)
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From this expression, it is easy to show that [3]

e−z
−uF−1

xy

{
2uFxy

{
Ez−

s

}}
= C0δ(x)δ(y)ẑ, (3.39)

where δ(·) is the Dirac delta distribution. Substituting (3.39) into (3.30), the following

expression can be obtained for the source field Es:

Es = C0e
ζ n

|n|3 ·
{
F (ρ)

ejkρ

2πρ
∗
xy

(
nn

|n|2 · δ(x)δ(y)ẑ

)}
. (3.40)

If it is assumed that the source is at sea level, the vertical displacement at the source

position is null and n = ẑ. Therefore, (3.40) can be further reduced to

Es = eζ(x,y;t) C0

|n|3F (ρ)
ejkρ

2πρ
. (3.41)

At this point in the analysis presented in [3], the small-slope approximation is

invoked to simplify the expressions for the height-limited expressions for the electric

field. The small-slope approximation presented in [3] can be defined as

|n| =
√

1 + |∇f |2 ≈ 1, (3.42)

which can be interpreted as |∇f |2 << 1. From the results presented in the literature

[114]–[117], it is clear that the mean-square slope of the ocean surface is indeed much

smaller than one for surface gravity waves, which are the waves observed by a radar

operating in the HF band [14]. For example, considering the formulation proposed in

[114], the mean square slope for surface gravity waves considering a Phillips spectrum

[118] and a high-frequency roll-off wavenumber of 6π can be calculated as

σ2
g = 0.0046(1 + 2 ln(U10)). (3.43)

If the highest wind speed ever recorded on Earth is considered (135 m/s, measured

during the Bridge Creek-Moore tornado [119]), the root mean square (RMS) slope
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for surface gravity waves at this wind speed would only go up to 0.223. Therefore,

considering a radar operating in the HF band, the small-slope approximation can be

considered valid, and the Es operator can be rewritten asked

Es = eζ(x,y;t)C0F (ρ)
ejkρ

2πρ
. (3.44)

Another consequence of the small-slope approximation is that if |∇f |2 << 1,

higher powers of the surface slope will be even smaller. Therefore, terms that are

proportional to powers of the surface slope higher than one can be neglected through

the small-slope approximation. So, by observing the expression for the T2 operator

in (3.35), it is clear that under the small-slope approximation, the contribution of

T2(E+
n ) to the equation will be negligible. Applying the small-slope approximation to

the T1 operator in (3.34), the following expression can be obtained:

T1(E+
n ) = eζ

[
F (ρ)

ejkρ

2πρ
∗
xy
e−ζ
(
∇f · ∇(E+

n )
)]
. (3.45)

Substituting (3.44) and (3.45) into (3.36), with T2(E+
n ) ≈ 0, the operator equation for

the electric field scattered by an ocean surface with electromagnetically-large waves

in the presence of a vertical dipole source can be written as:

E+
n −

{
eζ
[
F (ρ)

e−jkρ

2πρ
∗
xy
e−ζ
(
∇f · ∇(E+

n )
)]}

= C0F (ρ)
e−jkρ

2πρ
eζ . (3.46)

As proposed in [3] for the height-restricted case, the Neumann series solution [105] to

the equation presented in (3.46) can be written as:

E+
n = Es + T1{Es}+ T 2

1 {Es}+ · · · , (E+
n )0 + (E+

n )1 + (E+
n )2 + · · · , (3.47)

where the subscripts in the bottom equation indicate the order of the electromagnetic

coupling of the electric field and the ocean surface.
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In high frequency radio oceanography, the scattered field can be characterized

by two types of coupling, defined in terms of the interactions between ocean waves

and the electromagnetic field. An electric field is said to have nth-order hydrody-

namic coupling if the received field was scattered by a wave that is a combination

of n linear ocean waves, coupled as shown in [75]. Mathematically, the hydrody-

namic components of the electric field can be obtained by applying an asymptotic

perturbation expansion to the ocean surface displacement. If, however, the electric

field “bounces” on n linear ocean waves before reaching the receiver, it is said that

these ocean waves were electromagnetically coupled to the signal, and the field has

an nth-order electromagnetic coupling [57], [120]. From these definitions, it is easy to

understand that the different powers in (3.47) represent the number of electromag-

netic interactions the electric field had with the ocean surface before reaching the

receiver. Here, the first- and second-order electric fields scattered by an ocean surface

with electromagnetically-large waves will be derived.

3.3.1 First-Order Electric Field for an Ocean Surface With

Electromagnetically-Large Waves

From (3.47), the expression for the first-order electric field can be written as

(E+
n )1 = T1(Es) = C0e

ζ

[
F (ρ)

e−jkρ

2πρ
∗
xy
e−ζ (∇f · ∇(Es))

]
(3.48)

Substituting (3.41) into ∇(Es),

∇(Es) = ∇
(
F (ρ)

e−jkρ

2πρ
eζ
)

= ∇
(
F (ρ)

e−jkρ

2πρ

)
eζ + F (ρ)

e−jkρ

2πρ
∇eζ . (3.49)
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From [3], the gradient in the first term of (3.49) can be written, in an asymptotic

sense, as

∇
(
F (ρ)

e−jkρ

2πρ

)
≈ −jkF (ρ)

e−jkρ

2πρ
ρ̂. (3.50)

From the definition in (3.17), the arbitrary heights function on the gradient in the

second term of (3.49) can be understood as the composition ζ(f(x, y; t)), which results

in

∇eζ(f) = eζ(f)∇ζ(f) = ∇feζ(f)ζ ′(f), (3.51)

where ζ ′(f) is the derivative of ζ with respect to f . Thus, substituting (3.50)

and (3.51) into (3.49) gives

∇(Es) ≈ (−jkρ̂ +∇fζ ′(f))eζF (ρ)
e−jkρ

2πρ
. (3.52)

Substituting (3.52) into (3.48), knowing that, by the small-slope approximation, ∇f ·

∇f = |∇f |2 ≈ 0, the first-order electric field can be written as

(E+
n )1 ≈ −jkC0e

ζ

[
F (ρ)

e−jkρ

2πρ
∗
xy
�
�e−ζ��eζF (ρ)

e−jkρ

2πρ
(∇f · ρ̂)

]
. (3.53)

Changing the coordinates of (3.53) to a cylindrical coordinate system yields

(E+
n )1 ≈ −jkC0e

ζ(ρ)

[
F (ρ)

e−jkρ

2πρ
∗
ρ
F (ρ)

e−jkρ

2πρ
(∇f(ρ) · ρ̂)

]
. (3.54)

Expressing (3.54) as a convolution integral, the electric field expression becomes

(E+
n )1 ≈

−jkC0

(2π)2
eζ(ρ)

∫∫
ρ1

(∇f(ρ1) · ρ̂1)F (|ρ1|)
e−jk|ρ1|

|ρ1|
F (|ρ− ρ1|)

e−jk|ρ−ρ1|

|ρ− ρ1|
dA1,

(3.55)

where

dA1 = ρ1 dρ1 dθ1.
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Figure 3.1: Scattering geometry for the first-order electric field

Making ρ2 = ρ − ρ1, the expression for the first-order electric field scattered by an

ocean surface with electromagnetically-large waves can be written as

(E+
n )1 ≈

−jkC0

(2π)2
eζ(ρ;t)

∫∫
ρ1

(∇f(ρ1; t) · ρ̂1)F (ρ1)F (ρ2)
e−jkρ1+ρ2

ρ1ρ2

dA1, (3.56)

with the scattering geometry defined as shown in Figure 3.1. Again, it is evident that

the expression in (3.56) will reduce to the form presented in [3] if the small-height

approximation is applied. Comparing (3.56) with the form of the height-restricted

first-order electric field presented in [3], (3.56) can be rewritten as

(
E+

n

)
1

= eζ(x,y;t)
(
E+

0n

)
1
, (3.57)

where
(
E+

0n

)
1

is the height-restricted first-order electric field scattered by the ocean

surface as proposed in [3].
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Going back to the expression of the arbitrary heights function and following the

same procedure shown for the convolution integral in (3.56), the convolution in (3.17)

can be interpreted as

ζ(x, y; t) = ζ(ρ; t) = f(x, y; t)∗
xy
F−1
xy {u} =

∫∫
ρ1

f(ρ1; t)h(ρ− ρ1) dρ1

∴ ζ(ρ; t) =

∫∫
ρ1

f(ρ1; t)h(ρ2) dρ1, (3.58)

with

h(ρ) = F−1
xy {u} (ρ)

and scattering geometry defined in Figure 3.1.

3.3.2 Second-Order Electric Field for an Ocean Surface With

Electromagnetically-Large Waves

The second-order electric field as proposed in [3] represents the instances in which

there is an interaction between the transmitted electric field and two first-order

(monochromatic) waves on the ocean surface before the signal is observed by the

receiver. Mathematically, in terms of the Neumann series, the second-order electric

field can be understood as

(E+
n )2 = T 2

1 {Es} = T1 {T1 {Es}} , (3.59)

From the definition of T1 in (3.45), (3.59) can be written as

(E+
n )2 ≈ −jkC0e

ζ

{
F (ρ)

ejkρ

2πρ
∗
xy
e−ζ [∇f · ∇ (T1(Es))]

}
. (3.60)

Knowing that T1(Es) is equal to the first-order electric field defined in Section 3.3.1,

any of the expressions for T1(Es) in the derivation of (E+
n )1 can be used to derive the
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gradient of T1{Es}. Thus, from (3.54):

∇ (T1{Es}) = ∇
[
eζ
(
F (ρ)

e−jkρ

2πρ
∗
ρ
F (ρ)

e−jkρ

2πρ
(∇f · ρ̂)

)]
∴ ∇ (T1{Es}) , I1(x, y)∇eζ + eζ∇I1(x, y), (3.61)

where

I1(x, y) = F (ρ)
e−jkρ

2πρ
(ρ̂ · ∇f(ρ; t))∗

xy
F (ρ)

e−jkρ

2πρ
.

Substituting the gradient of eζ derived in (3.51) into (3.61),

∇ (T1{Es}) = ∇feζζ ′(f)I1(x, y) + eζ∇I1(x, y). (3.62)

Taking the dot product between (3.62) and ∇f , as shown in (3.60), it is clear that the

first term in (3.62) will be approximately zero due to the small-slope approximation,

making

∇f ·∇ (T1{Es}) = eζ∇f ·∇I1(x, y) = eζ∇f ·∇
(
F (ρ)

e−jkρ

2πρ
(ρ̂ · ∇f(ρ; t))∗

xy
F (ρ)

e−jkρ

2πρ

)
(3.63)

Substituting (3.63) into (3.60) gives

(E+
n )2 ≈ −jkC0e

ζ

{
F (ρ)

ejkρ

2πρ
∗
xy

[
∇f · ∇

(
F (ρ)

e−jkρ

2πρ
(ρ̂ · ∇f(ρ; t))∗

xy
F (ρ)

e−jkρ

2πρ

)]}
.

(3.64)

Comparing (3.64) with the second-order electric field for a height-restricted ocean

surface defined in [3], it is easy to show that

(E+
n )2 = eζ(ρ;t)(E+

0n)2, (3.65)

where (E+
0n)2 is the height-restricted second-order electric field [3]. As discussed in

Section 3.3.1 for the first-order electric field, the expression shown in (3.65) reduces

to the height-restricted second-order electric field as ζ(ρ; t)→ 0, a consequence of the

small-height approximation.
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3.4 Power Series Expansion of the Arbitrary Heights

Factor

From (3.57) and (3.65), it is clear that the first- and second-order scattered electric

fields for an ocean surface with arbitrary roughness scales follow a pattern in which

they are the result of the product between the exponential of the arbitrary heights

function, here called the arbitrary heights factor, and the height-restricted electric

field for their respective orders.

The arbitrary heights factor can be expanded in a power series, resulting in

eζ(ρ;t) =
∞∑
m=0

[ζ(ρ; t)]m

m!
= 1 + ζ(ρ; t) +

1

2
ζ2(ρ; t) + · · · . (3.66)

Substituting (3.66) into (3.57),

(
E+

n

)
1

=

{ ∞∑
m=0

ζm(ρ; t)

m!

}(
E+

0n

)
1

=
(
E+

0n

)
1

+ ζ(ρ; t)
(
E+

0n

)
1

+
ζ2(ρ; t)

2

(
E+

0n

)
1

+ · · ·

(3.67)

From (3.67), it is clear that the first term shows the original height-restricted elec-

tric field, while subsequent terms consist of the height-restricted field multiplied by

increasing powers of the arbitrary heights function. These terms represent different

orders of the arbitrary heights correction to the electric field scattered by the ocean

surface. Establishing the notation moving forward, (3.67) can be rewritten as

(
E+

n

)
1
,
(
E+

0n

)
1

+
[(
E+

0n

)
1

]
1

+
[(
E+

0n

)
1

]
2

+ · · · (3.68)

where the
[(
E+

0n

)
1

]
n

indicates the n-th order correction to the first-order electric field,

defined as [(
E+

0n

)
1

]
n

=
ζn(ρ; t)

n!

(
E+

0n

)
1
, n = 1, 2, · · · . (3.69)
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Analogously, the arbitrary heights factor in (3.65) can be expanded in a power

series, resulting in

(
E+

n

)
2
,
(
E+

0n

)
2

+
[(
E+

0n

)
2

]
1

+
[(
E+

0n

)
2

]
2

+ · · · (3.70)

where [(
E+

0n

)
2

]
n

=
ζn(ρ; t)

n!

(
E+

0n

)
2
, n = 1, 2, · · · . (3.71)

Since both (3.68) and (3.70) are heavily dependent on the expressions for the

height-restricted electric fields, special attention must be taken when dealing with

these expressions. While most of the derivations of the height-restricted electric field

have been presented in [3], [17] for a monostatic configuration and [18], [89], [121] for

a bistatic configuration, in both cases the authors started from the assumption of a

static random rough surface, introducing time variation later in the process. Since

the corrections to the electric field depend on the height-restricted expressions, the

derivation of the height-restricted electric fields must be revised before moving forward

with the derivations of the correction term, as to introduce the time variation from

the outset. Without loss of generality, the derivations of the height-restricted electric

field for a time-varying conductive surface will be performed using the expression for

the first-order electric field, knowing that the same patterns will be true in the case

of a second-order electric field [3].
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3.5 Electric Field Scattered by a Height-Restricted

and Time-Varying Conductive Surface

Using the notation presented here, the expression for the height-restricted first-order

electric field can be written as

(E+
0n)1 ≈

−jkC0

(2π)2

∫∫
ρ1

(∇f(ρ1; t) · ρ̂1)F (ρ1)F (ρ2)
e−jkρ1+ρ2

ρ1ρ2

dA1. (3.72)

As discussed in [3], some assumptions must be made about the ocean surface

at this point in the derivations. It is trivial to assume that the ocean surface can

be represented by a combination of random, independent and periodic ocean waves

[122], [123]. Due to the sampling time and area of observation considered in the

HF radar operation, this process can also be considered ergodic, meaning that the

ensemble average of the ocean process is equal to its time average [122]. Therefore,

it is possible to represent the ocean surface as Fourier-Stieltjes integral, or a Fourier-

Stieltjes series.

3.5.1 Scattering From a Time-Varying Surface Represented

by a Fourier Series

The displacement f(ρ; t) can be represented by a Fourier-Stieltjes integral of the form

[122]

f(ρ1; t) =

∫
K′

∫
ωK′

e−jωKtejK·ρ1 dF (K, ωK) (3.73)

where dF (K, ωK) are random Fourier coefficients for an ocean surface with wave

vector K = (Kx, Ky) = K∠θK and angular frequency ωK. Consequently, the Fourier
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coefficient defined as [113]

dF (K, ωK) , f(K, ωK) =

∫
ρ1

∫
t

ejωKte−jK·ρ1 dF (ρ1; t), (3.74)

with dF (ρ1; t) , f(ρ1; t). Since the surface displacement is a real function [27],

f(K, ωK) = f(−K,−ωK),

where the overline indicates the complex conjugate of the Fourier coefficient. For a

more condensed presentation, (3.73) can be represented as a Fourier-Stieltjes series

of the form [3], [29], [75]

f(ρ1; t) =
∑
K,ωK

f(K, ωK)e−jωKtejKρ1 cos(θK−θ1). (3.75)

Applying the gradient operator over (3.75) and taking the dot product with ρ̂1 yields

∇f(ρ1; t) · ρ̂1 =
∂

∂ρ1

f(ρ1; t) = j
∑
K,ωK

f(K, ωK)K cos(θK − θ1)e−jωKtejKρ1 cos(θK−θ1).

(3.76)

Substituting (3.76) into (3.72), and introducing the directivity function g(θ1) as

done in [3] and considering the monostatic case, where ρ2 = ρ1, the first-order electric

field can be approximated as

(E+
0n)1 ≈

kC0

(2π)2

∑
K,ωK

f(K, ωK)Ke−jωKt

∫
ρ1

F 2(ρ1)
e−2jkρ1

ρ1

·
∫
θ1

g(θ1) cos(θK − θ1)ejKρ cos(θK−θ) dθ1 dρ1. (3.77)

It is easy to show that the product ρ1K in the phase term of the integral over θ1

in (3.78) is sufficiently large for the typical values involved in the remote sensing of

the ocean surface. Therefore, defining the inner integral in (3.77) as

Iθ1(ρ1) =

∫
θ1

g(θ1) cos(θK − θ1)ejKρ cos(θK−θ) dθ1, (3.78)
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(3.78) can be approximated using stationary phase integration [124]. The same pro-

cedure has been employed in [3], resulting in

Iθ1(ρ1) ≈
√

2π

Kρ1

[
g(θK)e−j

π/4ejKρ1 − g(θK + π)ej
π/4e−jKρ1

]
. (3.79)

Substituting (3.79) into (3.77) yields

(E+
0n)1 ≈

kC0

(2π)3/2

∑
K,ωK

f(K, ωK)
√
Ke−jωKt

∫
ρ1

F 2(ρ1)
e−j2kρ1

(ρ1)3/2
[g(θK)e−j

π/4ejKρ1

− g(θK + π)ej
π/4e−jKρ1 ] dρ1. (3.80)

At this point, except for the time-dependent exponential term in (3.80), not much is

different between the derivations presented here and the ones shown in [3]. However,

this time-dependent term will play an important role in the analysis of the electric

field in the time domain, especially considering a pulsed radar source.

3.5.2 Scattered Electric Field Considering a Pulsed Radar

Source

At this point in the derivations, it is important to define the current distribution at

the source. The two most common transmission modes for an HF radar are pulsed and

frequency-modulated continuous-wave (FMCW) transmissions [125], which are better

defined in the time domain. Therefore, to define the time-domain current distribution

of the source in the expression for the scattered electric field, the expression in (3.80)

must be transformed to time domain. As there are two different two frequencies

involved in (3.80) — namely, the transmitter and ocean wave frequencies — it should

be noted that the inverse Fourier transform to be applied here is performed with

respect to the radar frequency.
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Following the procedure described in [3], the Fourier transform of the first-order

electric field presented in (3.80) results in

(E+
0n)1(t) ≈ 1

(2π)3/2
·
{
F−1
t {kC0}∗

t

{ ∑
K,ωK

f1(K, ωK)e−jωKt
√
K

∫
ρ1

F 2(ρ1, ω0)

(ρ1)3/2

· δ
(
t− 2

ρ1

c

){
g(θK)e−j

π/4ejKρ1 − g(θK + π)ej
π/4e−jKρ1

}
dρ1

}}
, (3.81)

where F−1
t {·} is the inverse temporal Fourier transform and c is the speed of light in

the vacuum. Here, it should be noted that since the Sommerfeld attenuation function

has only a slight variation within the frequency range of operations of an HF-radar

[85],

F−1
t

{
F 2(ρ1, ω)e−2jkρ1

}
= F 2(ρ1, ω0)δ

(
t− 2

ρ1

c

)
,

where ω0 is the dominant (or representative) frequency of the transmitter [3].

Taking advantage of the sifting property of the Dirac delta [105], the integration

over ρ1 in (3.81) can be performed, resulting in

(E+
0n)1(t) ≈ 1

(2π)3/2
·
{
F−1
t {kC0}∗

t

{ ∑
K,ωK

f1(K, ωK)e−jωKt
√
K
( c

2

) F 2(ct/2, ω0)

(ct/2)3/2

·
{
g(θK)e−j

π/4ejK
ct/2 − g(θK + π)ej

π/4e−jK
ct/2
}}}

. (3.82)

Now, using the definition of C0 given in (3.37), kC0 can be written as [3]

kC0 =
I(ω)∆`k2

jωε0
= −j η0∆`

c2
ω2I(ω),

where η0 is the intrinsic impedance of the vacuum. Therefore,

F−1
t {kC0} = j

η0∆`

c2

∂2i(t)

∂t2
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To obtain the formulation for the electric field in (3.81), the current distribution at

the transmitter, I(ω), needs to be determined. For a pulsed radar source, i(t) can be

defined in a distributional sense as

i(t) , I0e
−jω0t[Θ(t)−Θ(t− τ0)], (3.83)

where τ0 is the pulse width of the radar. Therefore,

∂2i(t)

∂t2
= −I0 ω0

2e−jω0 t [Θ (t)−Θ (t− τ0)]− 2jI0 ω0 e
−jω0 t [δ (t)− δ (t− τ0)]

+ I0 e
−jω0 t [δ′ (t)− δ′ (t− τ0)] (3.84)

Now, ignoring the edge terms in (3.84), the first term in the convolution in (3.82) can

be written as [3],

F−1
t {kC0} = −jη0∆`I0k

2
0e
−jω0 t [Θ (t)−Θ (t− τ0)] . (3.85)

Substituting (3.85) back into (3.82), the expression for the first-order electric field in

the time domain can be obtained as

(E+
0n)1(t) ≈ −j η0∆`I0k

2
0

(2π)3/2

∑
K,ωK

f(K, ωK)
√
K
( c

2

){
{e−jω0 t [Θ (t)−Θ (t− τ0)]}

∗
t

{
e−jωKt

F 2(ct/2, ω0)

(ct/2)3/2

{
g(θK)e−j

π/4ejK
ct/2 − g(θK + π)ej

π/4e−jK
ct/2
}}}

. (3.86)

In integral form, the convolution in (3.86) can be written as

It(t) =

∫
t′

e−jω0 (t−t′) [Θ (t− t′)−Θ (t− t′ − τ0)]
F 2( ct

′

2
, ω0)

( ct
′

2
)3/2

e−jωKt
′
{
g(θK)e−j

π
4 ejK

ct′
2

− g(θK + π)ej
π
4 e−jK

ct′
2

}
dt′. (3.87)
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Using the integration property of the Heaviside function, (3.88) can be rewritten as

It(t) = e−jω0 t

t∫
t−τ0

F 2( ct
′

2
, ω0)

( ct
′

2
)3/2

{
g(θK)e(j c

2
(K−2k0)−ωK)t′e−j

π
4−g(θK+π)e−(j c

2
(K+2k0)+ωK)t′

· ej π4
}

dt′. (3.88)

As explained in [3], it can be assumed that ct/2� 1 and cτ/2� ct/2 for pulse radar

operation. Therefore, for t′ ∈ [t− τ0, t], ct
′/2� 0.

Now, defining the distance ρ0 to the centre of the scattering patch as

ρ0 ,
ct/2 + c(t− τ0)/2

2
=
c(t− τ0/2)

2
,

and knowing that the Sommerfeld attenuation function will slowly vary within a range

bin examined by a single pulse [3], (3.88) can be further simplified as

It(t) = e−jω0 t
F 2(ρ0, ω0)

(ρ0)3/2

{
g(θK)e−j

π
4

t∫
t−τ0

e(j c
2

(K−2k0)−ωK)t′ dt′ − g(θK + π)ej
π
4

·
t∫

t−τ0

e−(j c
2

(K+2k0)+ωK)t′ dt′
}

∴ It(t) =
2

c
∆ρe−jk0∆ρF

2(ρ0, ω0)

(ρ0)3/2
e−jωK(t−∆ρ

c )

{
g(θK)e−j

π
4 ejρ0K

· Sa

[
∆ρ

2

((
1− 2

cp(K)

c

)
K − 2k0

)]
− g(θK + π)ej

π
4 e−jρ0K

· Sa

{
∆ρ

2

[(
1 + 2

cp(K)

c

)
K + 2k0

]}}
(3.89)

where cp(K) is the phase velocity of the ocean wave of wavenumber K, defined as

[126]

cp(K) ,
ωK

K
,

∆ρ is the range resolution (or patch width) of the radar, defined as [127]

∆ρ ,
cτ0

2
,

72



and Sa is the sampling function, defined as [128]

Sa(x) =
sin(x)

x
, ∀x 6= 0.

Here it is important to point out that, for ocean waves, cp(K) � c, ∀K, and for a

pulse radar operation, τ0/2 � t, which allows us to further simplify the convolution

expression in (3.88) to

It(t) =
2

c
∆ρe−jk0∆ρF

2(ρ0, ω0)

(ρ0)3/2
e−jωKt

{
g(θK)e−j

π
4 ejρ0K Sa

[
∆ρ

2
(K − 2k0)

]

− g(θK + π)ej
π
4 e−jρ0K Sa

[
∆ρ

2
(K + 2k0)

]}
(3.90)

Inspecting the argument of both sampling functions in (3.90), it is evident that

the maximum value of Sa
[

∆ρ
2

(K − 2k0)
]

occurs at 2k0, while the maximum for

Sa
[

∆ρ
2

(K + 2k0)
]

occurs at −2k0. Knowing that negative values of the wavenum-

ber K are not defined, and considering the typical values of ∆ρ and k0 for HF radar

operations, it is clear that

Sa

[
∆ρ

2
(K − 2k0)

]
� Sa

[
∆ρ

2
(K + 2k0)

]
, ∀K > 0.

Therefore,

It(t) ≈
2

c
∆ρe−jk0∆ρF

2(ρ0, ω0)

(ρ0)3/2
e−jωKtg(θK)e−j

π
4 ejρ0K Sa

[
∆ρ

2
(K − 2k0)

]
(3.91)

Now, substituting (3.91) into (3.86), the expression for the first-order electric field

scattered by a height-restricted ocean surface can be approximated as

(E+
0n)(t, t0) ≈ −2πjη0∆`∆ρI0k

2
0

{
F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K,ωK

f(K, ωK)e−jωKt
√
Kg(θK)

· e−jπ/4ejρ0K Sa

[
∆ρ

2
(K − 2k0)

]}
. (3.92)
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Here, an important distinction must be made between the time events related to the

ocean surface and the time events related to the radar. It is evident from the applica-

tion of the time-inverse Fourier transform that there are two different time scales in

this phenomenon, and that these events are not necessarily related. Logically, ocean

surface events do not interfere in the time-related radar settings, such as pulse width

and range resolution. Similar to the separation established in [3] between what they

considered “observation time” and “experiment time”, the two timescales are going

to be defined in this work as the radar time t0, which relates to radar parameters

such as ρ0, and ocean time t, which relates to ocean surface phenomena that are inde-

pendent of the radar observation. This choice is reinforced by the mismatch between

phase velocity and the speed of light that ultimately resulted in the simplification

between (3.89) and (3.90); if the two velocities were not so disparate, there would be

no justification for the two timescales, and both would be reduced to a single variable.

Comparing the expression shown in (3.92) and the one proposed in [3], it is clear

that both equations are identical, but this is only due to the physical fact that the

phase velocity of an ocean wave is much smaller than the speed of light. Such con-

sideration is neither present in [3], nor in its corresponding report [17], as the time-

dependence of the ocean surface is only included at the end of the electric field deriva-

tion, excluding it from the time convolution present in (3.86). The simplification due

to the ratio between phase velocity and the speed of light is an important argument in

this derivation, since it supports the decision of considering two different timescales

for the radar and ocean times; in [3] and [17] the authors appeal to the common sense

of the reader without showing the mathematical reasoning behind the use of two dif-

ferent timescales. However, the resulting expression is still mathematically correct,
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and can be used in derivations for the scattering electric field over a height-restricted

ocean surface.

Having defined the height-restricted first-order electric field, and knowing that the

same reasoning can be applied to higher-order electric fields, the corrections to the

electric field for ocean surfaces with arbitrary heights can be derived.

3.6 Corrections to the Electric Field for an Ocean

Surface With Electromagnetically-Large Waves

Following the same procedure presented in Section 3.5 and in [3], the inverse temporal

Fourier transform with respect to the radar frequency of the electric field must be

taken to include the current formulations for the radar source. Taking, for example,

the first-order electric field, applying the inverse temporal Fourier transform to (3.67),

the first-order electric field over the ocean surface can be written as

(
E+

n

)
1

(t) =
(
E+

0n

)
1
(t)+F−1

t {ζ(boldsymbolρ; t)}∗
t

(
E+

0n

)
1
(t)+

1

2
F−1
t

{
ζ2(ρ; t)

}∗
t

(
E+

0n

)
1
+· · · .

(3.93)

Using the definition of ζ(ρ, t) in (3.58),

F−1
t {ζ(ρ; t)} = F−1

t


∫∫
ρ1

f(ρ1; t)h(ρ− ρ1) dρ1

 .

Since the only term dependent on the frequency of the transmitter is h(ρ − ρ1),

Fubini’s theorem can be used to get

F−1
t {ζ(ρ1; t)} =

∫∫
ρ1

f(ρ1; t)F−1
t {h(ρ− ρ1)} dρ1.
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Knowing that h(ρ−ρ1) = F−1
xy {u} (ρ−ρ1), with u given by (3.10), and k = ω/c, the

variation of u with respect to ω can be obtained:

du

dω
= − ω

c2

√
K2 − ω2

c2

. (3.94)

Using the typical orders of magnitude of the terms in (3.94) for the high-frequency

remote sensing of the ocean surface, it can be observed that the variation of u with

respect to ω is on the order of 10−10. Therefore, in the HF-band, the radar frequency

in u can be considered constant and equal to the transmitting frequency ω0, resulting

in a constant radar wavenumber k0. Therefore, the time-domain inverse Fourier

transform in the radar timescale of the arbitrary heights factor can be approximated

as ζ0(ρ; t), written as

ζ0(ρ; t) =

∫
x1

∫
y1

f(ρ1; t)h0(ρ− ρ1) dρ1, (3.95)

where

h0(ρ− ρ1) = F−1
xy

{√
K2 − k2

0

}
(ρ− ρ1) , F−1

xy {u0} (ρ− ρ1), (3.96)

with k0 = ω0/c. Therefore, (3.93) can be written as

(
E+

n

)
1

(t) =
(
E+

0n

)
1
(t) + ζ0(ρ; t)∗

t

(
E+

0n

)
1
(t) +

ζ2
0 (ρ; t)

2
∗
t

(
E+

0n

)
1

+ · · · , (3.97)

or, using the square bracket notation introduced in (3.68),

(
E+

n

)
1

(t) =
(
E+

0n

)
1
(t) +

[(
E+

0n

)
1

]
1

(t) +
[(
E+

0n

)
1

]
2

(t) + · · · , (3.98)

where [(
E+

0n

)
1

]
n

(t) =
ζn0 (ρ; t)

n!
∗
t

(
E+

0n

)
1
(t), n = 1, 2, · · · . (3.99)

76



Analogously, the second-order electric field in the time domain can be defined as

(
E+

n

)
2

(t) =
(
E+

0n

)
2
(t) +

[(
E+

0n

)
2

]
1

(t) +
[(
E+

0n

)
2

]
2

(t) + · · · , (3.100)

where [(
E+

0n

)
2

]
n

(t) =
ζn0 (ρ; t)

n!
∗
t

(
E+

0n

)
2
(t), n = 1, 2, · · · . (3.101)

Now, considering the Fourier-Stieltjes representation of the ocean surface pre-

sented in (3.75), the Fourier-Sieltjes coefficients of the series can be represented by

an generalized asymptotic expansion introduced in Section 1.2.1:

f(K, ωK; ε) ≈ f1(K, ωK) + f2(K, ωK) + · · · (3.102)

where the subscripts indicate the order of the perturbation expansion parameter and

are implicitly included in the respective expansion terms [29], [75]. Here, the per-

turbation expansion parameter is taken to be the surface slope, as proposed in [75].

As discussed in Section 1.2.1, for the asymptotic expansion to be uniformly valid,

the sequence of the asymptotic parameter must follow the definition shown in (1.1),

and the higher orders terms of the asymptotic expansion of the Fourier coefficients

should not be more singular than their lower-order counterparts, as defined in (1.4)

[24]. Therefore, the expression for the m-th order electric field for arbitrary heights

can be written as

(E+
0n)m =

∑
n

(E+
0n)mn +

∑
n

∑
p

∑
q

[
(E+

0n)mn
]
pq

(3.103)

where m indicates the order of the electromagnetic coupling, that is, the number of

scatters that happen over the ocean surface before the field reaches the receiver, while

n indicates the order of hydrodynamic coupling, that is, the number of monochromatic
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ocean waves involved in each scatter [3], [17], [18]. The correction terms can be written

as [(
E+

0n

)
mn

]
pq

(t) =
ζp0q(ρ; t)

p!
∗
t

(
E+

0n

)
mn

(t), (3.104)

where p indicates the order of the power series expansion, and q indicates the order of

the asymptotic expansion of the ocean surface within the arbitrary heights function.

Therefore, the correction term in (3.104) is said to be the qth-order hydrodynamic,

pth-order correction of
(
E+

0n

)
mn

(t).

Observing the condition for uniformly validity of the perturbation expansion,

higher-order perturbation terms cannot be greater (or more singular) than lower-

order perturbation terms [24]. This fact has been noted from the resulting expressions

in previous research when investigating the height-restricted radar cross-sections for

each term of the electric field [17]. By examining (3.104), it is easy to show that the

order of the correction term of the electric field is p×q+m×n. Therefore, when con-

sidering the order of the asymptotically-expanded terms in the corrected electric field,

the order of the asymptotic expansion for the correction terms should be observed,

e.g., the first-order hydrodynamic, first-order correction to the first-order electric field

must be smaller than the height-restricted first-order electric field and at about the

same order of magnitude of the second-order hydrodynamic electric field.

Also, as shown in [18], it is possible to combine the second-order hydrodynamic

and second-order electromagnetic terms of the electric field occurring on the same

patch of the ocean surface, resulting in

(E+
0n)2P = (E+

0n)12 + (E+
0n)21,

where (E+
0n)2P is known as the second-order patch-scatter electric field. Therefore, by
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using the asymptotic perturbation expansion on the first- and second-order electric

fields, and considering correction terms up to the third-order, the corrections to the

first- and second-order electric fields can be written as

[(
E+

0n

)
11

]
11

(t) = ζ01(ρ; t)∗
t

(
E+

0n

)
11

(t), (3.105)

[(
E+

0n

)
11

]
12

(t) = ζ02(ρ; t)∗
t

(
E+

0n

)
11

(t), (3.106)

[(
E+

0n

)
11

]
21

(t) =
ζ2

01(ρ; t)

2
∗
t

(
E+

0n

)
11

(t), (3.107)

[
(E+

0n)2P

]
11

(t) = ζ01(ρ; t)∗
t
(E+

0n)2P (t), (3.108)

[
(E+

0n)2P

]
12

(t) = ζ02(ρ; t)∗
t
(E+

0n)2P (t), (3.109)

[
(E+

0n)2P

]
21

(t) =
ζ2

01(ρ; t)

2
∗
t
(E+

0n)2P (t), (3.110)

Here, the correction terms derived from the first order of the power series expan-

sion of the exponential of the arbitrary heights function, i.e. (3.105), (3.106), (3.108),

and (3.109), will be referred as first-order corrections to the electric field, while the

terms derived from the second-order term of the power series, i.e. (3.107) and (3.110),

will be referred as second-order corrections to the electric field. In this section, the

expressions for the correction terms for the electric field scattered by an ocean surface

with arbitrary heights will be examined in more detail.

3.6.1 First-Order Corrections to the Electric Field

Observing the first-order correction terms in (3.105), (3.106), (3.108), and (3.109),

it is clear that expressions for the first- and second-order hydrodynamic, first-order

arbitrary heights functions, i.e. ζ01(ρ; t) and ζ02(ρ; t), must be derived. To differ-

entiate between the terms coming from the arbitrary heights function and the ones
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originally in the height-restricted expressions for the electric field, primes will be used

in all variables related to the correction terms. Applying the asymptotic expansion of

the ocean surface shown in (3.102) to (3.95), the first- and second-order terms of the

generalized functions expansion of the arbitrary heights function can be respectively

written as

ζ01(ρ; t) =
∑

K′,ωK′

f1(K′, ωK′)e
−jωK′ t

∫∫
ρ1

ejK
′·ρ1h′0(ρ− ρ1) dρ1 (3.111)

and

ζ02(ρ; t) =
∑

K′1,ωK′1

∑
K′2,ωK′2

K′1+K′2=K′

Γ′Hf1(K′1, ωK′1
)f1(K′2, ωK′2

)e
−j(ωK′1

+ωK′2
)t

·
∫∫
ρ1

ejK
′·ρ1h′0(ρ− ρ1) dρ1, (3.112)

where f1(·) is the first-order term in the asymptotic expansion of the ocean surface

as defined in (3.102), Γ′H = ΓH(K′1, ωK′1
,K′2, ωK′2

), where ΓH is the hydrodynamic

coupling coefficient between two monochromatic waves, defined for Km and Kn in

deep-water as [74], [75]

ΓH(Km, ωKm ,Kn, ωKn) =
1

2

[
Km +Kn +

g

ωKmωKn

(KmKn −Km ·Kn)

·
(
gK + (ωKm + ωKn)2

gK − (ωKm + ωKn)2

)]
, (3.113)

with K = Km + Knand h′0(x, y) = F−1
xy {u′0}, with u′0 defined as

u′0 =

√
K ′2 − k2

0. (3.114)

The integrals in (3.111) and (3.112) can be interpreted as the spatial Fourier trans-

forms over −ρ1, with a −ρ shift [129]. Therefore, ζ01(ρ; t) and ζ02(ρ; t) can be
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rewritten as

ζ01(ρ; t) =
∑

K′,ωK′

f1(K′, ωK′)e
−jωK′ tejK·ρFx1y1

{
F−1
x1,y1
{u′0}

}
⇒ ζ01(ρ; t) =

∑
K′,ωK′

f1(K′, ωK′)u
′
0e
jK′·ρe−jωK′ t (3.115)

and

ζ02(ρ; t) =
∑

K′1,ωK′1

∑
K′2,ωK′2

K′1+K′2=K′

Γ′Hf1(K′1, ωK′1
)f1(K′2, ωK′2

)u′0e
−j(ωK′1

+ωK′2
)t
ejK

′·ρ. (3.116)

After applying the generalized asymptotic expansion over the first-order height-

restricted electric field up to the second-order as presented in [3], [17], and combining

the resulting second-order electric field with the first-order asymptotic expansion

of the second-order electromagnetic electric field as done, for example, in [18], the

first- and second-order patch scatter electric fields can be defined for a monostatic

configuration as

(E+
0n)11(t, t0) ≈ −jη0∆`∆ρI0k

2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K,ωK

f1(K, ωK)e−jωKt
√
Kg(θK)

· e−j(π/4)ejρ0K Sa

[
∆ρ

2
(K − 2k0)

]
(3.117)

and

(E+
0n)2P (t, t0) ≈ −jη0∆`∆ρI0k

2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K1,ωK1

∑
K2,ωK2

K1+K2=K

ΓPf1(K1, ωK1)

· f1(K2, ωK2)e−j(ωK1
+ωK2

)t
√
Kg(θK)e−j(π/4)ejρ0K Sa

[
∆ρ

2
(K − 2k0)

]
, (3.118)

where ΓP is the patch scatter coupling coefficient, defined for Km and Kn as [89],

ΓP (Km, ωKm ,Kn, ωKn) = ΓH(Km, ωKm ,Kn, ωKn) + EΓP (Km,Kn), (3.119)
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with EΓP (Km,Kn) being the electromagnetic coupling coefficient between two monochro-

matic waves within the same scattering patch, defined as [89]

EΓP (Km,Kn) =

(
j
√

Km · (Km − 2k0ρ̂1) + k0

k2
0 + Km · (Km − 2k0ρ̂1)

)(
(Kn · ρ̂1)[Kn · (Km − 2k0ρ̂1)]√

Km · (Km − 2k0ρ̂1))

)
.

(3.120)

Observing expressions for the first-order corrections to the electric field in (3.105),

(3.106), (3.108), and (3.109), the expressions for the arbitrary height functions

in (3.115) and (3.116), and the height-restricted electric fields in (3.117) and (3.118),

it is clear that the convolutions over the “ocean time” t shown in the correction terms

have the form, for ωa, ωb ∈ R [113],

e−jωat∗
t
e−jωbt =

∫ ∞
−∞

e−jωbτe−jωa(t−τ) dτ , 2πe−jωatδ(ωa − ωb).

Substituting (3.115), (3.116), and the expressions for the height-restricted first- and

second-order electric fields shown in [17] into (3.105), (3.106), (3.108), (3.109) and

performing the convolutions over t, the first- and second-order hydrodynamic, first-

order corrections to the first- and second-order electric fields can be obtained as

[(
E+

0n

)
11

]
11

(t, t0) = −2πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′,ωK′

∑
K,ωK

f1(K, ωK)

· f1(K′, ωK′)u
′
0δ(ωK − ωK′)e

−jωKt
√
Kg(θK)e−j(π/4)ejρ0KejK

′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
(3.121)

[(
E+

0n

)
2P

]
11

(t, t0) = −2πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′,ωK′

∑
K1,ωK1

∑
K2,ωK2

K1+K2=K

ΓP

· f1(K1, ωK1)f1(K2, ωK2)f1(K′, ωK′)u
′
0δ((ωK1 + ωK2)− ωK′)e

−j(ωK1
+ωK2

)t
√
Kg(θK)

· e−j(π/4)ejρ0KejK
′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
, (3.122)
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[(
E+

0n

)
11

]
12

(t, t0) = −2πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′1,ωK′1

∑
K′2,ωK′2

K′1+K′2=K′

∑
K,ωK

Γ′H

· f1(K′1, ωK′1
)f1(K′2, ωK′2

)f1(K, ωK)u′0δ
(
ωK − (ωK′1

+ ωK′2
)
)
e−jωKt

√
Kg(θK)e−j(π/4)

· ejρ0KejK
′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
(3.123)

[(
E+

0n

)
2P

]
12

(t, t0) = −2πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′1,ωK′1

∑
K′2,ωK′2

K′1+K′2=K′

∑
K1,ωK1

∑
K2,ωK2

K1+K2=K

ΓP

· Γ′Hf1(K′1, ωK′1
)f1(K′2, ωK′2

)f1(K1, ωK1)f1(K2, ωK2)u′0e
−j(ωK1

+ωK2
)t
√
Kg(θK)e−j(π/4)

· δ
(
(ωK1 + ωK2)− (ωK′1

+ ωK′2
)
)
ejρ0KejK

′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
, (3.124)

Here, the Dirac deltas in the expressions for the correction terms should be ad-

dressed. Taking, for example, the expression within the summation in the first-

order hydrodynamic, first-order correction to the first-order electric field presented

in (3.121), the Fourier-Stieltjes series can be written as Fourier-Stieltjes integrals of

the form presented in (3.73):

[(I11)]11 (ρ, t, t0) =

∫
K

∫
ωK

∫
K′

∫
ωK′

[P11]11(ρ,K,K′, ωK, t, t0)δ(ω′K − ωK) dF1(K′, ωK′)

· dF1(K, ωK), (3.125)

where

[P11]11 , u′0e
−jωKt

√
Kg(θK)ejρ0KejK

′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
.
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From, (3.125), the integration over ωK′ can be written as

Iω′K =

∫
ωK′

δ(ωK′ − ωωK ) dF1(K′, ωK′).

In a distributional sense, IωK′
can be rewritten as

Iω′K = −
∫
ωK′

Θ(ωK′ − ωωK )
d{dF1(K′, ωK′)}

dωK′
= −

+∞∫
ωK

d{dF1(K′, ωK′)}
dωK′

,

Employing the fundamental theorem of calculus for Lebesgue-Stieltjes integrals [130]

knowing that dF1(K′), ωK′ is differentiable at every point over ωK′ ∈ R, and that

according to the Riemann-Lebesgue lemma dF (K′, ωK′)→ 0 as ωK′ →∞ [131], IωK′

can be written as

Iω′K = dF1(K′, ωK′)|ωK′=ωK
,

resulting in

[(I11)]11 (ρ, t, t0) =

∫
K

∫
ωK

∫
K′

[P11]11(ρ,K,K′, ωK, t, t0) dF1(K′, ωK′)|ωK′=ωK

· dF1(K, ωK). (3.126)

For a more complicated Dirac delta argument, i.e. the one presented in the Fourier-

Stieltjes integral that can be observed in (3.124),

[(I2P )]12 (ρ, t, t0) =

∫
· · ·
∫

[P2P ]12(ρ,K1,K2,K
′
1,K

′
2,K

′, ωK1 , ωK2 , ωK′1
, ωK′2

, t, t0)

· δ
(
(ωK′1

+ ωK′2
)− (ωK1 + ωK2)

)
dF1(K′1, ωK′1

) dF1(K′2, ωK′2
) dF1(K1, ωK1)

· dF1(K2, ωK2), (3.127)

where

[P2P ]12 , ΓPΓ′Hu
′
0e
−j(ωK1

+ωK2
)t
√
Kg(θK)e−j(π/4)ejρ0KejK

′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
,
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the integration can be performed over one of the angular frequencies originating from

the arbitrary heights function. Taking the integral over ωK′2
and rearranging the

argument in the Dirac delta results in

IωK′2
=

∫
ωK′2

[P2P ]12(ωK′2
)δ
(
ωK′2
−
[
(ωK1 + ωK2)− ωK′1

])
dF1(K′2, ωK′2

).

Here, the term [P2P ]12 has been retained as part of the integration because the hy-

drodynamic coupling coefficient Γ′H depends on ωK2 . By the same process employed

for IωK′
, IωK′2

can be rewritten in a distributional sense as

IωK′2
= −

+∞∫
(ωK′2

)0

d

dωK′2

{
[P2P ]12(ωK′2

) dF1(K′2, ωK′2
)
}

⇒ IωK′2
= −

+∞∫
(ωK′2

)0

[P2P ]12(ωK′2
)

d

dωK′2

{
dF1(K′2, ωK′2

)
}
−

+∞∫
(ωK′2

)0

d

dωK′2

{
[P2P ]12(ωK′2

)
}

· dF1(K′2, ωK′2
)

where (ωK′2
)0 , (ωK1 + ωK2) − ωK′1

. Applying integration by parts in one of the

integrals, and again using the Riemann-Lebesgue lemma, IωK′2
reduces to

IωK′2
= [P2P ]12((ωK1 + ωK2)− ωK′1

) dF1(K′2, ωK′2
)|ωK′2

=(ωK1
+ωK2

)−ωK′1
.

Therefore, by applying the method presented here, the expressions in (3.121) to (3.124)

can be written as

[(
E+

0n

)
11

]
11

(t, t0) = −2πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′

∑
K,ωK

f1(K, ωK)f1(K′, ωK)

· u′0e−jωKt
√
Kg(θK)e−j(π/4)ejρ0KejK

′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
(3.128)
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[(
E+

0n

)
2P

]
11

(t, t0) = −2πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′

∑
K1,ωK1

∑
K2,ωK2

K1+K2=K

ΓP

· f1(K1, ωK1)f1(K2, ωK2)f1(K′, ωK1 + ωK2)u′0e
−j(ωK1

+ωK2
)t
√
Kg(θK)e−j(π/4)ejρ0K

· ejK′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
, (3.129)

[(
E+

0n

)
11

]
12

(t, t0) = −2πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′1,ωK′1

∑
K′2

K′1+K′2=K′

∑
K,ωK

Γ′H

· f1(K′1, ωK′1
)f1(K′2, ωK − ωK′1

)f1(K, ωK)u′0e
−jωKt

√
Kg(θK)e−j(π/4)ejρ0KejK

′·ρ

· Sa

[
∆ρ

2
(K − 2k0)

]
, (3.130)

[(
E+

0n

)
2P

]
12

(t, t0) = −2πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′1,ωK′1

∑
K′2

K′1+K′2=K′

∑
K1,ωK1

∑
K2,ωK2

K1+K2=K

ΓP

· Γ′Hf1(K′1, ωK′1
)f1(K′2, (ωK1 + ωK2)− ωK′1

)f1(K1, ωK1)f1(K2, ωK2)u′0e
−j(ωK1

+ωK2
)t

·
√
Kg(θK)e−j(π/4)ejρ0KejK

′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
. (3.131)

From (3.129) to (3.131), it can be observed that the arbitrary heights function

has been fully incorporated into the expressions for the first-order corrections to the

electric field.

3.6.2 Second-Order Corrections to the Electric Field

Similar to the first-order case, the second-order correction terms are derived from the

second-order of the power series expansion of the exponential of the arbitrary heights
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function, e.g. (3.107) and (3.110). As higher-order corrections would result in a higher

overall order for the electric field, and, consequently, a lower-energy radar cross-

section [18], [132], the second-order correction will only be derived for the first-order

hydrodynamic arbitrary heights function. From the definition of ζ01(ρ; t) in (3.111),

ζ2
01(ρ; t) can be written as

ζ2
01(ρ; t) =

∑
K′,ωK′

∑
K′′,ωK′′

f1(K′, ωK′)f1(K′′, ωK′′)u
′
0u
′′
0e
−j(ωK′+ωK′′ )tej(K

′+K′′)·ρ, (3.132)

where

u′′0 =
√
K ′′2 − k0

2.

Similar to the convolution presented for the first-order correction, considering ωa, ωb, ωc ∈

R, the ocean time convolution present in the second-order correction terms can be

interpreted as

e−jωat∗
t
e−j(ωb+ωc)t =

∫ ∞
−∞

e−j(ωb+ωc)τe−jωa(t−τ) dτ = 2πe−jωatδ(ωa − (ωb + ωc)).

Therefore, by substituting (3.132) and the height-restricted first- and second-order

electric fields into (3.107) and (3.110), the first-order hydrodynamic, second-order

correction terms of the first- and second-order electric fields can be written as

[(
E+

0n

)
11

]
21

(t, t0) = −πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′,ωK′

∑
K′′,ωK′′

∑
K,ωK

f1(K, ωK)

· f1(K′, ωK′)f1(K′′, ωK′′)δ(ωK − (ωK′ + ωK′′))u
′
0u
′′
0e
−jωKt

√
Kg(θK)e−j(π/4)ejρ0K

· ej(K′+K′′)·ρ Sa

[
∆ρ

2
(K − 2k0)

]
(3.133)
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and

[(
E+

0n

)
2P

]
21

(t, t0) = −πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′,ωK′

∑
K′′,ωK′′

∑
K1,ωK1

∑
K2,ωK2

K1+K2=K

ΓP

· f1(K1, ωK1)f1(K2, ωK2)f1(K′, ωK′)f1(K′′, ωK′′)δ(ωK1 + ωK2 − (ωK′ + ωK′′))u
′
0u
′′
0

· e−j(ωK1
+ωK2

)t
√
Kg(θK)e−j(π/4)ejρ0Kej(K

′+K′′)·ρ Sa

[
∆ρ

2
(K − 2k0)

]
. (3.134)

Here, as in (3.121) to (3.124), the Dirac deltas in the corrected electric fields

should be addressed. As shown in Section 3.6.1, the Fourier-Stieltjes series in (3.133)

to (3.134) can be interpreted as a Fourier-Stieltjes integral. Taking, for example, the

Fourier-Stieltjes series in (3.133), the corresponding Fourier-Stieltjes integral can be

written as

[(I11)]21 (ρ, t, t0) =

∫
K

∫
ωK

∫
K′

∫
ωK′

∫
K′′

∫
ωK′′

[P11]21(ρ,K,K′,K′′, ωK, t, t0)δ(ωK−(ωK′+ωK′′))

· dF1(K′′, ωK′′) dF1(K′, ωK′) dF1(K, ωK), (3.135)

where

[P11]21 , u′0e
−jωKt

√
Kg(θK)ejρ0Kej(K

′+K′′)·ρ Sa

[
∆ρ

2
(K − 2k0)

]
.

Knowing that δ(x) = δ(−x), ∀x [104], the integral in (3.135) can be rewritten as

[(I11)]21 (ρ, t, t0) =

∫
K

∫
ωK

∫
K′

∫
ωK′

∫
K′′

∫
ωK′′

[P11]21(ρ,K,K′,K′′, ωK, t, t0)δ(ωK′′−(ωK−ωK′))

· dF1(K′′, ωK′′) dF1(K′, ωK′) dF1(K, ωK), (3.136)

Following the same procedure presented in Section 3.6.1, [(I11)]21 (ρ, t, t0) can be
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finally written as

[(I11)]21 (ρ, t, t0) =

∫
K

∫
ωK

∫
K′

∫
ωK′

[P11]21(ρ,K,K′,K′′, ωK, t, t0) dF1(K′′, ωK′′)|ωK′′=ωK−ωK′

· dF1(K′, ωK′) dF1(K, ωK). (3.137)

Analogously, the Fourier-Stieltjes integral form of the series presented in (3.134) can

be written as [(I11)]21 (ρ, t, t0), which can be finally written as

[(I11)]21 (ρ, t, t0) =

∫
· · ·
∫

[P2P ]21(ρ,K1,K2,K
′,K′′, ωK1 , ωK2 , t, t0)

· dF1(K′′, ωK′′)|ωK′′=(ωK1
+ωK2

)−ωK′
dF1(K′, ωK′) dF1(K1, ωK1) dF1(K2, ωK2), (3.138)

where

[P2P ]21 , ΓPu
′
0u
′′
0e
−j(ωK1

+ωK2
)t
√
Kg(θK)e−j(π/4)ejρ0Kej(K

′+K′′)·ρ Sa

[
∆ρ

2
(K − 2k0)

]
.

Substituting (3.137) and (3.138) respectively into (3.133) and (3.134), the expressions

for the first-order hydrodynamic, second-order corrections to the electric field can be

obtained as

[(
E+

0n

)
11

]
21

(t, t0) = −πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′,ωK′

∑
K′′

∑
K,ωK

f1(K, ωK)

· f1(K′, ωK′)f1(K′′, ωK′ − ωK)u′0u
′′
0e
−jωKt

√
Kg(θK)e−j(π/4)ejρ0Kej(K

′+K′′)·ρ

· Sa

[
∆ρ

2
(K − 2k0)

]
(3.139)
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and

[(
E+

0n

)
2P

]
21

(t, t0) = −πjη0∆`∆ρI0k
2
0

F 2(ρ0, ω0)

(2πρ0)3/2
ejk0∆ρ

∑
K′,ωK′

∑
K′′

∑
K1,ωK1

∑
K2,ωK2

K1+K2=K

ΓP

· f1(K1, ωK1)f1(K2, ωK2)f1(K′, ωK′)f1(K′′, (ωK1 + ωK2)− ωK′)u
′
0u
′′
0e
−j(ωK1

+ωK2
)t
√
K

· g(θK)e−j(π/4)ejρ0Kej(K
′+K′′)·ρ Sa

[
∆ρ

2
(K − 2k0)

]
. (3.140)

It should be noted that following the previously-defined convention to determine

the order of the correction terms, (3.139) and (3.140) are respectively included in the

third and fourth orders of the perturbation expansion of the electric field, and will

likely have a very small influence on the total electric field.

3.7 General Chapter Summary

In this chapter, the equations for the first- and second-order electric fields for an

ocean surface with electromagnetically-large waves have been derived. The system of

equations for the electric field presented in Chapter 2 was considered for the case of

scattering over a time-varying conductive random surface. It was shown that while

most of the derivations are similar to the ones presented by Walsh and Gill [3] and

Walsh et al. [17], the definition of the auxilliary vector fields R+ and R− do not

coincide with the ones presented in this chapter. Regardless, as the derivation of the

operator equation for the electric field normal to the ocean surface does not depend

on the definition of the auxiliary vectors, the results presented in [3] were used as a

starting point.

Using the operator equation defined in [3], the electric field expression for the
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first- and second-order electric fields for an ocean surface with arbitrary wave heights

was derived. This derivation depended on the definition of the operator L1 for an

ocean surface with arbitrary heights, since the expression presented in [3] was defined

with the help of the small-height approximation. This resulted in the definition of the

arbitrary heights factor, the exponential of the arbitrary heights function ζ(x, y; t),

introducing new terms to the operators in the equation. This resulted in a general

form for the first- and second-order electric field, where the height-restricted electric

field expressions from [3] are multiplied by the arbitrary heights factor. While the

derivations presented here are similar to the ones shown in [3], [17], the extra factor

introduced by the redefinition of L−1 require that the whole process be followed

including the arbitrary heights factor.

As both first- and second-order electric fields for an ocean surface with electromag-

netically-large waves depend on their height-restricted expressions, the derivations for

the height-restricted expressions for the electric field were revised. In [3], [17], the

ocean surface is initially considered static, with the time variation being introduced

once the electric field expressions have been derived. This could introduce some prob-

lems in the derivation, as a time convolution is required to obtain the electric field

expressions in the time domain. Therefore, the expressions for the electric field were

rederived considering a time-varying conductive random surface. For simplicity, since

the derivation of the first- and second-order electric fields follow a similar pattern,

the first-order electric field was used as an example. It was shown that while the

final expressions for the electric field are identical, this is only due to the mismatch

between the phase velocity of the ocean waves and the speed of light, which allows

for the approximation to the expression presented in [3], [17].
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Once the height-restricted expressions have been derived, the expressions for the

first- and second-order electric field for an ocean surface with arbitrary heights could

be obtained. From the power series expansion fo the arbitrary heights factor, it is clear

that the first-order correction term has not been altered, and a series of correction

terms have been included in the analysis. After the temporal inverse Fourier transform

is applied to the electric field, the correction terms for the first- and second-order

electric fields could be obtained by a convolution between the height-restricted electric

field and the different terms in the power series expansion of the arbitrary heights

factor. This resulted in the incorporation of the arbitrary heights function to the

electric field expressions. It should also be noted that the results presented here can

be extended to a bistatic configuration, as presented in [96]; the derivation of the first-

order hydrodynamic, first-order correction to the first-order electric field is presented

in Appendix B.2.

Considering the energy limitations of higher-order terms due to the uniform va-

lidity of the generalized asymptotic expansion of the ocean surface, the order of the

correction terms have been restricted to the first-order hydrodynamic term of the

second-order arbitrary heights function. The resulting expressions can now be used

to calculate the different corrections to the radar cross-section of the ocean surface

with electromagnetically-large waves.
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Chapter 4

HF Radar Cross-Section of an

Ocean Surface with

Electromagnetically-Large Waves

As described in Chapter 1, the radar cross-section (RCS) of the ocean surface is one

of the fundamental elements of radio oceanography in the HF band, as it allows for

the extraction of multiple meteorological measurements, the ocean wave spectrum

among them. The RCS of any scattering object can be obtained either by obtaining

the far-field limit of the ratio between scattered and incident power densities [90],

or by using the radar equation [120], [133], [134], which relates the power spectral

density of the received field to the radar cross-section of the scattering object. In the

derivation of the RCS of the ocean surface in the HF band, the latter method has

been widely-used [17], [18], [120].

To obtain the radar cross-section through the radar equation method, the power
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spectral density of the received electric field must be calculated and compared with

the radar equation. First, a conveniently-normalized autocorrelation expression for

the electric field is obtained, such that the zero-lag autocorrelation is equal to the

average power in the receiver [18]. Then, by taking the Fourier transform of the

autocorrelation with respect to the time delay, the power spectral density of the

receiver electric field can be obtained. This power spectral density will be defined in

terms of the Doppler frequency [17], [18], [120], being, therefore, the mathematical

description of the part of the received Doppler spectrum obtained from the electric

field scattered by the ocean surface. Finally, the radar cross-section of the ocean

surface can be found by comparing the resulting power spectral density with the

radar equation.

In this chapter, the radar cross-section for an ocean surface with arbitrary wave

heights will be obtained by using the electric field equations derived in Chapter 3.

As the height-restricted RCSs of the ocean surface have been previously derived in

the literature [17], [18], [120], the chapter will focus on the RCS resulting from the

correction terms introduced in Chapter 3.

4.1 Autocorrelation of the Electric Field over an

Ocean Surface With Electromagnetically-Large

Waves

According to [75], [123], [135], the ocean surface displacement f(ρ, t) can be un-

derstood as a zero-mean stationary Gaussian random process for a sufficiently large
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observation time and scattering patch. Also, since the surface displacement is a con-

tinuous function for any interval in time and space [136], f(ρ; t) is also Riemann

integrable. Knowing that the surface displacement is a Gaussian random process, it

is easy to see from the definition of the Fourier coefficients in (3.74) that f(K, ωK)

is also a Gaussian random variable through the central limit theorem [137]. There-

fore, considering the electric field as being the result of a sum of stationary Gaussian

processes [138], the autocorrelation of the electric field received from a patch of the

ocean surface depends only upon the delay between observations τ = t2 − t1 [139],

and can be defined as

RE+
n

(t1, t2) = E
{
E+

n (t1, t0)E+
n (t2, t0)

}
= E

{
E+

n (t)E+
n (t− τ)

}
= RE+

n
(τ),

where the overline indicates the conjugate transpose and E{·} is the expected value

operator. It should be noted that the autocorrelation in this case is taken with

respect to radar time. For convenience, the autocorrelation of the electric field can

be normalized as in [18],

R(τ) =
Ar
2η0

RE+
n

(τ) =
Ar
2η0

E
{
E+

n (t, t0)E+
n (t− τ, t0)

}
, (4.1)

where Ar is effective free-space aperture of the receiving antenna. This normalization

was chosen so that R(0) becomes the average power of the received electric field [140]

R(0) =
Ar
2η0

E
{
|E+

n (t, t0)|2
}
.

Expanding the electric field expression in (4.1) using the general form of the

electric field including the correction terms for an ocean surface with electromagnet-

ically-large waves as shown in (3.103), the autocorrelation of the electric field can be
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written as

R(τ) =
Ar
2η0

E

{(∑
m

∑
n

(E+
0n)mn(t, t0) +

∑
m

∑
n

∑
p

∑
q

[
(E+

0n)mn
]
pq

(t, t0)

)

·
(∑

m

∑
n

(E+
0n)mn(t− τ, t0) +

∑
m

∑
n

∑
p

∑
q

[
(E+

0n)mn
]
pq

(t− τ, t0)

)}
. (4.2)

Since the coefficients of the Fourier-Stieltjes expansion of the ocean surface are

defined such that, for any Km, ωKm and Kn, ωKn [122], [135], [141]

E
{

dF (Km, ωKm)dF (Kn, ωKn)
}

=


S(Km, ωKm) dKm dωKm , if Km = Kn, ωKm = ωKn

0, otherwise,

(4.3)

with S(Km, ωKm) being the ocean wave spectrum for Km, ωKm . Considering the

autocorrelation of the Fourier coefficients in correction terms modified by the Dirac

delta, the autocorrelation becomes

E
{

dF (K′m, ωK′m)
∣∣
ωK′m

=ωKi

dF (K′n, ωK′n)
∣∣
ωK′n

=ωKj

}

=


S(K′m, ωKi

) dK′m, if K′m = K′n, ωKi
= ωKj

,

0, otherwise,

(4.4)

with ωKi
, ωKj

being angular frequencies resulting from the integration of the Dirac

delta shown in Chapter 3. Therefore, following this principle, the Fourier coefficient

terms affected by the Dirac delta are fundamentally different functions from their

unaffected counterparts. Since the correlation of a Fourier coefficient of the ocean

surface can only be defined between values of the same Fourier coefficient and the same

wavenumber and frequencies [122], [141], all cross-correlations between electric field

terms resulting from different orders of the asymptotic expansion of the ocean surface
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will be null. In terms of the electric field, this means that only electric fields with

the same hydrodynamic and electromagnetic orders will be able to interact without

resulting in a null term. This was observed in [17], where the interaction between first-

and second-order electric fields for a height-restricted conductive surface resulted in

a negligible term. Consequently, the order of the correction terms in the correlation

would need to be the same as well. Therefore, applying all aforementioned expansions

to the normalized autocorrelation of the electric field results in

R(τ) =
∑
m

∑
n

Rmn(τ) +
∑
m

∑
n

∑
p

∑
q

[Rmn]pq(τ) (4.5)

with

Rmn(τ) =
Ar
2η0

E
{

(E+
0n)mn(t)(E+

0n)mn(t− τ)
}

(4.6)

being the autocorrelation of the small-heights electric fields, and

[Rmn]pq(τ) =
Ar
2η0

E
{

[(E+
0n)mn]pq(t)[(E

+
0n)mn]pq(t− τ)

}
(4.7)

being the autocorrelation of the correction terms. Since the autocorrelation of the

height-restricted terms have been previously derived in [17] for the monostatic case,

and in [89] for the bistatic case, the following sections will focus on the derivation of

the autocorrelations of the electric field correction terms presented in Chapter 3.
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4.1.1 Autocorrelation of the First-Order Corrections to the

Electric Field

From (4.7), the autocorrelation of the first-order correction terms can be defined as

[R11]11(τ) ,
Ar
2η0

E
{

[(E+
0n)11]11(t)[(E+

0n)11]11(t− τ)
}

(4.8)

[R2P ]11(τ) ,
Ar
2η0

E
{

[(E+
0n)2P ]11(t)[(E+

0n)2P ]11(t− τ)
}

(4.9)

[R11]12(τ) ,
Ar
2η0

E
{

[(E+
0n)11]12(t)[(E+

0n)11]12(t− τ)
}

(4.10)

[R2P ]12(τ) ,
Ar
2η0

E
{

[(E+
0n)2P ]12(t)[(E+

0n)2P ]12(t− τ)
}

(4.11)

where the first-order electric fields are defined in (3.128) to (3.131). As most steps in

the derivation are similar between the different terms in (4.8) to (4.11), for simplicity

the derivations presented here will focus on the corrections to the first-order fields.

Considering first the autocorrelation for the first-order hydrodynamic, first-order

electric field correction to the first-order electric field presented in (4.8) and substi-

tuting the electric field expression defined in (3.128) in its Fourier-Stieltjes integral

form, [R11]11 can be written as

[R11]11 (τ) =
Ar
2η0

{
(2π)2η0

2|I0∆`|2∆ρ2k4
0

|F (ρ0, ω0)|4
(2π)3ρ3

0

∫
· · ·
∫
u′0u

′∗
0 e
−jωKtejωK∗ (t−τ)

·
√
K
√
K∗g(θK)g(θK∗)e

jρ0Ke−jρ0K∗e−jK
′∗·ρejK

′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
Sa

[
∆ρ

2
(K∗ − 2k0)

]
· E
{

dF1(K, ωK)dF1(K∗, ωK∗)
}
E
{

dF1(K′, ωK)dF1(K′∗, ωK∗)
}}

, (4.12)

where the star superscripts indicate that the variables originate from the conjugate

transpose functions. From the definitions of the expected values for the Fourier
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coefficients in (4.3) and (4.4), the expression in (4.12) can be further expanded as

[R11]11 (τ) =
Ar
2

{
(2π)2η0|I0∆`|2∆ρ2k4

0

|F (ρ0, ω0)|4
(2π)3ρ3

0

∫
· · ·
∫
S1(K, ωK)S1(K′, ωK)u′0u

′∗
0

· e−jωKtejωK∗ (t−τ)
√
K
√
K∗g(θK)g(θK∗)e

jρ0Ke−jρ0K∗e−jK
′∗·ρejK

′·ρ Sa

[
∆ρ

2
(K − 2k0)

]
·Sa

[
∆ρ

2
(K∗ − 2k0)

]
δ(K∗−K)δ(ωK∗−ωK)δ(K′∗−K) dK∗ dωK∗ dK′

∗
dK′ dK dωK

}
,

(4.13)

where S1(K, ωK) is the ocean wave spectrum for first-order waves [18]. Defining the

wave vector space in polar coordinates, the Dirac deltas and differential wave vectors

dK∗ and dK′∗ can be written as

δ(K∗ −K) =
1

K∗
δ(K∗ −K)δ(θK∗ − θK),

δ(K′∗ −K′) =
1

K ′∗
δ(K ′∗ −K ′)δ(θK′∗ − θK′),

dK∗ = K∗ dK∗ dθK∗ ,

and

dK′∗ = K ′∗ dK ′∗ dθK′∗ ,

the Dirac delta in (4.13) can be integrated, using the sifting property [104] to obtain

[R11]11 (τ) =
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

2(2π)ρ3
0

∫
· · ·
∫
S1(K, ωK)S1(K′, ωK)|u′0|2

· e−jωKτK|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dK′ dK dωK. (4.14)

Following the same procedure for the second-order hydrodynamic, first-order cor-

rection to the first-order electric field in (4.10), [R11]12 can be written as
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[R11]12 (τ) =
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

2(2π)ρ3
0

∫
· · ·
∫
|Γ′H |2S1(K, ωK)S1(K′1, ωK′1

)

·S1(K′2, ωK−ωK′1
)|u′0|2e−jωKτK|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dK dωK dK′1 dωK′1

dK′2.

(4.15)

By definition, the directional ocean wave spectrum can be written in terms of the

directional wavenumber spectrum using the dispersion relation of the ocean surface.

ω as [122]

S1(K, ωK) =
1

2

∑
m=±1

S1(mK)δ(ωK +mω).

For deep-water waves ω =
√
gK [142], where g is the acceleration due to gravity.

Therefore, [18],

S1(K, ωK) =
1

2

∑
m=±1

S1(mK)δ(ωK +m
√
gK), (4.16)

where g is the acceleration due to gravity. Substituting (4.16) into (4.14) and (4.15),

the first-order autocorrelations can be written as

[R11]11 (τ) =
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

8(2π)ρ3
0

∑
m=±1

∑
m′=±1

∫
K

∫
K′

∫
ωK

S1(mK)S1(m′K′)

· |u′0|2e−jωKτKδ(ωK +m
√
gK)δ(ωK +m′

√
gK ′)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
· dωK dK′ dK, (4.17)
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and

[R11]12 (τ) =
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

16(2π)ρ3
0

∑
m=±1

∑
m′1=±1

∑
m′2=±1

∫
K

∫
K′2

∫
K′1

∫
ωK′1

∫
ωK

|Γ′H |2

· S1(mK)S1(m′1K
′
1)S1(m′2K

′
2)|u′0|2δ(ωK +m

√
gK)δ(ωK′1

+m′1
√
gK ′1)

·δ(ωK−ωK′1
+m′2

√
gK ′2)e−jωKτK|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dωK dωK′1

dK′1 dK′2 dK

(4.18)

Similarly, the first-order corrections to the second-order electric fields shown in

(4.9) and (4.11) can be written as

[R2P ]11 (τ) =
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

16(2π)ρ3
0

∑
m1=±1

∑
m2=±1

∑
m′=±1

∫
K2

∫
K1

∫
K′

∫
ωK2

∫
ωK1

· |sΓP |2S1(m1K1)S1(m2K2)S1(m′K′)|u′0|2e−j(ωK1
+ωK2

)τKδ(ωK1 + ωK2 +m′
√
gK ′)

·δ(ωK1+m1

√
gK1)δ(ωK2+m2

√
gK2)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dωK1 dωK2 dK′ dK1

· dK2, (4.19)

and

[R2P ]12 (τ) =
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

32(2π)ρ3
0

∑
m1=±1

∑
m2=±1

∑
m′1=±1

∑
m′2=±1∫

K2

∫
K1

∫
K′2

∫
K′1

∫
ωK2

∫
ωK1

∫
ωK′1

|sΓP |2|Γ′H |2S1(m′1K
′
1)S1(m′2K

′
2)S1(m1K1)S1(m2K2)e−j(ωK1

+ωK2
)τ

·δ(ωK1 +m1

√
gK1)δ(ωK2 +m2

√
gK2)δ(ωK′1

+m′1
√
gK ′1)δ(ωK1 +ωK2−ωK′1

+m′2
√
gK ′2)

· |u′0|2K|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dωK′1

dωK1 dωK2 dK′1 dK′2 dK1 dK2, (4.20)

where K = K1 + K2, K′ = K′1 + K′2 in (4.20), and sΓP is the symmetricized coupling
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coefficient, defined as [89]

sΓP (K1, ωK1 ,K2, ωK2) = ΓH(K1, ωK1 ,K2, ωK2) +
1

2
(ΓE(K1,K2) + ΓE(K2,K1)) .

(4.21)

Although the Dirac deltas in (4.17), (4.19), (4.18), and (4.20) could be simplified

though integration, they have been kept in the expressions to facilitate the derivation

of the radar cross-section. Using the procedure presented here, it is possible to obtain

the autocorrelation for the second-order terms.

4.1.2 Autocorrelation of the Second-Order Corrections to

the Electric Field

From (4.7), the autocorrelation for the first-order hydrodynamic, second-order auto-

correlation of the first- and second-order electric fields can be defined as

[R11]21(τ) ,
Ar
2η0

E
{

[(E+
0n)11]21(t)[(E+

0n)11]21(t− τ)
}

(4.22)

[R2P ]21(τ) ,
Ar
2η0

E
{

[(E+
0n)2P ]21(t)[(E+

0n)2P ]21(t− τ)
}

(4.23)

Following the same procedure shown in Section 4.1.1, (4.22) and (4.23) can be

expanded to obtain [R11]21 and [R2P ]21 as

[R11]21 (τ) =
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

16(2π)ρ3
0

∑
m=±1

∑
m′=±1

∑
m′′=±1

∫
· · ·
∫
S1(mK)

· S1(m′K′)S1(m′′K′′)|u′0|2|u′′0|2Ke−jωKτδ(ωK +m
√
gK)δ(ωK′ +m′

√
gK ′)

· δ(ωK − ωK′ +m′′
√
gK ′′)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dωK dωK′ dK′ dK′′ dK,

(4.24)
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[R2P ]21 (τ) =
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

32(2π)ρ3
0

∑
m1=±1

∑
m2=±1

∑
m′=±1

∑
m′′=±1

∫
· · ·
∫

· |sΓP |2S1(m1K1)S1(m2K2)S1(m′K′)S1(m′′K′′)|u′0|2|u′′0|2Ke−j(ωK1
+ωK2

)τ

·δ(ωK1 +m1

√
gK1)δ(ωK2 +m2

√
gK2)δ(ωK′+m

′√gK ′)δ(ωK1 +ωK2−ωK′+m
′′√gK ′′)

· |g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dωK1 dωK2 dωK′ dK′ dK′′ dK1 dK2. (4.25)

4.2 Power Spectral Density of the Electric Field

Over an Ocean Surface With Electromagneti-

cally-Large Waves

From the autocorrelation expressions derived in Section 4.1, the power spectral density

of the scattered electric field can be obtained through a Fourier transform with respect

to the time delay τ :

P(ωd) = Fτ {R(τ)} =
∑
m

∑
n

Fτ{Rmn(τ)}+
∑
m

∑
n

∑
p

∑
q

Fτ{[Rmn]pq(τ)}

∴ P(ωd) ≡
∑
m

∑
n

Pmn(ωd) +
∑
m

∑
n

∑
p

∑
q

[Pmn]pq(ωd), (4.26)

where Pmn(ωd) are the power spectral densities of the height-restricted electric field

terms and [Pmn]pq(ωd) are the power spectral densities of the correction electric field

terms defined in Chapter 3. This procedure will later allow the derivation of the

radar cross-section terms by comparing the power spectral density obtained through

the Fourier transform with that in the radar equation [18], [120].

103



4.2.1 Power Spectral Density of the First-Order Correction

Terms

Taking first the correction terms related to the first-order electric field and applying

the Fourier transform over τ , the power spectral density relative to (4.17) and (4.18)

can be written as

[P11]11 (ωd) = 2π3k2
0∆ρ2Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
2(2πρ0)3

∑
m=±1

∑
m′=±1

∫
K

∫
K′

∫
ωK

S1(mK)

· S1(m′K′)|u′0|2Kδ(ωd − ωK)δ(ωK +m
√
gK)δ(ωK +m′

√
gK ′)|g(θK)|2

· Sa2

[
∆ρ

2
(K − 2k0)

]
dωK dK′ dK (4.27)

and

[P11]12 (ωd) = π3k2
0∆ρ2Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
2(2πρ0)3

∑
m=±1

∑
m′1=±1

∑
m′2=±1

∫
K

∫
K′2

∫
ωK′1

∫
K′1

∫
ωK

· |Γ′H |2S1(mK)S1(m′K′)|u′0|2δ(ωd − ωK)δ(ωK +m
√
gK)δ(ωK′1

+m′1
√
gK ′1)

· δ(ωK − ωK′1
+m′2

√
gK ′2)K|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dωK dK′1 dωK′1

dK′2 dK.

(4.28)

respectively. Using the reproducing property of the Dirac delta [104], the Dirac deltas

in (4.27) and (4.28) can be written as

δ(ωK +m
√
gK)δ(ωK +m′

√
gK ′)δ(ωd − ωK) = δ(ωd +m

√
gK)δ(ωd +m′

√
gK ′)

· δ(ωd − ωK)
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and

δ(ωK +m
√
gK)δ(ωK′1

+m′1
√
gK ′1)δ(ωK − ωK′1

+m′2
√
gK ′2)δ(ωd − ωK)

= δ(ωd +m
√
gK)δ(ωK′1

+m′1
√
gK ′1)δ(ωd +m′1

√
gK ′1 +m′2

√
gK ′2)δ(ωd − ωK).

Then, performing the integral over ωK in (4.27) and ωK and ωK′1
in (4.28), the power

spectral densities can be further simplified to

[P11]11 (ωd) = 2π3k2
0∆ρ2Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
2(2πρ0)3

∑
m=±1

∑
m′=±1

∫
K

∫
K′

S1(mK)S1(m′K′)

· |u′0|2Kδ(ωd +m
√
gK)δ(ωd +m′

√
gK ′)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dK′ dK

(4.29)

and

[P11]12 (ωd) = π3k2
0∆ρ2Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
2(2πρ0)3

∑
m=±1

∑
m′1=±1

∑
m′2=±1

∫
K

∫
K′2

∫
K′1

|Γ′H |2

·S1(mK)S1(m′K′1)S1(m′K′2)|u′0|2δ(ωd+m
√
gK)δ(ωd+m

′
1

√
gK ′1+m′2

√
gK ′2)K|g(θK)|2

· Sa2

[
∆ρ

2
(K − 2k0)

]
dK′1 dK′2 dK. (4.30)

Observing (4.29) and (4.30), it is clear that the integrals over K and K′ in the

former, and K and the double integral over K′1 and K′2 in the latter are iterable.

After some algebraic manipulations, (4.29) and (4.30) can be written as a product

between integrals:

[P11]11 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2π)3ρ4

0

{
23πk2

0∆ρ2 ρ0

Ap

∑
m=±1

∫∫
S1(mK)

· δ(ωd +m
√
gK)K2|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dK dθK

}{
2π2

∑
m′=±1

∫∫
S1(m′K′)

· |u′0|2K ′δ(ωd +m
√
gK ′) dK ′ dθK′

}
, (4.31)
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and

[P11]12 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2π)3ρ4

0

{
23πk2

0∆ρ2 ρ0

Ap

∑
m=±1

∫∫
S1(mK)

·δ(ωd+m
√
gK)K2|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dK dθK

}{
π2

∑
m′1=±1

∑
m′2=±1

∫∫∫∫
|Γ′H |2

· S1(m′1K
′
1)S1(m′2K

′
2)|u′0|2δ(ωd +m′1

√
gK ′1 +m′2

√
gK ′2) dK ′1 dθK′1 dK ′2 dθK′2

}
,

(4.32)

where the area of the scattering patch Ap can be approximated by

Ap ≈ ρ0∆ρ. (4.33)

From intermediate results presented in [17], it is clear that the first integral in both

(4.31) and (4.32) is the definition of the first-order HF Doppler radar cross-section

σ11(ωd) over a height-restricted ocean surface. Therefore, making

σ11(ωd) ≡ 23πk2
0∆ρ2 ρ0

Ap

∑
m=±1

∫∫
S1(mK)δ(ωd +m

√
gK)K2|g(θK)|2

· Sa2

[
∆ρ

2
(K − 2k0)

]
dK dθK,

the power spectral density of the correction terms can be defined with respect to

σ11(ωd) as

[P11]11 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ11(ωd)

{
2π2

∑
m′=±1

∫∫
S1(m′K′)|u′0|2

·K ′δ(ωd +m
√
gK ′) dK ′ dθK′

}
. (4.34)
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and

[P11]12 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ11(ωd)

{
π2

∑
m′1=±1

∑
m′2=±1

∫∫∫∫
|Γ′H |2

· S1(m′1K
′
1)S1(m′2K

′
2)|u′0|2δ(ωd +m′1

√
gK ′1 +m′2

√
gK ′2) dK ′1 dθK′1 dK ′2 dθK′2

}
.

(4.35)

Following the same procedure, the power spectral densities for the corrections to

the second-order electric field can be written as

[P2P ]11 (ωd) = 2π
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

16(2π)ρ3
0

∑
m1=±1

∑
m2=±1

∑
m′=±1

∫
K2

∫
K1

∫
K′

|sΓP |2

· S1(m1K1)S1(m2K2)S1(m′K′)|u′0|2Kδ(ωd +m1

√
gK1 +m2

√
gK2)δ(ωd +m′

√
gK ′)

· |g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dK′ dK1 dK2, (4.36)

and

[P11]12 (ωd) = 2π
Arη0k

4
0|I0∆`|2|F (ρ0, ω0)|4∆ρ2

32(2π)ρ3
0

∑
m1=±1

∑
m2=±1

∑
m′1=±1

∑
m′2=±1∫

K2

∫
K1

∫
K′2

∫
K′1

|sΓP |2|Γ′H |2S1(m′1K
′
1)S1(m′2K

′
2)S1(m1K1)S1(m2K2)|u′0|2K|g(θK)|2

·δ(ωd+m1

√
gK1+m2

√
gK2)δ(ωd+m

′
1

√
gK ′1+m′2

√
gK ′2) Sa2

[
∆ρ

2
(K − 2k0)

]
dK′1 dK′2

· dK1 dK2, (4.37)

Similar to the corrections to the first-order electric field, the expressions in (4.36)

and (4.37) can be expressed as a product between integrals, one solely dependent

on height-restricted (unprimed) variables, and the other only dependent on primed

terms related to the arbitrary heights function. Therefore, after some algebraic ma-
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nipulations, (4.36) and (4.37) can be rewritten as

[P2P ]11 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

{
23πk2

0(∆ρ)2ρ0

∑
m1=±1

∑
m2=±1

∫
K2

∫
K1

|sΓP |2

· S1(m1K1)S1(m2K2)Kδ(ωd +m1

√
gK1 +m2

√
gK2)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
· dK1 dK2

}{
2π2

∑
m′=±1

∫∫
S1(m′K′)|u′0|2K ′δ(ωd +m

√
gK ′) dK ′ dθK′

}
. (4.38)

[P2P ]12 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

{
23πk2

0(∆ρ)2ρ0

∑
m1=±1

∑
m2=±1

∫
K2

∫
K1

|sΓP |2

S1(m1K1)S1(m2K2)Kδ(ωd +m1

√
gK1 +m2

√
gK2)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
· dK1 dK2

}{
π2

∑
m′1=±1

∑
m′2=±1

∫∫∫∫
|Γ′H |2S1(m′1K

′
1)S1(m′2K

′
2)|u′0|2

· δ(ωd +m′1
√
gK ′1 +m′2

√
gK ′2) dK ′1 dθK′1 dK ′2 dθK′2

}
. (4.39)

Noting again that the first bracketed term is equivalent to an intermediate step in the

derivation of the second-order radar cross-section for a height-restricted ocean surface

σ2P (ωd) presented in [17], (4.38) and (4.39) can be further reduced to

[P2P ]11 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ2P (ωd)

{
2π2

∑
m′=±1

∫∫
S1(m′K′)|u′0|2

·K ′δ(ωd +m
√
gK ′) dK ′ dθK′

}
. (4.40)

and

[P2P ]12 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ2P (ωd)

{
π2

∑
m′1=±1

∑
m′2=±1

∫∫∫∫
|Γ′H |2

· S1(m′1K
′
1)S1(m′2K

′
2)|u′0|2δ(ωd +m′1

√
gK ′1 +m′2

√
gK ′2) dK ′1 dθK′1 dK ′2 dθK′2

}
,

(4.41)
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where

σ2P (ωd) = 23πk2
0(∆ρ)2ρ0

∑
m1=±1

∑
m2=±1

∫
K2

∫
K1

|sΓP |2S1(m1K1)S1(m2K2)K

· δ(ωd +m1

√
gK1 +m2

√
gK2)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dK1 dK2. (4.42)

Comparing the first- and second-order correction terms, it is clear that the brack-

eted terms in (4.34) and (4.40) are identical, as well as the ones presented in (4.35)

and (4.41). This suggests a pattern for the first- and second-order hydrodynamic

corrections, indicating that terms with the same correction order share a common

factor. Therefore, defining the first-order hydrodynamic, first-order correction factor

Ξ11 as

Ξ11(ωd) = 2π2
∑
m′=±1

∫∫
S1(m′K′)|K ′2 − k0

2|δ(ωd +m
√
gK ′)K ′ dK ′ dθK′ (4.43)

and the second-order hydrodynamic, first-order correction factor Ξ12 as

Ξ12(ωd) = π2
∑

m′1=±1

∑
m′2=±1

∫∫∫∫
|Γ′H |2S1(m′1K

′
1)S1(m′2K

′
2)
∣∣|K1 + K2|2 − k0

2
∣∣

· δ(ωd +m′1
√
gK ′1 +m′2

√
gK ′2)K ′1K

′
2 dK ′1 dθK′1 dK ′2 dθK′2 , (4.44)

the power spectral densities for the first- and second-order corrections to the electric

field can be further reduced to the following forms:

[P11]11 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ11(ωd)Ξ11(ωd), (4.45)

[P11]12 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ11(ωd)Ξ12(ωd), (4.46)

[P2P ]11 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ2P (ωd)Ξ11(ωd), (4.47)
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and

[P2P ]12 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ2P (ωd)Ξ12(ωd). (4.48)

Now that the power spectral density of the first-order correction terms have been

defined, the expressions for the second-order correction terms must be derived.

4.2.2 Power Spectral Density of the Second-Order Correc-

tion Terms

Taking first the autocorrelation for the first-order hydrodynamic, second-order cor-

rection the the first-order electric field presented in (4.24) and applying the Fourier

transform with respect to the time lag τ , the power spectral density [P11]21 can be

obtained as

[P11]21 (ωd) = π3k2
0∆ρ2Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
4(2πρ0)3

∑
m=±1

∑
m′=±1

∑
m′′=±1

∫
· · ·
∫
S1(mK)

· S1(m′K′)S1(m′′K′′)|u′0|2|u′′0|2Kδ(ωd − ωK)δ(ωK +m
√
gK)δ(ωK′ +m′

√
gK ′)

· δ(ωK +m′
√
gK ′ +m′′

√
gK ′′)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dωK dωK′ dK′ dK′′ dK.

(4.49)

Using the reproducing property of the Dirac delta

δ(ωd − ωK)δ(ωK +m
√
gK)δ(ωK′ +m′

√
gK ′)δ(ωK′ − ωK′ +m′′

√
gK ′′)

= δ(ωd − ωK)δ(ωK′ +m′
√
gK ′)δ(ωd +m

√
gK)δ(ωd +m′

√
gK ′ +m′′

√
gK ′′)
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and performing the integration over ωK and ωK′ , (4.49) becomes:

[P11]21 (ωd) = π3k2
0∆ρ2Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
4(2πρ0)3

∑
m=±1

∑
m′=±1

∑
m′′=±1

∫
· · ·
∫
S1(mK)

·S1(m′K′)S1(m′′K′′)K2|g(θK)|2δ(ωd+m
√
gK)δ(ωd+m

′√gK ′+m′′
√
gK ′′)|u′0|2|u′′0|2K ′

·K ′′ Sa2

[
∆ρ

2
(K − 2k0)

]
dK dθK dK ′ dθK′ dK

′′ dθK′′ . (4.50)

As observed in Section 4.2.1, the integrals in (4.50) can be represented as a product

between two integrals:

[P11]21 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
16(2πρ0)3

{
23πk2

0∆ρ2ρ0

∑
m=±1

∫∫
S1(mK)K2|g(θK)|2

· δ(ωd +m
√
gK) Sa2

[
∆ρ

2
(K − 2k0)

]
dK dθK

}{
π2

2

∑
m′=±1

∑
m′′=±1

∫∫∫∫
S1(m′K′)

· S1(m′′K′′)δ(ωd +m′
√
gK ′ +m′′

√
gK ′′)|u′0|2|u′′0|2K ′K ′′ dK ′ dθK′ dK ′′ dθK′′

}
.

(4.51)

As in Section 4.2.1 the first bracketed term can be identified as the first-order radar

cross-section σ11(ωd) for a height-restricted ocean surface. Therefore, (4.51) can be

rewritten as

[P11]21 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
16(2πρ0)3

σ11(ωd)

{
π2

2

∑
m′=±1

∑
m′′=±1

∫∫∫∫
S1(m′K′)

· S1(m′′K′′)|u′0|2|u′′0|2δ(ωd +m′
√
gK ′ +m′′

√
gK ′′)K ′K ′′ dK ′ dθK′ dK

′′ dθK′′

}
.

(4.52)

Now, applying the Fourier transform to the autocorrelation of the first-order hy-

drodynamic, second-order correction to the second-order electric field presented in
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(4.25) and following the steps presented for the correction to the first-order, the ex-

pression for [P2P ]21 can be written as

[P2P ]21 (ωd) = π3k2
0∆ρ2Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
4(2πρ0)3

∑
m1=±1

∑
m2=±1

∑
m′=±1

∑
m′′=±1

∫
· · ·
∫

· |sΓP |2S1(m1K1)S1(m2K2)S1(m′K′)S1(m′′K′′)|u′0|2|u′′0|2Kδ(ωd+m1

√
gK+m2

√
gK)

·δ(ωd+m′
√
gK ′+m′′

√
gK ′′)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dωK1 dωK2 dωK′ dK′ dK′′ dK1

· dK2. (4.53)

Similar to (4.50), it is easy to show that the integrals in (4.53) can be represented

as a product between integrals. After some algebraic manipulation, (4.53) can be

rewritten as

[P2P ]21 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
16(2πρ0)3

{
23πk2

0(∆ρ)2ρ0

∑
m1=±1

∑
m2=±1

∫
K2

∫
K1

|sΓP |2

·S1(m1K1)S1(m2K2)Kδ(ωd+m1

√
gK1 +m2

√
gK2)|g(θK)|2 Sa2

[
∆ρ

2
(K − 2k0)

]
dK1

·dK2.

}{
π2

2

∑
m′=±1

∑
m′′=±1

∫∫∫∫
S1(m′K′)S1(m′′K′′)δ(ωd+m′

√
gK ′+m′′

√
gK ′′)|u′0|2

· |u′′0|2K ′K ′′ dK ′ dθK′ dK ′′ dθK′′
}
. (4.54)

As in Section 4.2.1, the first term in brackets can be identified as an intermediary step

in the derivation of the second-order radar cross-section σ2P (ωd) of a height-restricted

ocean surface [17]. Therefore, (4.54) can be rewritten as

[P2P ]21 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
16(2πρ0)3

σ2P (ωd)

{
π2

2

∑
m′=±1

∑
m′′=±1

∫∫
S1(m′K′)

· S1(m′′K′′)|u′0|2|u′′0|2δ(ωd +m′
√
gK ′ +m′′

√
gK ′′)K ′K ′′ dK ′ dθK′ dK

′′ dθK′′

}
.

(4.55)
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From (4.52) and (4.55), it is clear that both expressions share identical bracketed

terms. Similar to the observation made in Section 4.2.1, the expressions seem to

follow a pattern, where terms of the same correction order share the same factor.

Therefore, defining the first-order hydrodynamic, second-order correction factor Ξ21

as

Ξ21(ωd) =
π2

2

∑
m′=±1

∑
m′′=±1

∫∫∫∫
S1(m′K′)S1(m′′K′′)|K ′2 − k0

2||K ′′2 − k0
2|

· δ(ωd +m′
√
gK ′ +m′′

√
gK ′′)K ′K ′′ dK ′ dθK′ dK

′′ dθK′′ . (4.56)

the power spectral densities for the first-order hydrodynamic, second-order correction

terms to the electric field can be written as

[P11]21 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ11(ωd)Ξ21(ωd), (4.57)

and

[P2P ]21 (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σ2P (ωd)Ξ21(ωd). (4.58)

Comparing the power spectral densities for the height-restricted electric fields

presented in [17] to the ones derived for the first-order corrections in (4.45) to (4.48),

as well as the second-order corrections in (4.57) and (4.58), a general pattern seems

to emerge: the correction to the power spectral density of a term can be obtained

by merely multiplying the height-restricted power spectral density by the correction

factor at the desired order. This pattern simplifies the derivation of the radar cross-

section for the ocean surface with arbitrary wave heights, as shown in the next Section.
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4.3 Radar Cross-Section of the Correction Terms

for an Ocean Surface With Electromagneti-

cally-Large Waves

According to Barrick [120], for a narrowband transmission, the radar equation can

be defined with respect to the received Doppler spectrum for a differential scattering

area dAp as [120], [133], [134],

dPr(ωd) =
PtGtGr|F (ρ1, ω0)|2|F (ρ2, ω0)|2λ2

0

(4π)3ρ1
2ρ2

2
σ(ωd) dAp (4.59)

where Pr is the received power, Pt is the transmitted power, σ(ωd) is the radar

cross-section of the scattering body, ρ1 and ρ2 are respectively the distance between

transmitter and scattering patch, and the distance between scattering body and re-

ceiver as defined in Figure 3.1, Gt and Gr are respectively the transmitter and receiver

gains, F (ρn, ω0) is the path attenuation function for each distance ρn, n = 1, 2 (e.g.

[35], [143]), and λ0 is the representative wavelength of the transmitted signal [120].

From [144], the effective aperture of the receiving antenna can be defined as

Ar =
λ2

0

4π
Gr. (4.60)

Also, the power radiated by a dipole of length ∆` is [140]

Prad =
η0

12π
k2

0|I0∆`|2. (4.61)

Thus, knowing that the power pattern for a short dipole can be calculated as [140]

P(r, θ) =
1

2

k2
0η2|I0∆`|2

(4πr)2
sin2 θ
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and that the gain of an antenna can be defined as

G = εR
P(r, θ)
Prad
4πr2

,

where εR is the antenna efficiency and Prad is the power radiated by the antenna, the

gain of a lossless vertical dipole transmitter of length ∆` can be defined as

Gt =
3

4
sin2 θ. (4.62)

Therefore, considering the maximum gain of the transmitter and substituting (4.60)

to (4.62) into (4.59), the radar equation for a vertical dipole source can be written as

dPr(ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
16(2πρ0)3

σ(ωd) dAp (4.63)

Therefore, to obtain the radar cross-section of the ocean surface using the radar

equation, the power spectral density of the received signal should be differentiated

with respect to the area of the scattering patch and the resulting expression should

be compared with the radar equation in (4.63). From (4.26), the expression for the

derivative of the power spectral density of the received signal with respect to the area

of the scattering patch can be written as

dP(ωd)

dAp
=
∑
m

∑
n

dPmn(ωd)

dAp
+
∑
m

∑
n

∑
p

∑
q

d[Pmn]pq(ωd)

dAp
. (4.64)

The first term in the summation shown in (4.64) shows the expressions used to obtain

the radar cross-sections for a height-restricted ocean surface presented as in [18], [120].

To obtain the radar cross-section of the correction terms normalized to the scattering

area, the power spectral densities of the correction terms should be differentiated with

respect to the area of the scattering patch.
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In Section 4.2, it was shown that, at least up to the first-order hydrodynamic,

second-order correction to the electric field, the power spectral density of the correc-

tion terms fit the pattern

[Pmn]pq(ωd) = [Pmn]pq (ωd) =
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4Ap
16(2πρ0)3

σmn(ωd)Ξpq(ωd), (4.65)

where neither the height-restricted radar cross-section, nor the correction factors

present any dependence on the area of the scattering patch. Therefore, the derivative

of the power spectral density of the correction terms with respect to the area of the

scattering patch can be written as

d[Pmn]pq(ωd)

dAp
=
Arη0|I0∆`|2k2

0|F (ρ0, ω0)|4
16(2πρ0)3

σmn(ωd)Ξpq(ωd). (4.66)

Therefore, the correction terms of the radar cross-section of an ocean surface with

electromagnetically-large waves can be defined for the first- and second-order hydro-

dynamic, first-order correction terms and for the first-order hydrodynamic, second-

order correction term as

[σmn]pq (ωd) = σmn(ωd)Ξpq(ωd). (4.67)

From (4.67), it is clear that the radar cross-section terms resulting from the correction

terms for the electric field scattered by an ocean surface with electromagnetically-

large waves presented in Chapter 3 depend on the correction factors Ξpq(ωd), which

are common for terms of the same correction order. Therefore, an analysis of these

correction terms is important to understand how they impact the total radar cross-

section.

116



4.4 Correction Factors to the Radar Cross-Section

of an Ocean Surface with Electromagnetically-

Large Waves

As presented in Section 4.3, the correction terms of the radar cross-section are a

product between their height-restricted terms and the correction factors Ξpq(ωd). To

analyze these correction terms, their expressions are repeated here:

Ξ11(ωd) = 2π2
∑
m′=±1

∫∫
S1(m′K′)|K ′2 − k0

2|δ(ωd +m
√
gK ′)K ′ dK ′ dθK′ (4.68)

Ξ12(ωd) = π2
∑

m′1=±1

∑
m′2=±1

∫∫∫∫
|Γ′H |2S1(m′1K

′
1)S1(m′2K

′
2)
∣∣|K1 + K2|2 − k0

2
∣∣

· δ(ωd +m′1
√
gK ′1 +m′2

√
gK ′2)K ′1K

′
2 dK ′1 dθK′1 dK ′2 dθK′2 , (4.69)

Ξ21(ωd) =
π2

2

∑
m′=±1

∑
m′′=±1

∫∫∫∫
S1(m′K′)S1(m′′K′′)|K ′2 − k0

2||K ′′2 − k0
2|

· δ(ωd +m′
√
gK ′ +m′′

√
gK ′′)K ′K ′′ dK ′ dθK′ dK

′′ dθK′′ . (4.70)

These expressions are respectively the first- and second-order hydrodynamic, first-

order correction factors, and the first-order hydrodynamic, second-order correction

factor. These terms can be applied to any order of the radar cross-section of the

ocean surface, but their effects are clearly different for each term. For instance,

knowing that the nondirectional wavenumber spectrum of the ocean surface can be

defined as

S(K) =

∫
θK

S(K)dθK, (4.71)
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and observing (4.68) and (4.70), it is clear that both expressions can be rewritten

solely in terms of the nondirectional spectrum:

Ξ11(ωd) = 2π2
∑
m′=±1

∫
S1(m′K ′)|K ′2 − k0

2|δ(ωd +m
√
gK ′)K ′ dK ′ (4.72)

Ξ21(ωd) =
π2

2

∑
m′=±1

∑
m′′=±1

∫∫
S1(m′K ′)S1(m′′K ′′)|K ′2 − k0

2||K ′′2 − k0
2|

· δ(ωd +m′
√
gK ′ +m′′

√
gK ′′)K ′K ′′ dK ′ dK ′′. (4.73)

From (4.72) and (4.73), it can be observed that neither correction factor depends

on the directional distribution of the ocean wave spectrum, retaining only the ocean

wave spectrum terms related to the energy content of the ocean waves. This suggests

that the first-order hydrodynamic terms presented here are compensating for the

energy information missing due to the small-height approximation, independent of

the direction the ocean waves are travelling. On the other hand, (4.69) retains the

directional dependence in the argument of the integral, as the sum between K′1 and

K′2 is present in the |u0|2 and would be included in the integrals with respect to θK1

and θK2 .

Observing both (4.69) and (4.73), it is evident that both factors contain a Dirac

delta function similar to the one present in the second-order radar cross-section, as

shown in (4.42). However, unlike the second-order radar cross-section described in

[17], the two wave vectors in each of these expressions do not add up to the Bragg

wave vector, as this condition comes from the assumption of a sufficiently large patch

width, which reduces the sampling function to a Dirac delta [17]. This restricts the

ability to simplify the expressions in (4.69) and (4.73) to a more tractable form, since
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both wave vectors can assume any magnitude or direction, as long as it fulfills the

condition imposed by the Dirac delta argument. On the other hand, (4.72) can be

reduced to the form

Ξ11(ωd) = 22π2S1(K)|K2 − k0
2|K

3/2

√
g
, (4.74)

with K ′ = ω2
d/g. In this case, the value of K ′ is equal to the one found for K

in the first-order height-restricted radar cross-section presented in [17], allowing, for

example, the first-order hydrodynamic, first-order correction to the first-order radar

cross section to be written as

[σ11]11 (ωd) = 26π3k2
0∆ρ

∑
m=±1

S(mK)S(K)|K2−k0
2|K

4

g
Sa2

[
∆ρ

2
(K − 2k0)

]
. (4.75)

In terms of the energy distribution of the correction terms with respect to the

Doppler frequency, it is clear from the integrands in all three correction terms that

the energy distribution depends on the interaction between the |u0|2 functions, Dirac

delta conditions for the Doppler frequency, and ocean wave spectra. For instance, con-

sidering the first-order hydrodynamic, first order correction term Ξ11(ωd), the value

of K ′ will be determined by the Dirac delta function in (4.72), such that K ′ = ω2
d/g.

Substituting this relationship in |u′0|2 and considering a monostatic radar configura-

tion, |u′0|2 in will be equal to zero when

ωd = ±ωB√
2
, (4.76)

where ωB is the Bragg frequency for deep-water waves, defined as ωB =
√

2gk0 [17].

The dynamics between ocean wave spectra and u0 is more complicated in the

higher-order correction terms. In the second-order hydrodynamic, first-order correc-

tion factor, the balancing dynamic occurs between the two ocean wave spectra, the
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hydrodynamic coupling coefficient, and |u′0|2. The relationship between these terms

makes the analysis more complicated, as each of these terms includes their own max-

ima and minima with respect to the Doppler frequency, determined by the argument

of the Dirac delta in (4.69), with some of them depending on the resulting wave di-

rection. However, it is clear that the minima at ±ωB/
√

2 introduced by |u0|2 still

influences the resulting correction factor, limiting the growth of the function between

these values. As for Ξ21(ωd), the competing mechanisms to increase the maxima are

the ocean wave spectrum and |u0|2 for each different ocean wave number in (4.56).

Since the Dirac delta in (4.56) imposes a condition that needs to be fulfilled in the

integration, the zeros in the expression will depend on the solution of the nonlinear

system involving the argument of the Dirac delta and the product between |u′0|2 and

|u′′0|2. From (4.73), the product between |u′0|2 and |u′′0|2 can be written as

|u′0|2|u′′0|2 = |K ′2 − k0
2||K ′′2 − k0

2| = |k4
0 − (K ′2 +K ′′2)k2

0 +K ′2K2|. (4.77)

To obtain the relationship between Doppler frequency and |u′0|2|u′′0|2, the argument

of the Dirac delta in (4.73) must be considered, as it determines the relationship

between ωd, K
′, and K ′′. Knowing that m′,m′ = ±1, it is possible to rewrite the

argument of the Dirac delta in (4.73) as

K ′ + 2m′m′′
√
K ′K ′′ +K ′′ =

ω2
d

g
.

After some algebraic manipulation, it can be verified that

K ′2K ′′2 =
1

16

[
ωd
g
− (K ′ +K ′′)

]4

. (4.78)

Substituting (4.78) into (4.77), results in

|u′0|2|u′′0|2 =

∣∣∣∣ [ω2
d − g(K ′ +K ′′)]4

16g4
− k2

0(K ′2 +K ′′2) + k4
0

∣∣∣∣ .
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By equating the product between |u′0|2 and |u′′0|2 to zero and solving for ωd, the

following four possible pairs of Doppler frequencies where |u′0|2|u′′0|2 is null can be

obtained:

ωd = ±
√
−2(g4k2

0(K ′2 +K ′′2 − k2
0))1/4 + g(K ′ +K ′′) (4.79)

ωd = ±
√
−2j(g4k2

0(K ′2 +K ′′2 − k2
0))1/4 + g(K ′ +K ′′) (4.80)

ωd = ±
√

2j(g4k2
0(K ′2 +K ′′2 − k2

0))1/4 + g(K ′ +K ′′) (4.81)

ωd = ±
√

2(g4k2
0(K ′2 +K ′′2 − k2

0))1/4 + g(K ′ +K ′′). (4.82)

As the Doppler frequencies in (4.79) to (4.82) depend on K ′ and K ′, null patterns in

(4.73) will not be as straightforward as in the case of the first-order hydrodynamic,

first-order correction shown in (4.76).

4.5 General Chapter Summary

In this chapter, the general form of the radar cross-section of an ocean surface with

electromagnetically-large waves has been presented. The chosen approach to obtain

the radar cross-section expressions was the comparison between the power spectral

density of the electric field and the radar equation, as defined, for example, in [18],

[120]. First, the autocorrelation of the electric field expressions presented in Chap-

ter 3 was derived, assuming that the ocean surface displacement could be represented

by stationary Gaussian process, as proposed in [75], [123], [135], such that the auto-

correlation could be solely dependent on the time delay in the autocorrelation. It was

shown that the cross-correlation terms between height-restricted and correction terms

are null due to the definition of the Fourier coefficients. This shows the the total radar
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cross-section to be a linear combination of the autocorrelation of the height-restricted

and correction expressions for the electric field.

Once the autocorrelation expressions were derived, the power spectral density of

the correction terms was obtained through a Fourier transform with respect to the

autocorrelation lag. After applying the reproducing property of the Dirac delta, it was

shown that the power spectral density of the correction terms could be represented

by a product between two integrals, with one of them being an intermediary step in

the height-restricted radar cross-section of the term being corrected, and the other

term being shared among correction terms of the same order. The latter integrals

were then identified as correction factors for each of the correction orders and the

power spectral density was reduced to a common coefficient and the product between

the radar cross-section of the corrected term and the correction factor relative to the

correction order.

After the power spectral densities of the correction terms were obtained, their

contributions to the radar cross-section were derived. Following the procedure as in

[18], it was shown that the derivative of the power spectral densities of the correction

terms with respect to the area of the scattering patch was identical to the one included

in the radar equation for the power received by a differential element of the scattering

patch, with a dipole source acting as the transmitter. This results in a radar cross-

section for the correction terms found in (4.67), defined by the product between

the radar cross-section term being corrected and the correction factor derived in the

power spectral density calculations. This simple form was derived only for the first-

and second-order hydrodynamic, first-order correction terms and for the first-order

hydrodynamic, second order correction, but indicates a pattern for the subsequent
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correction terms.

It is important to note that the expressions presented here were derived considering

a monostatic radar configuration, and have been partly presented in [97], [100], [101],

with the derivation of the general form of the correction terms included in [145],

which is under review at the time of this writing. A bistatic expression for the first-

order hydrodynamic, first-order radar cross-section has been presented in [96], without

including the general form considerations; these derivations have been included in

Appendix C.

It is clear that the effect of the correction terms on the total radar cross-section

will be heavily dependent on the correction factors derived in this chapter. Therefore,

it is important to conduct a morphological analysis of the correction terms presented

here to better understand their form and behaviour under a variety of ocean condi-

tions. Also, it is important to observe whether the behaviour of the resulting total

radar cross-sections is similar to the one observed in the literature, as well as in field

measurements where the small-height restriction has been violated.
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Chapter 5

Analysis of the Correction Factors

and Evidence of Their Presence in

Field Data

As observed in Chapter 4, the power spectral density and, consequently, the radar

cross-section corresponding to the electric field correction terms originating from the

arbitrary heights factor presented in Chapter 3 can be obtained by a product between

their height-restricted versions and functions that are defined according to the order

of the correction terms. These functions were referred to as correction factors to

the radar cross-section, and are defined by the symbol Ξpq(ωd), where p indicates

the order of the term in the power series expansion of the arbitrary heights factor,

and q represents the order of the general asymptotic expansion, which represents the

hydrodynamic coupling of the correction factor. In this chapter, the nature of the

newly-derived correction factors, their impact on the total radar cross-section, and
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evidence of their presence in field data will be discussed.

The shape, behaviour, and impact of the correction terms on the total radar

cross-section of the ocean surface are discussed in Section 5.1. Then, in Section 5.2,

evidence of the presence of the correction terms in HF Doppler spectra obtained from

field data is presented.

5.1 Analysis of the Correction Factors

The analysis of the correction factors is presented in two parts: first, the morphology

of the correction factors is analyzed at different ocean conditions and transmitter fre-

quencies, independent of the height-restricted radar cross-sections, to provide a better

understanding of the effects of each term on the total radar cross-section, as well as

to relate the increase in energy caused by the correction terms at specific Doppler re-

gions to the underlying physical phenomena; then, the impact of the correction terms

on the total radar cross-section is evaluated by comparing the resulting corrected and

uncorrected spectra, to demonstrate the practical effects of the proposed correction

terms. To simulate different ocean conditions, a model for the directional ocean wave

spectrum must be defined.

5.1.1 Model for the Directional Ocean Wave Spectrum

For the directional spreading factor, a cos2s model [73] was employed. Here, the

directional spreading function was considered frequency-dependent, following the dis-

tribution described in [146], with maximum directional spreading dependent on the

significant wave steepness of the ocean surface. To simulate the different ocean con-
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ditions, a directional ocean wave spectrum must be defined for different ocean con-

ditions. Considering that the directional ocean wave spectrum can be defined such

that

S(K) = S(K)D(θK, s(ω)),

where S(K) is the nondirectional spectrum, defined as [122]

S(K) =

∫
θK

S(K) dθK,

and D(θK, s(ω)) is the directional spreading function, with s(ω) being the directional

spreading factor, defined such that∫
θK

D(θK, s(ω)) dθK = 1.

It is worth noting that, for deep-water waves, the ocean wavenumber spectrum S(K)

can be determined based on the ocean wave spectrum in the frequency domain S(ω)

through the relationship

S(K) =
g2

2ω3
S(ω).

For the nondirectional spectrum, a modified JONSWAP model dependent solely

on the significant wave height Hs and peak wave period Tp was used. The modified

JONSWAP model is defined as [147]

S(ω) =
5

16
Hs

2
ω4
p

ω5
exp

[
5

4

(ωp
ω

)4
]
γa(1− 0.287 ln γ) (5.1)

where ωp = 2π/Tp is the peak wave angular frequency, γ is the peakedness parameter,
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which, following the recommendation in [148], is defined as

γ =



5 for Tp√
Hs
≤ 3.6

exp
(

5.75− 1.15 Tp√
Hs

)
for 3.6 < Tp√

Hs
< 5

1 for Tp√
Hs
≥ 5,

(5.2)

and

a = exp

[
−(ω − ωp)2

2σ2ω2
p

]
, (5.3)

with σ = 0.07 if ω ≤ ωp and σ = 0.09 otherwise.

For the directional spreading function, a cos2s [73] was used. The cos2s directional

spreading model can be defined as [73], [122]

D(θK; s) =
22s−1

π

Γ2(s+ 1)

Γ(2s+ 1)
cos2s

(
θK − θW

2

)
, (5.4)

where θW is the dominant wave direction and Γ(·) is the Gamma function [149], with

both θW and θK measured with respect to the radar look direction. In the present

work, the spreading parameter s is assumed to be frequency-dependent, following the

relationship proposed in [146], where

s =


sm

(
ω
ωp

)5

for ω ≤ ωp

sm

(
ω
ωp

)−2.5

for ω ≥ ωp.

(5.5)

A number of different definitions have been proposed for sm depending of the appli-

cation and available information to implement the model. Here, a definition of sm

that is dependent on the significant wave steepness is employed [150], where

sm = 0.2sp
−1.28, (5.6)
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where sp is the significant wave steepness, defined as [148]

sp =
2π

g

Hs

Tp
2 . (5.7)

Therefore, by choosing the described model to define the directional ocean spectrum,

the ocean surface conditions can be determined solely by choosing a dominant wave

direction, significant wave height and peak wave period.

To facilitate the subsequent analysis, most of the description of the ocean and

radar conditions will be given in terms of dimensionless parameters such as roughness

scale k0Hs and significant wave steepness sp. To contextualize these parameters, the

upper limit of k0Hs proposed in [28] for a valid height-restricted radar cross-section

of the ocean surface is 0.7, while the significant wave steepness of a fully-developed

sea is 0.025717, with the extremely steep seas defined by values of sp greater than

0.048758 [151].

5.1.2 Morphology of the Correction Factors

Figure 5.1 shows the proposed correction factors for a fixed surface roughness condi-

tion (k0Hs = 1.14, sp = 0.027842, and θW = 90◦) and changing transmitter frequen-

cies (f0 = 6.91 MHz, 13.385 MHz, and 27.65 MHz). Here the Doppler frequencies have

been normalized to facilitate the comparison between different values of f0. Observ-

ing the presented results, it is clear that, although the general shape of the correction

factor is not affected, its magnitude depends on the radar transmitting frequency.

This can be explained by the presence of |u0|2 in all correction expressions, as well as

by the difference in total energy of the ocean surface that is necessary to reach the

same roughness scale k0Hs.
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Figure 5.1: Correction factors for the ocean surface for electromagnetically large

waves at a fixed ocean roughness condition (k0Hs = 1.14, sp = 0.027842, θW =

90◦) and different transmitter frequencies; (a) is the first-order hydrodynamic, first-

order correction Ξ11(ωd), (b) is the second-order hydrodynamic, first-order correction

Ξ12(ωd), and (c) is the first-order hydrodynamic, second-order correction Ξ21(ωd).
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Overall, the magnitude of consecutive orders of the correction term at the same

frequency seems to decrease. This is a consequence of the uniform validity of the

asymptotic expansion of the ocean surface, combined with convergence of the power

series expansion of the exponential shown, for example, in (3.67). Evidence of the

uniform validity of the proposed expressions can be seen in the comparison between

terms with the same transmitter frequencies in Figs. 5.1a and 5.1b. Both correction

terms considered here are first-order correction terms, but the latter is of a higher

hydrodynamic order and, consequently, is less singular than the former. Now, the

convergence of the power series expansion can be observed in the reduced magnitude

between Figs. 5.1a and 5.1c, where both share the same hydrodynamic order, but the

former is part of a higher-order term in the power series expansion of the exponential

of the arbitrary heights function.

Observing the first-order hydrodynamic, first-order correction factor presented in

Figure 5.1a, it can be observed that the effects of the correction factor are concen-

trated in the Doppler interval between the Bragg peaks, marked as 1 in the normal-

ized Doppler frequency axis. This is consistent with the analysis of the first-order

correction expression proposed in [97], further confirming the conclusion shown in

Chapter 4 that the expression presented in [97] can be obtained by using the first-

order hydrodynamic, first-order correction factor. This seems to indicate an increase

in the energy of longer waves that are now allowed to grow beyond the small-height

restriction imposed by the expressions derived in [3], [120]. The generalization of

the correction form presented here seems to indicate that the increase in energy of

large waves presented in [97] for the first-order radar cross-section can be extended

to higher-order ocean surface interactions.
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The second-order hydrodynamic, first-order correction factor presented in Fig. 5.1b

indicates an increase in the energy of waves that are further away from zero-Doppler.

By analyzing its energy distribution and the expression shown in (4.44), it can be

concluded that this term stands for the contribution of second-order ocean waves re-

sulting from the interaction between electromagnetically-large and small waves to the

total radar cross-section, resulting in scatters that are represented by absolute Doppler

frequencies outside the Bragg peaks. It is also important to note that, contrary to the

expression for the height-restricted second-order radar cross-section, the combination

of ocean wave vectors in the second-order hydrodynamic, first-order correction factor

does not need to add up to the Bragg wave vector.

Even though the contribution of the first-order hydrodynamic, second-order cor-

rection factor presented in Fig. 5.1c seems very small compared to the other correction

terms, its inclusion in the discussion serves to show that due to the convergence of

the power series expansion of the exponential, the contributions of correction terms of

orders higher than one tend to be very small. Therefore, radar cross-section terms ob-

tained from the combination of height-restricted radar cross-section expressions and

higher-order correction terms only affect the total radar cross-section of the ocean

surface at extreme ocean conditions, and are comparatively much smaller than the

first-order counterparts. It should also be noted that the main contribution of Ξ21(ωd)

is the energy introduced at and near zero-Doppler, which seems to indicate that part

of the energy added by this goes to waves which have a null resulting Doppler fre-

quency in hydrodynamic couplings.

Comparing the morphology of each term presented in Fig. 5.1, both first-order hy-

drodynamic terms in Fig. 5.1a and Fig. 5.1c introduce energy to the total radar cross-
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section around zero-Doppler, while the second-order hydrodynamic term introduces

small amounts of energy across the second-order regions of the Doppler spectrum.

Thus, even though the effects of the second-order hydrodynamic correction factor are

harder to detect by visually inspecting the received radar signal than the effects of

the first-order hydrodynamic corrections, its inclusion in the total radar cross-section

can impact inversion methods such as those used in significant wave height estimation

from the received HF radar data [152], that rely on the integration of terms in the

second-order region.

As noted in (4.44), the second-order hydrodynamic, first-order correction factor

retains its directional dependence due to the fact that direction-dependent terms other

than the directional ocean wave spectra are present in the expression, inhibiting its

simplification through integration. To understand the effects of wave direction on

the correction factor, Ξ12(ωd) was simulated for the same ocean conditions presented

in Fig. 5.1, but with different dominant wave directions θW , with results shown in

Fig. 5.2.

From Fig. 5.2, it is clear that the distribution of energy is not equal for all dominant

wave directions. In Fig. 5.2a, waves of the same frequency moving away from the radar

have received more energy in the correction than the ones moving towards the radar,

while in Fig. 5.2c more energy is given to waves moving towards the radar. This

is expected, since at θW = 0◦ and θW = 180◦, all waves are moving respectively

away and towards the receiver. However, at intermediate angles such as θW = 30◦,

presented in Fig. 5.2b, the energy is more evenly distributed, similar to the one shown

in Fig. 5.1b for θW = 90◦. Therefore, the directional dependence of the second-order

hydrodynamic, first-order correction factor seems to affect the energy distribution of
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Figure 5.2: Second-order hydrodynamic, first-order correction factor for the ocean

surface for electromagnetically large waves at a fixed ocean roughness condition

(k0Hs = 1.14, sp = 0.027842) and different transmitter frequencies and dominant

wave directions: (a) θW = 0◦, (b) θW = 30◦, and (c) θW = 180◦ from broadside.
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the total radar cross-section when there is a clear movement of waves towards or away

from the radar, being more or less similar at intermediate angles.

Now, keeping a fixed radar configuration and changing the roughness conditions of

the ocean surface, the general behaviour of the correction factor can be analyzed for

different ocean conditions. Figure 5.3 shows the resulting correction factors, with the

first column showing Ξ11(ωd), the second, Ξ12(ωd), and the third, Ξ21(ωd); each figure

shows different significant wave steepness conditions, with the first line in Fig. 5.3

showing the correction terms for k0Hs = 0.44, the second, k0Hs = 1.14, and the

third, k0Hs = 2.70; in all cases, the radar transmitter frequency is set to 13.385 MHz.

For simplicity, only the correction terms for θW = 90◦ are shown.

Observing Figs. 5.3a, 5.3d and 5.3g, it is interesting to see that the significant

wave steepness will determine the position of the maximum in the first-order hydro-

dynamic, first-order correction factor, while it determines the energy distribution for

the other proposed correction factors. For the same roughness scale, changes in sig-

nificant wave steepness will only depend on the peak wave period of the ocean wave

spectrum, indicating that the distance between zero-Doppler and the peaks in Ξ11(ωd)

is determined by the peak wave period and Bragg frequency. Upon examination, it is

understood that the peak of the first-order hydrodynamic, first-order correction factor

occurs at exactly the Doppler frequency corresponding to the peak wave period.

Another important observation that can be made from the results for Ξ11(ωd) is

that the dependence between sp and the peak value of Ξ11(ωd) is not linear. This

can be evidenced by the smaller maximum value found for sp = 0.0278 compared to

smaller and larger steepness values in Figs. 5.3d and 5.3g. As discussed in Chapter 4,

the magnitude of the correction terms is determined by the equilibrium between the
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Figure 5.3: Correction factors factor for the ocean surface for electromagnetically

large waves at a fixed radar configuration and different ocean roughness conditions:

k0Hs = 0.44 for (a), (b), and (c), k0Hs = 1.14 for (d), (e), and (f), and k0Hs = 2.70

for (g), (h) and (i). The first column shows the first-order hydrodynamic, first-order

correction factor, the second is the second-order hydrodynamic, first-order correction

factor, and the third is the first-order hydrodynamic, second-order correction factor.
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ocean wave spectral energy and |u0|2. It was also pointed out in Chapter 4 that for

the first-order hydrodynamic, first-order correction factor in deep-water waves, |u0|2

will reach a minimum when ωd = ±ωB/
√

2, where ωB is the Bragg frequency for

deep-water waves; this is precisely the frequency of the minima found in Fig. 5.3a.

Knowing that the peaks in Ξ11(ωd) occur at the peak frequency of the ocean wave

spectrum, and that |u0|2 increases monotonically at Doppler frequencies further from

ωd = −ωB/
√

2 for ωd < 0 and ωd = −ωB/
√

2 for ωd < 0, the only remaining factor

in the analysis is an increase in the peak value of the ocean wave spectrum due to

JONSWAP’s peakedness parameter γ at steeper seas [148]. Thus, the energy peak

will increase the further the peak frequency is from ±ωB/
√

2, but it will also depend

on the peakedness parameter of the ocean wave spectrum; the larger maximum at

sp = 0.0046 is therefore due to the contribution of |u0|2 to the magnitude of the

correction factor, and the larger peak for sp = 0.0510 is due to the contribution of

JONSWAP’s γ to the ocean wave spectrum, with both factors contributing to the

peak value at sp = 0.0278.

From the considerations in Chapter 4, it was observed that distribution of the

peaks and zeros for Ξ21(ωd) is much more intricate than observed in the first-order

case due to the interaction between the two |u0|2 functions. This is evidenced by the

figures in the third column of Fig. 5.3, where a less predictable pattern for peaks and

zeros is observed.

For the electromagnetically-small sea surface heights shown in Figs. 5.3a to 5.3c,

it is clear that the radar cross-section terms obtained from these correction factors

will not be noticeable by observing the total radar cross-section. This is due to the

fact that in all cases, the maximum value for each correction factor is smaller than
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one, which will result in RCS terms that are much smaller than their height-restricted

counterparts.

In Figs. 5.3d to 5.3f, the roughness condition of the ocean surface has violated

the small-height restriction. With a roughness scale slightly greater than 1, the terms

resulting from a product with Ξ11(ωd) start to introduce a significant amount of energy

to the total radar cross-section, being greater than their height-restricted counterparts

at the correction peaks. The higher-order terms still have values significantly below

unity, but some energy has been added to the second-order regions due to Ξ12(ωd).

When the roughness scale is significantly larger than 1, as shown Figs. 5.3g to 5.3i,

all first-order hydrodynamic terms start to introduce energy to the total radar cross-

section. As expected most of the effect on the total radar cross-section comes from

Ξ11(ωd), with Ξ12(ωd) introducing energy to the second-order region that could inter-

fere in processes that rely on integration of the second-order regions. Again, most of

the energy introduced by Ξ21(ωd) is situated at zero-Doppler, which would make it

hard to distinguish its contributions in real measurements, as the direct path peak

would bury the signal produced by the correction factor.

5.1.3 Impact of the Correction Terms on the Total Radar

Cross-Section

Now that the general morphology of the correction factors has been presented, the

impact of these terms on the total radar cross-section of the ocean surface can be

evaluated. As detailed in Section 5.1.2, the correction terms can affect the total

radar cross-section in two ways: first, by introducing energy peaks around zero-
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Doppler through the first-order hydrodynamic terms; second, by introducing energy

over the second-order region of the spectrum with the inclusion of the second-order

hydrodynamic correction factor. The analysis will be divided in two parts. First,

the maxima introduced by the first-order hydrodynamic terms will be studied by

measuring the maximum difference between corrected and uncorrected spectra for

a variety of ocean conditions. Then, the influence of the second-order term will be

analyzed, by comparing the area under the second-order regions outside of the Bragg

peaks. As previously mentioned, these are important regions of the radar cross-section

of the ocean surface, as they are used in multiple estimation methods of meteorological

measurements, such as significant wave height and peak wave period [152], and in the

estimation of the directional spectrum of the ocean surface [19], [20], [23], [153]. The

correction of these methods is not within the scope of the present work, but some

insights on the effect of the correction term in these estimation methods can be taken

from the present analysis.

5.1.3.1 Comparison Between Corrected and Uncorrected Spectra

Considering the ocean surface model presented in Section 5.1.1, the radar cross-section

of the ocean surface was simulated for different ocean conditions, and the corrected

and uncorrected Doppler spectra were compared. Figure 5.4 and Figure 5.5 respec-

tively present a comparison between corrected and uncorrected spectra at electro-

magnetically-low and high sea states. In both cases, a monostatic radar with pulsed

dipole source and narrow-beam receiver was considered, with transmitter frequency

f0 = 13.385 MHz. For the case presented in Figure 5.4, the significant wave height

Hs was equal to 1.58 m, the peak wave period Tp was 9.1 s, which results in an es-
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timated wind speed considering a Sverdrup-Munk-Bretschneider (SMB) [154], [155]

estimation of the wind speed U10 measured at 10 m from the ocean surface equal

to 7.7 m/s. On the other hand, the case presented in Figure 5.5 has Hs = 7.86 m,

Tp = 12.9 s, which results in U10 = 19.2 m/s using the SMB method. To avoid fringe

values in the analysis, the steepness of the ocean surface in both cases was chosen to

be below the extreme steepness defined by Buckley [151].

From the results presented in Figure 5.4, it is clear that the correction terms do not

present a significant impact on the total radar cross-section at electromagnetically-

low sea states. This is expected, since the maximum values of the correction terms

are below 1, indicating that the correction factors would not surpass the values for

the height-restricted radar cross-section at any Doppler frequency, as noted in the

morphological analysis presented in Section 5.1.2. In contrast, it is clear that the

RCS correction terms presented in Figure 5.5 have an impact on the total radar cross-

section of the ocean surface, as they represent the RCS of an electromagnetically-high

sea state. This impact is concentrated on the region around zero-Doppler, as expected

in the morphological analysis conducted in Section 5.1.2.

It is clear that the terms resulting from Ξ11(ωd) are responsible for most of the

impact on the total radar cross-section, which is evident from the analysis presented in

Section 5.1.2 and by the simulation results presented in Figure 5.5. It was also noted

that the impact of the second-order hydrodynamic, first-order correction Ξ12(ωd) will

only be visible in extreme cases, and would be mostly noticeable when comparing

the area of the second-order regions outside the Bragg peaks. To understand how

Ξ12(ωd) impacts the second-order region outside the Bragg peak, Figure 5.6 presents

the outer second-order region on the side of the highest Bragg peak for θW = 30◦
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Figure 5.4: Comparison between corrected and uncorrected spectra at electromag-

netically-low sea states with k0Hs = 0.4429, sp = 0.01224, f0 = 13.385 MHz and

different dominant wave directions: (a) θW = 30◦, (b) θW = 90◦, and (c) θW = 150◦

from broadside.
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Figure 5.5: Comparison between corrected and uncorrected spectra at electromag-

netically-high sea states with k0Hs = 2.2036, sp = 0.030233, f0 = 13.385 MHz and

different dominant wave directions: (a) θW = 30◦, (b) θW = 90◦, and (c) θW = 150◦

from broadside.
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(a) (b)

Figure 5.6: Comparison between the outer second-order regions of corrected and un-

corrected spectra at electromagnetically-low and high sea states for f0 = 27.65 MHz,

θW = 30◦ from broadside, and different ocean conditions: (a) k0Hs = 0.92,

sp = 4.93× 10−4 and (b) k0Hs = 8.19, sp = 1.55× 10−2

and a transmitter frequency of f0 = 27.65 MHz. Figure 5.6a presents the RCS for an

electromagnetically-low sea state with k0Hs = 0.915032, while Figure 5.6b shows the

RCS for an electromagnetically-high sea state with k0Hs = 8.188931.

Comparing Figure 5.6a and Figure 5.6b, it is clear that the second-order hydro-

dynamic, first-order correction terms in the RCS have added energy to the tails of

the spectrum, with a slight elevation between the −
√

2ωB hydrodynamic singularity,

marked as a vertical dashed line in Figure 5.6a and Figure 5.6b, and the negative

Bragg peak. However, this difference can only be observed in an electromagnetically-

very-high sea state, where k0Hs is much greater than 1. Furthermore, the energy
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in the regions beyond the hydrodynamic singularity, except possibly at the electro-

magnetic singularity, will likely be buried by the noise floor in field data. Again,

while the impact of terms derived from Ξ12(ωd) is not likely to be visible in all

electromagnetically-high sea states, its presence will cause an increase in the area of

the second-order region between the hydrodynamic singularity and the Bragg peak.

This increase in the area of the second-order region could affect inversion methods

that rely on the intergration of these regions, such as the one presented in [152] to

obtain the significant wave height of the ocean surface from the Doppler spectrum.

At this point, it should be noted that the correction terms are considered to be

non-orthogonal to the height-restricted radar cross-sections of the same order, which

allows, for example, a second-order hydrodynamic correction to the first-order radar

cross-section. While this condition would be an intuitive one to impose, a clear

mathematical motivation was not found in the present analysis, as it would require

that different orders of the generalized asymptotic expansion of the Fourier-Stieltjes

coefficients of the ocean surface to be orthogonal. As this orthogonality was not

proven in this analysis, the subsequent sections will consider the least restrictive case,

where the terms of different orders in the generalized asymptotic expansion of the

Fourier-Stieltjes coefficients are not orthogonal.

Now that the form and location of the impact of correction terms on the total

radar cross-section have been introduced, these factors should be explored under a

variety of ocean conditions. This analysis will cover the magnitude and location of

the maximum impact of the correction term on the total RCS, as well as quantify the

changes in the area of the second-order region between the highest Bragg peak and

the closest hydrodynamic singularity.
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5.1.3.2 Maximum Impact on the Total RCS

Figure 5.7 shows the maximum difference between corrected and height-restricted

spectra for a variety of ocean conditions, indicated by significant wave steepness sp,

roughness scale k0Hs, and dominant wave direction θW . The trend lines indicate a

third-order polynomial fit.

As expected from the results observed in Section 5.1.2, the maximum difference be-

tween corrected and uncorrected RCSs increases with roughness scale and significant

wave steepness, with the effect of competing terms in (4.43) shown in intermediate

steepness values between the maximum and minimum differences for the same rough-

ness scale, with the minimum steepness usually resulting in larger differences than

intermediate steepness values, as shown in Fig. 5.3.

From Figure 5.7, it is clear that the maximum difference between corrected and

uncorrected spectra does not depend on the dominant wave direction of the ocean

surface. As observed in Section 5.1.2, the maximum impact of the correction terms

on the total radar cross-section can be mainly attributed to the first-order hydrody-

namic, first-order correction to the radar cross-section. While it is clear that Ξ11(ωd)

in (4.43) does not depend on the directional distribution of the waves in the ocean

surface, as discussed in Chapter 4, a directional dependence was detected when con-

sidering only the first-order hydrodynamic, first-order correction to the first order

radar cross-section [97]. This directional dependence of the maximum difference be-

tween corrected and uncorrected spectra could be a result of the interaction of the

correction term with the height-restricted first-order radar cross-section, however,

due to the presence of the first-order hydrodynamic, first-order correction to the
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Figure 5.7: Maximum impact of the correction terms on the total radar cross-section

of the ocean surface with respect to dominant wave direction θW and significant wave

steepness sp at different roughness scales k0Hs.
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Figure 5.8: Normalized Doppler frequency distribution of the maximum impact of

the correction terms on the total radar cross-section of the ocean surface with respect

to significant wave steepness sp and roughness scale k0Hs.

second-order, the directional dependence was compensated with the saturation of the

second-order radar cross-section.

Figure 5.8 shows the frequency of maximum difference between corrected and un-

corrected spectra. As expected, the maximum difference occurs between the Bragg

peaks, as it is mostly a consequence of terms derived from the first-order hydro-

dynamic, first order correction factor. Furthermore, as noted in Section 5.1.2, the

frequency of maximum difference follows the increase in steepness of the ocean sur-

face, since it determines the position of the peak wave frequency of the ocean wave

spectrum. The exact symmetry of the differences shown here confirms the directional

independence of Ξ11(ωd).
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5.1.3.3 Impact of the Correction Terms on the Second-Order Region

Figure 5.9 shows the percentage increase in the area of the second-order region be-

tween the Bragg peak and the
√

2ωB singularity of the dominant side of the Doppler

spectrum for different dominant wave directions. Integration over the second-order

region can be found in significant wave height estimation methods (e.g. [152]). To

ensure the removal of swell influences from the simulation, the integration was per-

formed between 1.21ωB and
√

2ωB of the linear Doppler spectrum [156]. As noted

in Section 5.1.2, these area increases in the second-order region outside the Bragg

peaks are due to the second-order hydrodynamic, first-order correction factor, as the

influence of the other proposed correction terms are mostly restricted to the region

between the Bragg peaks.

The results presented in Figure 5.9 show an increase in the area of the second-order

region of up to 30% at extreme sea states, with increases between 5% and 15% not

being uncommon for roughness scales greater than 1. As discussed in Section 5.1.2,

area increases of this magnitude can be almost negligible if observed point by point in

a Doppler spectrum plot, and would be difficult to confirm by visual inspection of field

data, except at extreme ocean conditions, which would also be hindered by noise lev-

els in real data observations and windowing effects in the data processing. However,

area increases of this magnitude could result in the overestimation of significant wave

heights obtained using methods that have been derived based on height-restricted

radar cross-sections, such as previously observed in [28], [157], [158]. Increases follow-

ing the same pattern have also been observed at the dominant Bragg peaks, but the

magnitude of the increase would not be noticeable in real data, as shown in Fig. 5.10.
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Figure 5.9: Impact of the correction terms on the area under the maximum outer

second-order sidelobe of the total radar cross-section of the ocean surface with respect

significant wave steepness sp and roughness scale k0Hs.

One of the suggested solutions to the overestimation of significant wave heights

at electromagnetically-high sea states is based on the canonical transformation in the

Hamiltonian theory of water waves [157], [159]. In practice, based on the results

shown in [159], the proposed solution is a wave-height-dependent rescaling of the

second-order regions of the Doppler spectrum with respect to the first-order [157].

This rescaling of the second-order is similar to results presented in Figure 5.9, as

the increase in the area of the second-order is proportional to the significant wave

height of the ocean surface. However, the effects of the proposed correction term on

the inversion of significant wave heights are outside of the scope of the present work,

and further research should be done in order to confirm the relationship between the
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Figure 5.10: Impact of the correction terms on the magnitude of the maximum Bragg

peak with respect significant wave steepness sp and roughness scale k0Hs.

proposed correction term and the rescaling of the second-order mentioned in [157].

5.2 Evidence of the Presence of Correction Terms

in Field Data

To observe the effects of the proposed correction terms in the real world, field data

collected from electromagnetically-high sea states were analyzed. As noted in Sec-

tion 5.1.2, the analysis of the field data will be concentrated on the effects of the

first-order correction terms, since the second-order correction factor mostly affects

the area under the spectral regions outside the Bragg peaks. Using the morphological

analysis presented in Section 5.1.2 and the expected effects of the first-order correction

terms the total radar cross-section shown in Sections 5.1.3 and 5.1.3.2, the field data
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were examined to identify instances in which the correction terms would be visible.

The field data presented here were collected by the EuroROSE experiment [93]

during a storm near Fedje, Norway, between March 6 and 7, 2000. A validation of the

presented field data has been presented in [160]. Two WERA [161] HF radars systems

were positioned in the Norwegian islands of Fedje and Lyngøy, observing the passage

located in the south of the island of Fedje. Both radars were designed in a monostatic

configuration, using a 16-antenna linear array of quarter-wavelength monopoles with

half-wavelength spacing between each element as a receiver; a transmitter in FMCW

mode was used at each site, with central transmitting frequency of 27.65 MHz and

125 kHz bandwidth, which enabled the observation of electromagnetically-large waves

during the storm. The received signal was beamformed by the WERA radar system,

with a cos4 window applied to raw antenna measurements [162]. Unfortunately, the

data from the Lyngøy site had to be discarded from the current analysis, as the data

quality was not sufficient to observe the effects of the ocean surface in the received

signal.

For the ground truth, hourly data from the ERA5 Global Reanalysis [163] were

used. As simulating the received Doppler spectrum for the exact ocean conditions

presented at the location in question would require the estimation of a number of

different variables that would greatly impact the simulated spectrum, a morpholog-

ical analysis of the received radar signal was conducted. As noted in Section 5.1.2,

the first-order correction peak should appear at the peak wave period of the ocean

spectrum, with magnitude determined by the roughness scale and significant wave

steepness of the ocean surface.

Figure 5.11 presents radar-received data for Fedje for two different ocean condi-
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(a) (b)

Figure 5.11: Field data measured near Fedje, Norway, between March 06 and 07,

2000: (a) measured at 19:35 UTC on Mar. 06, 2000; (b) measured at 15:15 UTC on

Mar. 07, 2000. The solid lines indicate the Bragg frequencies, while the dashed and

dotted lines respectively indicate the peak wave frequency and the frequency of the

largest wave.

tions: Fig. 5.11a was measured on Mar. 06, 2000 at 19:35 UTC, with a wind speed

(U10) of 15.5 m/s, measured at 10 m from the ocean surface, significant wave height

(Hs) of 5.19 m and peak wave period (Tp) of 14.58 s., while Fig. 5.11b shows the

data from Mar. 07, 2000, 15:15 UTC, with U10 of 8.40 m/s, Hs of 3.25 m, and Tp

of 13.99 s. In terms of the adimensional parameters used in Section 5.1, Fig. 5.11a

has a roughness scale k0Hs of 3.37 and significant wave steepness sp of 0.0175, while

Fig. 5.11b has k0Hs equal to 1.89, and sp of 0.0107. Here, the Doppler frequencies

were corrected to remove the effects of currents, as they are not part of the analysis

presented here. The peak frequency fp and frequency of maximum wave height fm

are respectively noted in Figs. 5.11a and 5.11b as dashed and dotted vertical lines.
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The presented results show an increase in energy around the peak frequency on

both sides of the spectra, which decreases in intensity with the roughness scale and

steepness. This behaviour agrees with the morphology of the first-order correction

term presented in Section 5.1.2, which might indicate the presence of the first-order

correction to the first-order electric field. The exact magnitude of the increase in

energy due to the correction term can be distorted by the cos4 window applied to the

field data, but it generally agrees with the results presented in Section 5.1.3.2. Also,

an energy peak has been detected at the frequency of the maximum wave height,

however, such a peak was not observed in the analysis presented in Section 5.1.2.

This may be due to the inability of single-peak ocean spectrum models to account

for the presence of, for example, multiple swell systems and wind waves, as well as

natural variations on the measured Doppler spectrum due to the presence of noise. It

should be noted that the results presented here do not affect the previously-mentioned

inversion algorithms, for example, in [19], [20], [152], as the effects observed here affect

neither the first-, nor the dominant second-order regions of the spectrum.

Even though the energy increase in the region predicted in Section 5.1.2 can be

observed in the field data, these observations are not sufficient to prove the presence

of the correction terms in the Doppler spectrum. Variations in the measurements due

to noise, combined with the resolution of the Doppler spectrum, can produce a false

continuity between regions of the spectrum, as seen between the first-order peaks and

the second-order regions in some of the spectra obtained in the Fedje experiment.

The same effect could mask the effects of the correction terms, as both correction

peaks can be close to the direct path peak, creating either a false continuity between

them, or a “false bottom” in the second-order region that is higher than the pre-
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dicted second order. However, due to quality concerns raised during the inversion

of the meteorological measurements from radar data [160], and the difficulty of sim-

ulating the exact spectral distribution of the ocean surface from the meteorological

information obtained by the buoy, this line of questioning was not pursued in this

analysis. Therefore, the evidence presented here, while encouraging, is not conclusive.

5.3 General Chapter Summary

In this chapter, the correction factors presented in Chapter 4 were analyzed in more

detail, with a morphological analysis of the correction term under a variety of ocean

surface conditions, as well as a study on the impact of the correction terms on the total

radar cross-section of the ocean surface. It was observed that the correction terms

will only have significant impact on the total radar cross-section for roughness scale

values that violate the small-height restriction. This confirms the observation made

on Chapter 3, that the expression of the first- and second-order electric fields over

an ocean surface with arbitrary wave heights returns to their height-restricted forms

when the arbitrary function is sufficiently small. It also shows a seamless transition

between the small and large wave heights in the radar cross-section.

From the analysis of the correction terms, it was observed that a large part of

the energy added to the radar cross-section of the ocean surface is given to waves

that are sufficiently long to become electromagnetically-large. The first-order hydro-

dynamic, first-order correction factor represents most of the localized energy increase

in the spectrum, while the second-order hydrodynamic, first-order correction corrects

for the energy in large waves under hydrodynamic coupling; the first-order hydrody-
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namic, second-order correction term has been observed to be too small to influence

the total radar cross-section, with the highest energy peak located at zero-Doppler.

The energy increase due to the first-order hydrodynamic, first order correction fac-

tor is usually located at the peak wave period of the ocean wave spectrum, with its

height modulated by the |u0|2 function, as discussed in Chapter 4. The second-order

hydrodynamic, first-order correction term added energy to the second-order regions

of the radar cross-section situated outside the Bragg peaks; while this energy increase

is not sufficient to be noticeable by inspecting the resulting radar cross-section in

most cases, the added energy has the potential to affect inversion methods that rely

on the integration of the second-order region and can account for the discrepancy

observed in inversion methods using radar returns obtained at electromagnetically-

high sea-states. Some energy growth was also observed in the Bragg peaks, but with

negligible amount to affect the analysis. It should be noted that since the correction

terms do not include any theoretical restrictions with regard to the feasibility of wave

growth, special attention must be taken to the conditions used in the simulation of

the ocean wave spectrum.

After analyzing the proposed correction terms, the evidence of their presence

in field data was examined. Using data collected during a storm observed by the

EuroROSE Fedje experiment in March, 2000, an energy increase similar to the one

generated by the first-order hydrodynamic, first-order correction terms was detected.

These peaks were observed at Doppler frequencies corresponding to the peak wave

period and at the frequency of the highest wave of the ocean surface, as measured

by a buoy located at the scattering patch. However, due to windowing effects and

distortions due to noise, the observed evidence is not conclusive. Further studies
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using raw data are necessary to confirm the presence of the correction factors in

real data, but the the observations made in this Chapter are encouraging and might

indicate that the proposed correction terms can contribute to the representation of

ocean surfaces with electromagnetically-large waves.
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Chapter 6

Concluding Remarks

6.1 General Synopsis and Significant Results

The goal of developing a theoretical treatment for the scattering of electric fields over

an ocean surface, represented by a time-varying random rough surface, with arbitrary

roughness scales has been accomplished. After analyzing the different scattering

frameworks used for radio oceanography in the HF band, it was observed that the

pertubation theory in Barrick’s approach to the problem [2] could not be lead to the

removal of the small-height and slope restrictions, since the propose method requires

these approximations to be valid. On the other hand, Walsh’s generalized functions

approach [17] does not require the use of height and slope constraints, although

applying these constraints as in the past (e.g. [3], [17], [62]) simplifies the derivations.

Therefore, the generalized functions approach was chosen as the theoretical framework

of the present thesis.

While reviewing the generalized functions approach, it was observed that Walsh
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and his colleagues have implicitly assumed the use of Cartesian coordinates to rep-

resent the scattering object. This assumption has implications in the use of the gen-

eralized functions method in curvilinear coordinates without constant basis vectors,

such as spherical and elliptic coordinates. To address this problem, the generalized

functions approach proposed in [1], [17], [85] was revised in Chapter 2 to allow its

use in curvilinear coordinates, obtaining a revised system of equations for the electric

field in the presence of a single scattering body which is valid for any curvilinear

coordinate system. This was achieved by relying on vector and dyadic calculus to

derive the system of equations defining the electric field in the generalized functions

method without assuming any coordinate system. It was shown that the expressions

presented in [1] could be obtained from the proposed system of equations by assum-

ing a Cartesian coordinate system, but the opposite could not be achieved without

taking some mathematical liberties. Finally, the resulting system of equations was

employed for a general scattering body with surface implicitly defined by a function;

this resulted in a system of equations similar to the one presented in [3], [17], but

with different definitions for the auxiliary vector functions R+ and R−. This allowed

a seamless progression between the proposed system of equations and the derivation

of the electric field scattered by the ocean surface.

In Chapter 3, the electric field scattered by an ocean surface with electromagnet-

ically-large waves was presented. This electric field relied on the system of equations

proposed in Chapter 2, but since the derivation of the operator equation for the elec-

tric field scattered over a conductive surface does not rely on the definition of the

auxiliary vector functions, the derivation starts with the operator equation shown in

(3.9).
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It should be noted that the derivation of the operator equation shown in [3],

[17] rely on the Fourier transform of the Green’s function solution to the Helmholtz

equation, and the reader is referred to an Appendix in [62]; however, such an Appendix

is not present in any of the available copies of [62]. In view of this, a solution to

the Fourier transform of the Green’s function solution to the Helmholtz equation is

presented in Appendix B.1 of this thesis.

To simplify the solution of the operator equation, Walsh and his colleagues [3], [17]

relied on the small-height approximation, as it was already commonly used in radio

oceanography due to the works of Barrick [2]. The approximation was applied to the

L and L−1 operators, considering that the ratio between surface displacement, or wave

height, and wavelength is sufficiently small, i.e., the wavelength is sufficiently larger

than wave height. To remove this approximation, the original, non-approximated, L

operator was used, with an L−1 derived without applying the small-height restriction.

The resulting operator contained a new factor, the arbitrary heights factor eζ(ρ,t),

which is the exponential of a nondimensional function defined as the arbitrary heights

function ζ(ρ, t).

By following the derivation steps proposed in [3], [17] using the new inverse op-

erator, the first- and second-order expressions for the electric field scattered by an

ocean surface with arbitrary wave heights were derived. In this derivation, the source

is assumed to be a pulsed vertical dipole whose radiation is at grazing incidence to

the ocean surface. Furthermore, the slopes of the ocean surface were considered small

enough to apply the small-slope approximation, as the root mean square (RMS) slope

of surface gravity waves of dekametric wavelength — the types of waves observed by

HF radars — is sufficiently small. It was found that the arbitrary heights version of
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these expressions can be obtained by multiplying the arbitrary heights factor to the

small-height version of the electric field expression.

At this point, since the height-restricted electric field is a key component of the

arbitrary-height electric field, the small-height electric field was rederived, now as-

suming a time-varying ocean surface at the outset of the derivation. It was found

that the expressions only arrive at the form presented in [3], [17] due to the physical

fact that the phase velocity of ocean waves is much smaller than the speed of light.

This fact supports the decision of including two different timescales in the derivation

of the electric field expression, one regarding the processes related to the radar oper-

ation, and the other on the ocean surface processes. Even though the two timescales

were included in [3], [17], the authors relied on the intuition of the reader instead of

the phase velocity consideration that reduces the expression to the form known in the

literature.

Once the height-restricted electric field expression was revised, the arbitrary heights

factor in the electric field expression was expanded in a power series, considering a

surface that could be represented by a Fourier-Stieltjes series with the Fourier co-

efficients expanded using a generalized asymptotic expansion. It became clear from

this process that the total electric field is a linear combination between the height-

restricted electric field and the series of corrections, classified by the order of the

hydrodynamic coupling used in the asymptotic expansion of the Fourier coefficient

and the order of the power series expansion of the arbitrary heights factor. This

helped define the first- and second-order expressions for the electric field scattered by

an ocean surface with electromagnetically-large waves with a pulsed vertical dipole

as a source. The convolution between the arbitrary heights function and the electric
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field introduced by the inverse Fourier transform with respect to the radar frequency

introduced a Dirac delta to the Fourier-Stieltjes integral present in the electric field

expressions, which needed to be treated with caution to be mathematically consistent.

This resulted in the first- and second-order hydrodynamic, first-order corrections to

the electric field, as well as the first-order hydrodynamic, second-order correction to

the electric field, which can be used to obtain the radar cross-section of the correction

terms.

The process used to obtain the radar cross-section of the correction terms was

presented in Chapter 4. From the electric field expressions for the correction terms

defined in Chapter 3, the autocorrelation expressions were calculated. First, the

autocorrelation of the total electric field needs to be obtained, and due to the auto-

correlation characteristics of the Fourier coefficients of the ocean surface, the cross-

correlation terms between different scattering orders and correction terms are negligi-

ble, leaving only a linear combination between the height-restricted electric field and

the correction terms. At this point, it is important to note that while the orthogo-

nality between different Fourier coefficients is clear in their definition, this condition

is too restrictive to impose on the asymptotic expansion coefficients, which results

in the maintenance of terms such as the first-order hydrodynamic correction to the

second-order electric field, and second-order hydrodynamic corrections to the electric

field.

From the autocorrelation expressions of the correction terms, their radar cross-

sections can be obtained by comparing the power spectral density for a differential

area of the ocean surface with the radar equation proposed in [120]. By using the

reproducing property of Dirac deltas, it was observed that the integrals in the power
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spectral density of the correction terms could be represented by the product of two

integrals, one representing an intermediate step in the derivation of the radar cross-

sections of the height-restricted electric field being corrected, and another factor com-

mon among correction terms of the same order, identified as correction factors. It was

easily shown that these new correction terms were present in the radar cross-section

of the correction terms, defining the correction order of the radar cross-section term.

After analyzing these correction factors, it was observed that the first-order hydrody-

namic correction terms did not depend on the direction distribution of the ocean wave

spectrum, while the second-order correction terms are dependent on the direction of

each wave considered in the analysis. Furthermore, the |u0|2 functions present in

the correction factors controlled the energy distribution with respect to the Doppler

frequency, modulating the magnitude of energy peaks introduced by the first-order

hydrodynamic terms.

Since the main difference between the height-restricted and the arbitrary-height

spectra is the introduction of correction terms dependent on the correction factors

derived in Chapter 4, the shape and behaviour of the correction factors was ana-

lyzed for a variety of ocean conditions in Chapter 5. The ocean surface was modelled

such that the directional ocean wave spectrum would only depend on the choice

of significant wave height, peak wave period, and dominant wave direction, with a

frequency-dependent directional spreading factor. It was observed that most of the

energy introduced by the correction factors comes from the first-order hydrodynamic,

first-order correction factor, which adds energy to longer waves close to zero-Doppler

and around the peak wave period of the ocean surface. The second-order hydrody-

namic term adds energy across the spectrum, and can influence the inversion of mete-
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orological variables from radar data obtained at electromagnetically-high sea states.

The second-order correction terms mainly introduced energy at zero-Doppler, and its

magnitude, in general, does not affect the total radar cross-section. It was observed

that the correction terms affect the total radar cross-section at electromagnetically-

high sea states, where the roughness scale k0Hs is greater than 1, with some effect

detected before this threshold is reached. The maximum impact does not depend on

the dominant wave direction, and the RCS terms obtained from the first-order hydro-

dynamic, first-order correction factor were responsible for this discrepancy between

corrected and uncorrected terms. It was also shown that the second-order hydrody-

namic correction term increases the area under the second-order region outside the

highest Bragg peak up to 30%, which can cause an overestimation of meteorological

measurements obtained through inversion methods that rely on the integration of the

outer second-order regions.

Once the behaviour and impact of the correction terms on the total radar cross-

section was analyzed, evidence of the presence of these correction terms in field data

measured under electromagnetically-high sea states was observed. The data used in

this analysis was measured in Fedje, Norway, during a storm in March 2000 and was

collected by the EuroROSE project. As the influence of the first-order hydrodynamic,

first order correction can be detected by inspection, the analysis focused on increases

in energy around the peak wave period of the ocean surface. Using the information

obtained by a buoy located at the scattering patch, as well as ERA5 reanalysis data

as reference, the Doppler spectrum at different points of the storm showed an increase

of the energy at and around the peak wave period, and the frequency of the largest

wave height. However, due to data quality concerns and noise and windowing effects
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in the spectral data, the evidence of the presence of the correction terms derived in

this thesis is not conclusive. However, signs of their presence indicate that future

dedicated experimentation to confirm the results would be justified.

6.2 Suggestions for Future Work

From the outcomes of the research presented in this thesis, the interpretation of HF

radar data obtained at electromagnetically-high sea states should now be possible.

The derivations and results presented here can be taken into different areas of research

in radio oceanography, and potentially enhance the utility of HF radars a tool for

ocean remote sensing.

With respect to applications in radio oceanography, the present work can be ap-

plied to extend the capabilites of HF radars in electromagnetically-high sea states.

When applied to measurements taken during storms or in electromagnetically-high

sea states, inversion methods developed to obtain meteorological measurements from

Doppler spectra have shown a tendency to overestimate the significant wave height

of the ocean surface [28], [158]. Considering the corrections to the radar cross-section

of the ocean surface presented in this thesis, this overestimation is expected; since

the correction terms add energy to the second-order regions of the ocean wave spec-

trum, the inversion method tries to compensate for this extra energy by returning a

higher significant wave height. From the present research, inversion methods can be

developed considering the second-order hydrodynamic correction terms presented in

this thesis.

It should be noted that the current thesis was developed with a particular radar
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system in mind, in particular a monostatic configuration, pulsed dipole source in

the HF band, and a narrow-beam receiver. Regarding the radar configuration, the

results presented in this thesis could be extended to a bistatic configuration; the initial

analysis has been presented for the first-order hydrodynamic, first-order correction in

Appendices B.2 and C.1, which could guide the next steps of the derivation. After

expanding to a bistatic configuration, the results presented here could be further

expanded to different transmission modes, such as sky [164] or hybrid [165] wave

modes, or to consider a transmitter on a floating platform [166], [167]. The radar

transmitter could be modified in different ways, by changing the antenna type (e.g.,

dipole arrays, log-periodic antennas), current configuration (e.g., FMCW, FMICW),

or a combination of both. The radar receiver can be also changed, for example, to

consider a wide-beam receiver, commonly employed in CODAR radars [168].

In terms of the radar frequency, while a large part of the derivations rely on

the fact that an HF radar is being used to observe the ocean surface, the results

presented here can be also expanded to higher frequencies. The derivations found in

Section 3.2.2 are valid for the electric field normal to a time-varying conductive surface

at any transmitter frequency. However, it is possible for radars operating at higher

frequencies to interact with scattering objects with RMS slopes larger than one. In

this case, the small-slope assumption cannot be used, requiring the re-derivation of

the electric field expressions with the reintroduction of higher powers of the slope

term, as well as the T2 operator.

Another assumption made in the derivations presented in this thesis is that ob-

served waves in the ocean surface are deep-water waves, i.e., the wavelengths of the

ocean waves are much shorter than the ocean depth [142]. While this consideration is
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crucial to the derivation of the second-order hydrodynamic radar cross-section (e.g.,

see [17]), the correction terms presented here have used this assumption sporadically,

mostly when considering the dispersion relation of the ocean surface, and in the hydro-

dynamic coupling coefficient used in the second-order hydrodynamic correction terms.

Therefore, the present work can be expanded both to shallow-water waves, or, more

generally, to waves of intermediate depth; by doing so, the new correction terms can

be applied to the analysis to develop inversion methods for nearshore environments.

While the present work was dedicated to ocean remote sensing applications, the

concepts presented here could be expanded to different areas of research. Physically,

the ocean surface can be interpreted as a time-varying random conductive surface.

Therefore, the results presented here can be easily repurposed for the scattering over a

time-invariant surface such as soil or other rough structures. In some cases, this would

require the removal of the conductivity constraint, enabling the use of the concepts

presented here to the scattering of electromagnetic waves at the boundary of media

with intermediate contrast with their exterior. Also, the system of equations for the

electric field in the presence of a scattering body proposed in Chapter 2 can be used in

a variety of electromagnetic scattering problems, such as the derivation of the radar

cross-section of a rough sphere [169], or of objects with more intricate geometries.

If the derivation procedure proposed in [17] is chosen, the Fourier transform of the

Greens’s function solution to the Helmholtz equation in the chosen coordinate system

will need to be defined.

Within the confines of the present research, more work can be done to solidify

and advance the results obtained in the present thesis. From the system of equations

for the electric field in curvilinear coordinates proposed in Chapter 2, a proof that
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the generalized functions approach can be reduced to the Stratton-Chu integral equa-

tion in the case of a general scattering body can be determined, as, in principle, both

methods should yield the same results. From the derivation shown in Chapter 4, more

work can be done on the possible orthogonality between correction factors and the

height-restricted terms. Non-orthogonality of these terms could result in the presence

of cross-spectrum terms between height-restricted electric fields and correction terms.

This could result in the nullification of some corrections, such as second-order correc-

tions to first-order electric fields, and, consequently, in the reduction of the observed

effect of the correction terms on the total radar cross-section, explaining in some part

the magnitude of the supposed correction terms observed in field data.

Collection of field data under electromagnetically-high sea states is an important

step to validate the results shown in the present thesis. This data can be used to

understand the behaviour of the Doppler spectrum under these conditions, as well

as to indicate the presence of the correction terms in field data with more certainty.

To avoid problems in the data analysis, the field data should be processed from raw

antenna measurements without the use of windowing methods, as they can distort the

magnitude of some spectral features present in the field data. If ocean spectral data

can be obtained from in-situ instruments, this information can be used as ground

truth, allowing the simulation of Doppler spectra without relying on explicit ocean

spectrum models; these models have a number of underlying assumptions and re-

strictions [146], [170]–[173], which can make the simulation of the Doppler spectrum

difficult when only meteorological measurements are available.

In summary, the research results presented in this thesis can be the basis to

interpret electromagnetic signals obtained from ocean surfaces with electromagneti-
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cally-large waves, advancing the field of ocean remote sensing in the HF band. As

discussed in this section, there are many opportunities to further the current research

to more operational applications, as well as to expand these results to other radar

configurations. Since these are the first steps in the field of the remote sensing of elec-

tromangetically-large waves using HF radars, the current thesis represents an attempt

to advance the understanding of the interactions between ocean and electromagnetic

waves in critical conditions, and has the potential to give an insight into unanswered

questions in ocean remote sensing in the HF band.
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Appendix A

Derivations Pertinent to the

System of Equations for the

Electric Field in Curvilinear

Coordinates

A.1 Proof of Equivalence Between the Notation in

Chapter 2 and [94]

Comparing the system of equations shown in [94] and the one presented in Chapter 2,

it is clear that the only difference between the two systems is the product between

(∇E)± and∇hR1 . This difference comes from the application of the vector identity for

the Laplacian of the product between a scalar function and a vector, as, for example
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in ∇2(hR1E). In this case, the expression can be expanded as [102]

∇2(hR1E) = hR1∇2E + 2[(∇hR1 · ∇)E] + E−∇2hR1 . (A.1)

More specifically, the difference between the two systems of equations can be found

in the term (∇hR1 ·∇)E. In [94], the identity was directly applied and the directional

derivative term was interpreted as (∇E)± · ∇hR1 , as it uses the notation for the

gradient of the dyadic introduced in [106]. To avoid the direct use of identities, and

to bring the expressions to a more common interpretation of the vector gradient

[102], [107], the expression in (A.1) was not directly applied in Chapter 2, resulting

in ∇hR1 ·∇(E)± in place of (∇hR1 ·∇)E in (A.6). At face value, since the dyadic dot

product is not commutative, the system of equations in [94] and the one presented

in Chapter 2 are incompatible if the same notation is taken on both expressions

at face value. However, to prove the compatibility between the two expressions, the

directional derivative and the term in question will be expanded in general curvilinear

coordinates using tensor calculus notation [174]–[176]. First, the equivalence between

(∇hR1 · ∇)E and ∇hR1 · ∇E must be shown.

In general curvilinear coordinates, the vectors u and v can be defined as

u = uibi, (A.2)

v = vibi, (A.3)

where ui, vi are respectively the contravariant components of the vectors u and v,

and bi are the covariant basis vectors for every i [175]. The gradient operator can be

written as [175]

∇ = bi∂i (A.4)
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where bi ∂i are respecively the contravariant basis vectors and the partial derivatives

to be taken with respect to the curvilinear coordinates for every i. From these def-

initions, the directional derivative operator in the direction of the vector u can be

defined as

(u · ∇) = uibi · bj∂j = ui∂jδ
i
j = ui∂i, (A.5)

where δij is the Kronecker delta. Therefore, applying the directional derivative op-

erator defined in (A.5) to the vector v, the expression for the derivative of v in the

direction of u can be written as

(u · ∇)v = ui∂i(v
jbj) = ui

(
bj(∂iv

j) + vj(∂ibj)
)

= ui
(
bj∂iv

j + vjΓkjibk
)

∴ (u · ∇)v = ui
(
∂iv

k + Γkliv
l
)

bk, (A.6)

where Γkji are the Christoffel symbols of the second kind [175]. Now, to prove that

(u · ∇)v is equal to the left dyadic dot product between u and the gradient of v, the

latter expression must be expanded in the same manner.

From the definition of the gradient operator in (A.4), the gradient of the vector v

can be written as

∇v = bi∂i
(
vjbj

)
= bi

(
∂iv

k + Γkjiv
j
)

bk =
(
∂iv

k + Γkliv
l
)

bi ⊗ bk, (A.7)

where bi⊗bk is the tensor (or direct) product between the vectors bi and bk [175]. In

dyadic calculus, the direct product can be understood as the dyadic product between

two vectors [107]. Now applying a left dot product with u in (A.7), knowing that the
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tensor product is non-commutative, the following can be obtained.

u · ∇v = ujbj · bi ⊗ bk
(
∂iv

k + Γkliv
l
)

= uj(bj · bi)bk
(
∂iv

k + Γkliv
l
)

⇒ u · ∇v = ujδij
(
∂iv

k + Γkliv
l
)

bk = ui
(
∂iv

k + Γkliv
l
)
bk (A.8)

∴ u · ∇v = (u · ∇)v �

Now, using the notation introduced in [106], the gradient of a vector differs from

the direct product between the nabla operator and a vector, and is defined such

that grad v = (∇v)>, where (∇v)> is the dyadic (or tensor) transpose of ∇v [106].

Therefore,

u · grad v = u · (∇v)> = ∇v · u,

as seen in the expressions shown in [94]. To avoid confusion between the two notations,

the expressions were reverted to the notation presented, for example, in [107] and

[102], as they are more natural to a reader familiar with vector, dyadic and tensor

analysis, and its relationships can be derived without the use of transpose operators

and the introduction of different notations for grad v and ∇v.

A.2 Proof That the Curvilinear System of Equa-

tions for the Electric Field Reduces to the

Stratton-Chu Equation for a PEC sphere

Based on the equations for a general scattering body defined in Section 2.3, the

special case for a perfectly-electrically conducting (PEC) spherical scattering body is

considered.
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A.2.1 Electric Field Equation for a PEC Sphere

In the case of a PEC sphere, σ1 →∞. In this case, considering the definition of γ1
2

and γ2
2 given in (2.6), their ratio can be written as

γ0
2

γ1
2

=
jωµ0(jωε0)

jωµ0(��>
∞

σ1 + jωε1)
= 0. (A.9)

From (A.9), the boundary condition for the electric field presented in (2.66) can be

redefined for a PEC sphere:

E− − E+ = −E+
n .

Comparing terms with same support on both sides of the equation, the following

equations can be obtained for the boundary conditions of the electric field:

E− = 0 (A.10)

E+ = E+
n (A.11)

From (A.10), there is no electric field present at the inner boundary of the sphere.

This can be confirmed by the fact that the skin depth δ for a PEC scattering body,

given by [e.g., 144],

δ =

ω
√√√√√µ0ε1

2


√

1 + �
��>
∞

σ1
2

ω2ε12
− 1



−1

. (A.12)

is equal to zero for an infinite conductivity. Also, from (A.11), it can be seen that the

tangential electric field at the external boundary of the sphere is null, and therefore,

only the normal component is present. Thus,

[1− h(r − a)]E = 0, E− = 0, R− = 0. (A.13)
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Hence, the system of equations presented in (2.62) to (2.67) can be rewritten as,

E = h(r − a)E

⇒ E =
{
TSE(Js)− E+δ′(r − a) + R+δ(r − a)

}
∗G0, (A.14)

with boundary conditions

E+
t = 0⇒ E+ = E+

n , (A.15)

R+ = −∇(E+ · r̂). (A.16)

Substituting (A.15) and (A.16) into (A.14), the expression for the total electric field

in the presence of a PEC sphere can be obtained:

E =
{
TSE(Js)− E+

n δ
′(r − a)−∇(E+ · r̂)δ(r − a)

}
∗G0. (A.17)

It is evident from (A.17) that the electric field can be divided in two parts: one that is

generated by the source (incident field), and the other that is caused by the scattering

of the electric field by the surface of the sphere (scattered field). Therefore, the total

electric field can be redefined as [90]

E = Ei + Es, (A.18)

where

Ei = TSE(Js) ∗G0 (A.19)

Es = −
{
E+
n δ
′(r − a) +∇(E+ · r̂)δ(r − a)

}
∗G0 (A.20)

represent the incident and the scattered electric fields respectively.
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A.2.1.1 Scattered Electric Field

Considering the scattered electric field Es presented in (A.20), knowing that∇δ(f̃(r)) =

∇f̃(r)δ′(f̃(r)) = nδ′(f̃(r)) and r̂ = n̂, the first term of Es can be written as:

Es = −
{
E+[n̂ · ∇δ(r − a)] +∇(E+ · n̂)δ(r − a)

}
∗G0. (A.21)

Using the vector triple product identity [e.g., 105], the following expression can be

obtained:

Es = −
{

(E+ · n̂)∇δ(r − a) + n̂× (E+ ×∇δ(r − a)) +∇(E+ · n̂)δ(r − a)
}
∗G0.

(A.22)

Now, using the Jacobi identity for the triple vector product [105],

Es = −
{

(E+ · n̂)∇δ(r − a) + (n̂× E+)×∇δ(r − a) + E+ × (n̂×∇δ(r − a))

+ ∇(E+ · n̂)δ(r − a)
}
∗G0. (A.23)

Since n̂ and ∇δ(r − a) are colinear vectors, n̂×∇δ(r − a) = 0. Therefore,

Es = −
{

(E+ · n̂)∇δ(r − a) + (n̂× E+)×∇δ(r − a) +∇(E+ · n̂)δ(r − a)
}
∗G0.

(A.24)

Considering that each one of the operators over the Dirac deltas in (A.24) is a linear

differential operator, the convolution property of the Dirac delta allows Es to be

rewritten as

Es = −
{

(E+ · n̂)∇G0 + (n̂× E+)×∇G0 +∇(E+ · n̂)G0

}
∗ δ(r − a). (A.25)

Taking the ∇(E+ · n̂) term, and expanding it using the vector identity for the

gradient of a dot product, the following expression can be obtained:

∇(E+ · n̂) = (E+ · ∇)n̂ + (n̂ · ∇)E+ + E+ × (∇× n̂) + n̂× (∇× E+). (A.26)
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Since n̂ is defined as the gradient of the function defining the surface of the scattering

object, the curl of the normal unit vector will be zero. Also, since

∇n̂ = ∇r̂ =
θ̂θ̂

r
+

φ̂φ̂

r
,

(E+ · ∇)n̂ can be written as

(E+ · ∇)n̂ = E+
n r̂ · ∇r̂ =

E+
n

r

[
(r̂ · θ̂)θ̂ + (r̂ · φ̂)φ̂

]
= 0 (A.27)

Similarly,

(n̂ · ∇)E+ = r̂ · ∇(E+
n r̂) = (r̂ · ∇E+

n )r̂ + E+
n��

���:
0

(r · ∇r̂)

∴ (n̂ · ∇)E+ = (r̂ · ∇E+
n )r̂ (A.28)

Since E+ is measured at the surface of the sphere, it can be inferred that

E+ = E+
r (a+, θ, φ)r̂,

and therefore, E+
n does not contain any dependence on the radial component r, as it

is taken as a fixed value for the sphere. Therefore,

(n̂ · ∇)E+ =

[
r̂ ·
(

1

r

∂E+
n

∂θ
θ̂ +

1

r sin θ

∂E+
n

∂φ
φ̂

)]
r̂ = 0, (A.29)

and, consequently, the derivative over E+ in the direction of n̂ can be written as

∇(E+ · n̂) = n̂× (∇× E+). (A.30)

Substituting (A.30) into (A.25), and knowing from (2.1) that

∇× E+ = −jωµ0H
+, (A.31)

(A.25) can be written as

Es = −
{

(E+ · n̂)∇G0 + (n̂× E+)×∇G0 −jωµ0(n̂×H+)G0

}
∗ δ(r − a). (A.32)
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Using the pull-back property of the Dirac delta [e.g., 177], defined for any f(x)

and g(x) in Rn, ∫
Rn
f(x)δ(g(x))dx =

∫
w:g(x)=0
w∈Rn−1

f(x)‖∇g(x)‖−1dσ(x),

the integration over the whole volume of V can be reduced to a surface integral over

∂V , the surface that limits the volume V . Furthermore, knowing that [e.g., 178]

∇G0(r− r′) = −∇′G0(r− r′),

where the primed operations indicate that they should be executed with respect to

r′, and that ‖∇(r − a)‖ = 1, the scattered electric field can be written as

Es(r) =

∫
∂V

{
(n̂ · E+)∇′G0 + (n̂× E+)×∇′G0 +jωµ0(n̂×H+)G0

}
dS, (A.33)

where ∂V : r − a = 0.

The expression in (A.33) is equivalent to the surface integral term of the Stratton-

Chu integral equation, as presented by Török et al. [179]. This expression differs from

the one presented by Stratton and Chu [109] because they intend to solve different

problems: while the equation presented in (A.33) represents the electric field out-

side R1, the form of the Stratton-Chu equation presented in Stratton and Chu [109]

represents the electric field inside of a scattering body [179]. Also, the factor of 4π

present in both cases is embedded the Green’s function solution of the Helmholtz

equation presented in (2.25). Also, it is evident that by nature of the boundary con-

dition (A.15), the term (n̂×E+)×∇G0 is null for a PEC sphere, since n̂ and E+ are

colinear vectors.
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A.2.1.2 Incident Electric Field and Total Electric Field

Now, taking the incident electric field expression in (A.19) and substituting TSE(Js)

into the equation, the following expression for the incident electric field can be ob-

tained:

Ei =

[
1

jωε0
∇(∇ · Js)− jωµJs

]
∗G0 (A.34)

Making

∇(∇ · Js) ∗G0 = (∇ · Js) ∗ ∇G0

for a Green’s function in the distributional sense, according to (2.26), and changing

∇G0 to ∇′G0 as in (A.33), (A.34) can be rewritten as

Ei(r) =

∫
V ′s

[
− 1

jωε0
(∇ · Js)∇′G0 − jωµJsG0

]
dV ′s , (A.35)

where V ′s indicates the volume that bounds the source.

Using the continuity equation [90], (A.35) can be further simplified as

Ei(r) =

∫
V ′s

[
ρs
ε0
∇′G0 − jωµJsG0

]
dV ′s , (A.36)

with ρs being the charge density at the source.

Here, the expression for the electric field is identical to the volume integral part of

the Stratton-Chu equation, as presented by Elliott [140], with the 4π factor embedded

in the Green’s function.

Substituting both Ei and Es into (A.18), the following expression can be obtained:

E(r) =

∫
V ′s

[
ρs
ε0
∇′G0 − jωµJsG0

]
dV ′s +

∫
∂V

{
(n̂ · E+)∇′G0 + (n̂× E+)×∇′G0

+jωµ0(n̂×H+)G0

}
dS. (A.37)
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Therefore, the electric field equation obtained through the generalized function method

coincides with the solution of the Maxwell’s equations in the presence of scattering

bodies proposed, as described by the Stratton-Chu integral equation in [179].
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Appendix B

Derivations Pertinent to the

Electric Field Expression for an

Ocean Surface With

Electromagnetically-Large Waves

B.1 Fourier Transform of the Green’s Function So-

lution to the Helmholtz Equation

The Green’s function solution for the Helmholtz equation, defined in [1] as

Gm =
e−jkηm

√
x2+y2+z2

4π
√
x2 + y2 + z2

,

has, according to [17], a two-dimensional Fourier transform equal to

Ĝm =
e−|z|
√
k2
x+k2

y−k2η2
m

2
√
k2
x + k2

y − k2η2
m

.
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The earliest record of this expression in Walsh’s work is shown in his 1980’s report

[62], where the reader is pointed to an Appendix, where the development of this

formulation would be presented. However, the Appendix has not been included in

any physical or digital version of the 1980’s report. After some analysis, the derivation

for this expression has been obtained.

The key to understanding how this expression was derived is knowing that the

two-dimensional Fourier transform in the xy -plane is equivalent to the zeroth-order

Hankel transform [180]. A complete derivation is shown in [113], but it can be sum-

marized as

Fx,y{f(x, y)} = f̂(kx, ky) =

∫
f(ρ)ej(−k·ρ)dρ = 2π

∫
f(ρ)J0(Kρ)ρ dρ = f̂(K),

(B.1)

where x = ρ cos θ, y = ρ sin θ, kx = K cosϕ, ky = K cosϕ. The 2π factor in the

Hankel transform expression is only present due to the chosen form of the Fourier

transform, presented in the previous section. This will be carried out in all following

expressions.

It is important to know that there are different normalizations to the Hankel

transform, and the choice of these normalizations has an impact in the solution.

Besides the form presented in the previous expression, another common normalization

presented in textbooks is the one shown in [181], written as

H{g(ρ)} = ĝ(K) = 2π

∫
f(ρ)J0

√
ρK dρ. (B.2)

In order to convert from this formulation to the previous one, g(ρ) can be defined as

g(ρ) =
√
ρf(ρ) and ĝ(K) =

√
Kf̂(K) [182].

Now that the expressions for the Hankel transform have been defined, the Fourier
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transform of the Green’s function solution to the Helmholtz equation can be obtained.

Converting the expression of the Green’s function to cylindrical coordinates and using

the notation proposed in [1], [3], the Green’s function in (2.25) can be rewritten as

Gm =
e−jknm

√
ρ2+z2

4π
√
ρ2 + z2

, (B.3)

where ρ = x2 + y2, and nm is the refraction index defined in (1.21). Therefore, the

two-dimensional Fourier transform of the Green’s function can be written as

Ĝm(kx, ky) = Ĝm(K) = 2π

∫
Gm(ρ)J0(Kρ)ρ dρ. (B.4)

Now, converting to the form presented in [181], the Hankel transform can be written

as

√
KĜm(K) = 2π

∫ √
ρGm(ρ)J0(Kρ)

√
ρKdρ. (B.5)

Substituting the Green’s function into the previous expression, the following expres-

sion can be obtained:

√
KĜm(K) = 2π

∫ (√
ρ
e−jknm

√
ρ2+z2

4π
√
ρ2 + z2

)
J0(Kρ)

√
ρK dρ. (B.6)

The expression within the parenthesis in the previous expression has a definite

zeroth-order Hankel transform. Using the Hankel transform presented by Bateman

[181], the following expression can be obtained for kηm < K <∞ and z > 0:

√
KĜm(K) = 2π

√
K

e−|z|
√
K2−k2n2

m

4π
√
K2 − k2n2

m

. (B.7)

In order to guarantee the condition z > 0, the value of z was substituted by its

magnitude. Also, the first condition is safely met for conductive scattering bodies.

Simplifying both sides of the expression, the expression for the Fourier transform of
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the Green’s function solution for the Helmholtz equation can be written as

Ĝm =
e−|z|
√
K2−k2n2

m

2
√
K2 − k2n2

m

=
e−|z|
√
k2
x+k2

y−k2n2
m

2
√
k2
x + k2

y − k2n2
m

, (B.8)

as defined by [62].

B.2 Bistatic Equation for the First-Order Hydro-

dynamic, First-Order Correction to the First-

Order Electric Field

From the form of the correction to the first-order electric field presented in (3.69), the

bistatic correction terms can be obtained by using the height-restricted form of the

bistatic electric fields defined in [89]. Thus, the first-order hydrodynamic, first-order

correction to the first-order electric field can be written as

[
(E+

0n)11

]
11
∼ kC0

(2π)2
ζ1(ρ1; t)

∑
K,ωK

f1(K, ωK)e−jωKtK

∫∫
x1,y1

cos(θK − θ1)
F (ρ1)F (ρ2)

ρ1ρ2

· e−jkρ2ejρ1[K cos(θK−θ1)−k]dx1dy1. (B.9)

For the purposes of the derivation of the bistatic electric field and radar cross-section,

scattering geometry for the first-order electric field is depicted in Figure B.1.

Comparing the double integrals in (B.9) with those in the first-order electric field

expression in [3], [89], it is evident that they are identical. Therefore, following the

same procedure detailed in [89] for the first-order bistatic electric field, the following
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Figure B.1: Scattering geometry for the bistatic first-order electric field

expression is obtained as

[
(E+

0n)11

]
11
≈ kC0

(2π)3/2
ζ1(ρ1; t)

∑
K,ωK

f1(K, ωK)e−jωKt
√
Kej

ρ
2
·K

·
∫
ρs

F (ρ1)F (ρ2)√
ρs

[
ρ2
s −

(
ρ
2

)2
]e∓jπ/4 (±√cosφ

)
ejρs[±K cosφ−2k]dρs, (B.10)

where ρs is defined as [89]

ρs =
ρ1 + ρ2

2
,

φ is the bistatic angle, defined as the bisection of the angle between ρ1 and ρ2, and

ρ is the vector between transmitter and receiver shown in Figure B.1.

If, similar to [3], [18], an inverse Fourier transform with respect to the radar

frequency is applied to (B.10), and using the associative property of the convolution,
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the following expression can be obtained:

[
(E+

0n)11

]
11

(t) ∼ 1

(2π)3/2

{
F−1
t {kC0}∗

t
F−1
t

{ ∑
K,ωK

f1(K, ωK)e−jωKt
√
Kej

ρ
2
·K

·
∫
ρs

F (ρ1)F (ρ2)√
ρs

[
ρ2
s −

(
ρ
2

)2
]e∓jπ/4 (±√cosφ

)
ejρs[±K cosφ−2k]dρs

}}
∗
t
F−1
t {ζ1(ρ1; t)} .

(B.11)

Again, it can be easily observed that the time convolution (∗t) inside the braces is

similar to the one presented in Equation (5) of [18], with the exception of the time-

dependent exponential term for the Fourier series expansion of the ocean surface;

although this term will not affect the inverse Fourier transform, it might have an

effect on the final convolution. It is easy to show that the additional time-dependent

exponential term does not affect the resulting expression, since the added terms in

the final expression are significantly smaller than the rest of the terms in the expres-

sion. Therefore, substituting the resulting expression for the first-order time-varying

electric field in [18] for a pulsed radar source, the expression in (B.11) becomes

[
(E+

0n)11

]
11

(t) ∼
{
−jη0∆`I0k

2
0

(2π)3/2

∑
K,ωK

f1(K, ωK)
√
K cosφ0e

jωKtejk0∆ρsejρ0s(K cosφ0)

· ej ρ2 ·KF (ρ01, ω0)F (ρ02, ω0)√
ρ0s

[
ρ2

0s −
(
ρ
2

)2
] ejπ/4∆ρs Sa

[
∆ρs

2

(
K

cosφ0

− 2k0

)]}
∗
t
F−1
t {ζ01(ρ; t)} .

(B.12)

where ζ01(ρ; t) is defined in (3.111). Here it should be noted that the zero-subscripts

in φ0, ρ01 and ρ02 indicate that the scattering patch is considered to be sufficiently

small, allowing variable values at the centre of the scattering patch to be taken as

representative of their values on the whole patch [89]. Consequently, ρ0s is defined as
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ρ0s =
c(t− τ0

2
)

2
=
ρ01 + ρ02

2
.

Substituting (3.111) into (B.12) performing the convolution over ocean time and

dealing with the resulting Dirac delta as presented in Chapter 3, the time-varying

bistatic electric field for arbitrary heights is obtained:

[
(E+

0n)11

]
11

(t, t0) ∼ −jη0∆`I0k
2
0

(2π)3/2
∆ρs

∑
K,ωK

∑
K′

f1(K, ωK)f1(K′, ωK)u′0
√
K cosφ0

· e−jωK′ tejρ1·K′ejωKtejk0∆ρsej
ρ
2
·Kejρ0s(K cosφ0)F (ρ01, ω0)F (ρ02, ω0)√

ρ0s

[
ρ2

0s −
(
ρ
2

)2
] ejπ/4

· Sa

[
∆ρs

2

(
K

cosφ0

− 2k0

)]
, (B.13)

where ρ0s, ρ01 and ρ02 are functions of t0.
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Appendix C

Derivations Pertinent to the Radar

Cross-Section of an Ocean Surface

With Electromagnetically-Large

Waves

C.1 First-Order Hydrodynamic, First-Order Bistatic

Radar Cross-Section of an Ocean Surface With

Arbitrary Wave Heights

Taking the autocorrelation of (B.13) according to the expression presented in (4.7),

and proceeding with the derivations, the following expression is obtained:
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[R11]11(τ) =
Arπ

2η0|∆`I0|2k4
0|F (ρ01, ω0)F (ρ02, ω0)|2

2(2π)3ρ0s

[
ρ2

0s −
(
ρ
2

)2
] ∑

m=±1

∫∫
S(mK)S(mK)

· |K2 − k0
2|e−jωKτ

K
7
2

√
g

∆ρs
2 Sa2

[
∆ρs

2

(
K

cosφ0

− 2k0

)]
dKdθK. (C.1)

From [18], it is known that

dP(ωd)

dA
=
Arη0|∆`I0|2k2

0|F (ρ01, ω0)F (ρ02, ω0)|2
16(2π)3(ρ01ρ02)2

σ(ωd), (C.2)

where P(ωd) is the power spectral density of the electric field, defined as the Fourier

transform of the autocorrelation with respect to τ , and σ(ωd) is the radar cross-

section of the scattering object. After obtaining the power spectral density from the

autocorrelation in (C.1), knowing from the bistatic scattering geometry that θK = θN ,

where θN is the direction normal to the scattering ellipse at the scattering patch, and

that [18]

∆ρsdθN

ρ0s

[
ρ2

0s −
(
ρ
2

)2
] =

dA

(ρ01ρ02)2
,

the second-order correction to the first-order bistatic radar cross-section for an ocean

surface with arbitrary heights can be obtained by comparison with (C.2), as

[σ11]11(ωd) = 26π3k0
2∆ρ

∑
m=±1

S(mK)S(mK)
∣∣K2 − k0

2
∣∣ K4

g
cosφ0

· Sa2

[
∆ρs

2

(
K

cosφ0

− 2k0

)]
. (C.3)

As expected, the form of the bistatic radar cross-section converges to the monostatic

expression presented in [97] for cosφ0 = 1. Also, considering the form of the correction
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factor presented in Chapter 4, it is clear that the expression shown in (C.3) can be

reduced to

[σ11]11(ωd) = σ11(ωd)Ξ11(ωd), (C.4)

where σ11(ωd) is the bistatic first-order radar cross-section for a height restricted

ocean surface, defined as [18],

σ11(ωd) = 24πk0
2∆ρ

∑
m=±1

S(mK)
K5/2

√
g

cosφ0 Sa2

[
∆ρs

2

(
K

cosφ0

− 2k0

)]
, (C.5)

where K = ω2
d/g, and Ξ11(ωd) is defined by the integral-free expression of the first-

order hydrodynamic, first-order correction factor shown in (4.74), knowing thatK ′ =

ω2
d/g. Substituting (4.74) and (C.5) into (C.4), noting that K = K ′, first-order

correction to the first-order radar cross-section becomes the expression presented in

(C.3).
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