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Abstract

Changes in the Earth system due to anthropogenic activities, such as emissions
of greenhouse gases, have altered the response of the climate system to short-
wave radiation received from the Sun. This response is mainly determined by
several feedbacks that alter the amount of reflected shortwave radiation and
emitted longwave radiation into the Space, resulting in a positive radiative im-
balance at the top of the atmosphere. Such radiative imbalance causes heat
storage within the climate system and modifies the evolution of several physical
phenomena, such as permafrost thawing and sea level rise. Therefore, deter-
mining the response of the system to anthropogenic activities and the heat
distribution among all climate subsystems is crucial to project future climate
change.

In this dissertation, I estimate a preindustrial surface temperature climatol-
ogy over North America and global changes in surface temperature, surface heat
flux and continental heat storage from borehole temperature profiles. These ob-
servational estimates are used to assess the Earth Heat Inventory (EHI) and
the preindustrial climatology over North America represented in an ensemble
of transient climate simulations performed by atmosphere-ocean Coupled Gen-
eral Circulation Models (CGCMs) from the fifth phase of the Coupled Model
Intercomparison Project (CMIP5).

The retrieved temperature climatology for North America based on borehole
profiles is consistent with important features present in meteorological obser-
vations over a different period and the same spatial domain. Although the mod-
els were not tuned to match these temperatures, part of the analyzed CGCM
preindustrial simulations agree with this climatology, while the rest of the mod-
els display lower temperatures. Estimates of ground surface temperatures and
ground heat content indicates an average increase in land temperatures of 1 ◦C
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since preindustrial times, and higher values of continental heat storage than
previously reported. The assessment of the simulated and observed EHI shows
that CMIP5 CGCMs constantly underestimate the heat storage in the continen-
tal subsurface, while overestimating the observed ocean heat content. These
CMIP5 CGCM simulations also achieve values of atmosphere heat content and
absorbed heat by sea ice melting similar to observations.
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1
Introduction

Adequate climate conditions are fundamental to sustain life in any planet. Par-
ticularly, the origin of life and its posterior evolution on Earth are directly de-
termined by the specific temperature conditions and liquid water availability
at each geological epoch (Pierrehumbert, 2010). All known forms of life require
liquid water to exist, from animals to bacteria (Spiegel et al., 2008; Seager, 2013).
Therefore, the presence of liquidwater has become the principal biomarker in the
search for extraterrestrial life, and has led to the definition of the "Goldilocks"
zone around stars, which is defined as the range of distances from a star that
allows the presence of liquid water in an Earth-like planet. That is, a zone not as
close to the star as to evaporate all water and not as far of the star as to freeze all
water. Therefore, such definition of "Goldilocks" zone assumes that the planetary
climate is determined by the distance of the planet to its star and by the type
and amount of radiation emitted by the star, assuming a planet enveloped by an
atmosphere (Spiegel et al., 2008). Nevertheless, the total amount of energy and
the latitudinal distribution of this energy in a certain planet also depends on a
number of orbital parameters beyond the average distance to the star (Spiegel
et al., 2010; Dressing et al., 2010; Deitrick et al., 2018a,b). The rotational velocity
of the planet affects the heat transport from the region near the equator toward
the poles, variations in obliquity changes the annual averaged amount of energy
at polar and equatorial regions, precession of the planet’s rotational axis and
its orbital ellipse alters the position of solstices and equinoxes with respect to
apoastron and periastron, and alterations of the shape of the orbit –that is, the
orbital eccentricity, changes the total annual radiation received by the planet.
The effect of these cyclical alterations of orbital parameters on climate condi-
tions are noticeable in the past evolution of the Earth’s climate, as proposed by



2 Chapter 1. Introduction

Milutin Milanković in the 1920s for the changes in orbital eccentricity, obliquity
and the precession of the rotational axis (Milankovitch, 1920). Such factors par-
tially explain the periodic appearance of cold periods in the past, the so-called
ice ages, that left a signature in the geological record of the Earth (Meyers et al.,
2018).

Applying the criteria discussed above to the Solar system to define an habit-
ability zone reveals that there are missing factors to determine the habitability
of a planet, since the Earth, Mars and Venus are located in the "Goldilocks" zone
round the Sun, but Venus and Mars do not present signs of life. Furthermore,
surface conditions on both planets do not allow the presence of liquid water; on
Venus due to extremely high temperatures and pressures caused by a powerful
greenhouse effect and a thick atmosphere (Franck et al., 2000; Spiegel et al.,
2008; Pierrehumbert, 2010; Seager, 2013), and on Mars due to an excessively
thin atmosphere that traps water in the polar caps and as frozen water in the
subsurface (Bibring et al., 2004; Pierrehumbert, 2010; Seager, 2013; Kurokawa
et al., 2014; Dundas et al., 2018). As seen for the cases of Venus and Mars, it is
clear that both the atmosphere composition, particularly the presence of green-
house gases, and the amount of energy received from the Sun are fundamental
for permitting the presence of liquid water in the surface of a planet of the so-
lar system. For example, the mean surface temperature of an Earth-like planet
changes abruptly depending on the distance to a Sun-like star, with a surface
temperature higher than 100 ◦C at distances smaller than 0.65 au, and a surface
temperature lower than 0 ◦C if located at a distance of ∼1.03 au (Spiegel et al.,
2008). Otherwise, the effect of atmospheric greenhouse gases is quantified to be
around 33 ◦C, as the mean surface temperature of the Earth would be −18 ◦C
without the greenhouse effect. Indeed, variations of the composition of the at-
mosphere have led to changes in climate conditions during long periods of the
Earth’s history (Royer, 2006; Sun et al., 2012), with outgassing of Carbon Diox-
ide (CO2) due to volcanism related to plate tectonics as the main factor altering
the concentration of greenhouse gases in both the ocean and the atmosphere
on time scales of tens to hundreds of millions of years (Van Der Meer et al.,
2014). Therefore, both the total radiation reaching the Earth from the Sun and
the greenhouse effect due to the composition of the atmosphere determine the
evolution of global temperature with time, including the appearance of ice ages
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or extremely warm periods (Royer, 2006; Sun et al., 2012; Meyers et al., 2018).

1.1 Climate Change as an Energy Problem

Slow changes in eccentricity, obliquity, axis precession and orbital precession,
together with changes in solar activity, alter the total amount of shortwave ra-
diation reaching the Earth as well as the latitudinal distribution of shortwave
radiation. Meanwhile, changes in the concentration of greenhouse gases in the
atmosphere varies the amount of longwave radiation emitted into the Space,
modifying the state of the climate system in the process. That is, the absorbed
shortwave radiation at the top of the atmosphere must be in equilibrium with
the reflected shortwave radiation and the outgoing longwave radiation in order
to maintain climate conditions, thus any change in this radiative balance heats
(positive imbalance) or cools (negative imbalance) the Earth system (Hansen et
al., 2005, 2011; IPCC, 2013; Trenberth et al., 2014; von Schuckmann et al., 2016).
Human activities have significantly increased the atmospheric concentration of
greenhouse gases since the Industrial Revolution (Hegerl et al., 1996; Barnett et
al., 2001), perturbing the radiative imbalance at the top of the atmosphere. Such
perturbation of the radiative balance due to anthropogenic activities is denomi-
nated radiative forcing, and the difference between this forcing and the induced
response of the Earth system, mediated by changes in the emitted longwave
radiation and therefore in surface temperature, determines the net radiative
imbalance at the top of the atmosphere. The changes in longwave radiation that
balance the radiative forcings are driven by climate feedbacks, and are critical
to understand and quantify the climate response to anthropogenic emissions of
greenhouse gases (Gregory et al., 2002; IPCC, 2013; Knutti et al., 2017). These
feedback mechanisms tend to amplify the change in longwave radiation –that
is, to enhance the increase in surface temperature as a result of the increase
in atmospheric greenhouse gas concentrations. Therefore, quantifying the sen-
sitivity of surface temperature to increases in greenhouse gas concentrations
is critical to obtain reliable future projections of climate conditions in order
to evaluate their impact on society and ecosystems. The Equilibrium Climate
Sensitivity (ECS) is the most popular metric for quantifying the sensitivity to
increases in atmospheric concentration of CO2, which is the main anthropogenic
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greenhouse gas. The ECS is a simple metric for determining the change in global
mean temperature induced by a doubling of the CO2 concentrations relative to
preindustrial conditions, which can be estimated using different datasets and
techniques. Nevertheless, although several methodologies for estimating ECS
have been used based on meteorological observations, numerical models and
paleoreconstructions, determining the ECS has proven to be complex since dif-
ferent sources yield different results with large uncertainties for most of the
available methodologies (Knutti et al., 2017). The main limitation for accurately
determining the value of ECS resides in the complexity of the radiative response
to external forcings (Goodwin, 2018). That is, the climate sensitivity of the sys-
tem depends on different climate feedbacks which in turn are governed by a
broad range of factors that evolve with time. Thus, this sensitivity has prob-
ably changed with time, as relevant factors for the climate state and climate
feedbacks such as vegetation patterns and ice sheet extension and volume have
also evolved with time. Since future projections of climate change performed by
atmosphere-ocean Coupled General Circulation Models (CGCMs) are directly re-
lated to the represented climate sensitivity, and these advanced climate models
exhibit a wide range of ECS estimates, there is a large spread in future warm-
ing projections that hampers the assessment of future climate change impacts
(Sherwood et al., 2014; Knutti et al., 2017; Goodwin, 2018).

Monitoring the radiative imbalance at the top of the atmosphere is essential
to evaluate the magnitude and evolution of climate change. Satellite instrumen-
tation is the first logic tool for monitoring the imbalance, as it measures the
solar incoming and reflected shortwave radiation from Space, as well as the
emitted longwave radiation by the Earth system (Loeb et al., 2009; Johnson
et al., 2016). Indeed, satellites provide high-quality measurements of incoming
shortwave flux, reflected shortwave flux and outgoing longwave flux, but the
estimates of the net radiative imbalance present large uncertainties. The net
radiative imbalance from satellite data is obtained as the difference between
solar incoming radiation and total outgoing radiation (solar reflected and ther-
mal emitted radiation), quantities that are well over two orders of magnitude
larger than the magnitude of the final imbalance (Loeb et al., 2012). Hence, satel-
lite data have been combined with measurements of variations in ocean heat
content, several reanalysis products and numerical simulations performed with
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CGCMs to improve the net radiative imbalance from satellite instrumentation
(Loeb et al., 2012; Allan et al., 2014; Smith et al., 2015). There is, nevertheless,
another observational source of information about the magnitude and evolu-
tion of the radiative imbalance at the top of the atmosphere: the Earth Heat
Inventory (EHI). The current radiative imbalance is causing an increase in the
heat stored within the ocean, the continental subsurface, the atmosphere and
the cryosphere (Beltrami, 2002; Hansen et al., 2005, 2011; Levitus et al., 2012;
IPCC, 2013; von Schuckmann et al., 2016, 2020). The ocean accounts for the
largest part of the added energy (89 %), with the continental subsurface the
second largest term (6 %), followed by the absorbed heat in ice melting (4 %)
and in heating the atmosphere (1 %). This additional energy provides an indi-
rect, alternative method for monitoring the radiative imbalance at the top of
the atmosphere, presenting smaller uncertainties than satellite measurements.
Additionally, the heat gained by the terms of the EHI during the second half of
the 20th century and the first decade of the 21st century has modified several
physical phenomena affecting near-surface climate conditions, with potential
consequences for society. For example, the heat absorbed by the cryosphere due
to melting of glaciers and ice sheets has greatly contributed to sea level rise,
while the heat used to thaw permafrost has accelerated the permafrost carbon
feedback, strengthening the greenhouse effect (Koven et al., 2011; Jacob et al.,
2012; Levitus et al., 2012; MacDougall et al., 2012; Dutton et al., 2015).

1.2 Numerical Climate Models to Understand Climate Change

Determining the value of ECS has been a concern since the early days of climate
research in the 1970s, as well as one of the first application of numerical climate
models (Charney et al., 1979; Santer et al., 2019). Nevertheless, the develop-
ment of advanced climate models representing the whole planet, including the
recently developed Earth System Models (ESMs) that are able to simulate the
movement of carbon through the Earth system, first required increased computa-
tional resources and infrastructure. Hence, one of the first missions of the early
digital computers was to perform weather forecasts, as forecast are focused on
a limited temporal and spatial domain, requiring a markedly lower amount of
computational power in comparison with global climate simulations. For those
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forecasts, the first weather models were coded to solve a simplified set of equa-
tions for a limited atmosphere. Subsequently, the first atmospheric global circu-
lation model was developed to simulate a simplistic global atmosphere (Phillips,
1956) and the first three-dimensional ocean model was developed to represent
the ocean circulation (Bryan et al., 1967). At the same time, the scientific com-
munity started using these models to study the role of CO2 on atmospheric
radiative transfer (Manabe et al., 1967), as well as questions such as the effect of
removing the polar caps or altering the solar constant on the global atmosphere
(Sellers, 1969). Those early experiments culminated in the development of the
first coupled atmosphere-ocean general circulation model (Manabe et al., 1975;
Bryan et al., 1975), which included a representation of feedback mechanisms
between the atmosphere and ocean, allowing the study of climate evolution at
centennial timescales. After this first climate model, a new generation of cou-
pled general circulation models (Washington et al., 1989; Stouffer et al., 1989)
was developed and dedicated to assess the influence of anthropogenic activities
on the climate system (Santer et al., 1996). More recent steps in climate model
development include the addition of the global carbon cycle (Cox et al., 2000) and
the atmospheric chemistry (IPCC, 2007). The representation of biogeochemical
processes is now standard in the new generation of ESMs, providing the most
comprehensive tools available for simulating past and future responses of the
climate system to external forcings (Flato et al., 2013).

Currently, numerous global climate models are being developed and main-
tained by severalmodeling centers around theworld,and their ability to simulate
different aspects of the climate system is assessed using standard methods and
experiments under the guidelines of several Model Intercomparison Projects
(MIPs), such as the fifth phase of the Coupled Model Intercomparison Project
(CMIP5) (Taylor et al., 2011) that informed the fifth Assessment Report of the
Intergovernmental Panel on Climate Change (IPCC-AR5) (IPCC, 2013), or the
sixth phase of the Coupled Model Intercomparison Project (CMIP6) (Eyring
et al., 2016) that will inform the sixth Assessment Report of the Intergovern-
mental Panel on Climate Change (IPCC-AR6). In these MIPs, different climate
models perform experiments employing the same boundary conditions (e.g., at-
mospheric concentration of greenhouse gases, solar irradiance) and protocols
in a coordinated manner. Using different models to perform experiments with
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the same boundary conditions allows for testing numerous hypotheses about
the climate system, while sampling the range of plausible climate realizations
that are consistent with current knowledge about the Earth system. For ex-
ample, experiments performed with ensembles of ESMs have let to improved
understanding of feedbacks between the carbon cycle and the physical climate
(Friedlingstein et al., 2006; Arora et al., 2013). Nevertheless, the most relevant
of all these coordinated modeling experiments are projections of future climate
change, which inform about the consequences of anthropogenic activities for the
future evolution of climate variables critical to the wellbeing and development of
society, including temperature, precipitation and the associated extreme events
(e.g., drougths, floods and heat waves, Stainforth et al., 2007; IPCC, 2013).

Despite the usefulness of numerical climate simulations, models are limited
representations of the physical climate system with several important sources of
uncertainty (Flato et al., 2013). Therefore, inconsistencies within these models
tend to induce unrealistic features in climate simulations. Climate drifts are
one of the most important inconsistencies that appear in climate simulations,
consisting of spurious trends in state variables, such as sea surface temperature,
that persist during the entire period of the simulation. The incomplete initial-
ization of CGCMs is the most typical source of drifts in simulations (Sen Gupta
et al., 2013; Séférian et al., 2016). The initialization procedure of a CGCM con-
sists in a long-term spin-up simulation to achieve an equilibrium state, followed
by a control simulation from which to start climate change experiments. Reach-
ing an equilibrium state, nevertheless, may require millennia-long periods of
simulated time due to the slow evolution of ocean currents (Peacock et al., 2006;
Wunsch et al., 2008; Schmidt et al., 2017), and most modeling groups cannot
afford the required computational resources, thus replacing them with centen-
nial simulations. Such replacement may induce some level of drift in the system
due to the incomplete spin-up procedure, which is transmitted to the control
simulation and to the transient climate change simulations (Sen Gupta et al.,
2012, 2013). A control simulation consists of an extension of the spin-up simula-
tion under constant radiative forcing after the CGCM reaches the equilibrium
state. Preindustrial control simulations are usually employed as a baseline from
which to initialize climate simulations, thus potentially transmitting any artifi-
cial climate drift from the spin-up simulation to the transient climate change
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experiments. Even if the initialization procedure provides a stable control simu-
lation, ocean model components can reach multiple equilibrium states under a
realistic surface forcing (Rahmstorf, 1995), and thus a CGCM equilibrium state
may deviate from the observed climatology (e.g., Tang et al., 2016). Furthermore,
some parameters of CGCMs are typically tuned (adjusted) to bring the simu-
lations closer to observations (Voosen, 2016; Mauritsen et al., 2012; Hourdin
et al., 2017; Schmidt et al., 2017), primarily matching the surface temperature
evolution since the Industrial Revolution. Nevertheless, control simulations at-
tempt to reproduce the preindustrial long-term equilibrium state of the climate
system, and thus this tuning may bias the represented equilibrium state in con-
trol simulations towards observations collected after the Industrial Revolution.
Therefore, it may happen that a climate simulation starts from an unrealistic
equilibrium state, representing a biased climate trajectory during the entire
climate experiment.

Another inconsistency that affects all CGCMs is the use of parameterizations.
The term parameterization refers to the representation of unsolvable processes
within climate models. Parameterizations assume the existence of certain re-
lationships between resolved and unresolved processes that allow the effect of
these unresolved processes to be incorporated into climate simulations (McFar-
lane, 2011). The sophistication of parameterizations varies greatly depending
on the available knowledge about the phenomenon of interest and the compu-
tational resources devoted to understand and simulate the process. Simple and
complex parameterizations incorporate some degree of error and uncertainty in
climate simulations that needs to be carefully managed to avoid the generation
of spurious drifts (Sen Gupta et al., 2013). Even aspects of parameterizations
that may seem trivial or negligible, such as the order in which parameteriza-
tions are applied, should be monitored and their impact assessed during the
development of parameterization schemes and their implementation in climate
models to minimize artificial inconsistencies in simulations (Donahue et al.,
2018). Constant efforts are devoted to enhance the representation and imple-
mentation of unresolved phenomena in climate model simulations, although
the partition of available computational resources employed to represent the
different parts of the climate system still does not allow for the full resolution
of all the parameterized processes. Thus, ongoing efforts are focused on gener-
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ating new mathematical techniques to incorporate more detailed descriptions
of unresolved processes in global climate models while balancing the required
computational power for these new parameterizations (McFarlane, 2011).

Implementing simplified or idealized parameterizations to account for unre-
solved processes on climate models results in several quantities that are not de-
termined by theory or observations,whose values need to be adjusted empirically
by model tuning. Once the physical laws of the climate system are implemented
in a climate model and the processes that cannot be resolved are parameter-
ized, a small subset of parameters remains undetermined. These parameters
are then tuned or adjusted with the aim of improving the match between mode
output and observed values of relevant climate variables (Mauritsen et al., 2012;
Hourdin et al., 2017; Schmidt et al., 2017). Tuning is typically applied to param-
eters belonging to processes that are poorly constrained by observations and
theory, always attempting to be consistent with physical laws. The methodol-
ogy employed by most modeling groups consists in controlling the simulated
surface temperature by modifying the simulated net radiative imbalance at the
top of the atmosphere, which is achieved by adjusting several cloud parameters.
This practice alters the representation of important physical processes, such as
rainfall and cloud cover, and thus a balance between tuning necessities and the
realism of simulations should be reached. Other factors may affect the tuning
process, such as the uncertainty in the prescribed forcings, artificial energy leak-
ages (Mauritsen et al., 2012; Hobbs et al., 2016) or local biases in sea surface
temperatures within control simulations (Sen Gupta et al., 2013; Séférian et al.,
2016). The fundamental problem of model tuning is that the tuning process
does not ensure an improvement in the model physics. Unrealistic parameter
values may improve the realism of the simulated climate in comparison with
observations (Schmidt et al., 2017), but at the cost of introducing compensating
errors that do not enhance the representation of physical phenomena within
the model (Dommenget et al., 2017). Even more, parameter adjustments make
all model components interdependent. That is, a tuned atmosphere component
simulating climate fields in agreement with observations cannot be coupled with
a tuned ocean component without further adjustments. And these additional
adjustments are the most likely source of compensating errors. For instance,
selecting parameter values that improve the simulation of the ocean mixing in
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order to reduce a bias in the sea surface temperature may compensate for a
flaw in the employed cloud scheme. Thereby, the coupled atmosphere and ocean
components of the model become dependent on each other, and will not work well
if coupled to different model components. Despite all these deficiencies, tuning
is still considered preferable to not tuning at all (Schmidt et al., 2017) or the
unphysical correction of heat flux in the ocean (Taylor et al., 2011; Flato et al.,
2013). Although model tuning is a crucial part of climate model development
(Flato et al., 2013), the tuning techniques and strategies used by each model
group are not as well documented as model components and their configurations
(Mauritsen et al., 2012).

1.3 Evaluating Climate Models

Although the inconsistencies in numerical climate models described in the pre-
vious section are generally unavoidable, the performance of CGCM simulations
needs to be evaluated against observational references in order to gain confi-
dence in the ability of models to represent the physical climate system and to
perform realistic projections of future climate change. Global climate models are
designed to reproduce the observed temperature change during the 20th century.
This is the first and foremost test that a climate model has to undergo in order
to be trusted by the scientific community. That is, if a model does not reproduce
the observed trend in temperature during the last century, the model cannot
be considered reliable (Baumberger et al., 2017). Assessing the reliability of a
complex global climate model composed of many components just by comparing
its 20th century simulations with the evolution of a single climate variable may
seem a limited test, but surface air temperature is the best-measured climate
variable across many spatial and temporal scales (Knutti et al., 2010), and tem-
perature is also one of the most important indicators to quantify the impact of
climate change on society. The comparison between model simulations of the
20th century and observed surface temperature is, therefore, the last and crucial
phase of model development.

Nevertheless, tuning practices reduce the available observations for climate
model evaluation. That is, modeling groups employ all available observations to
calibrate their models, rendering the data useless for model evaluation (Baum-



1.3. Evaluating Climate Models 11

berger et al., 2017). Independent data is needed for testing the models, but
waiting for new observations is an inefficient approach due to the time required
to generate datasets suitable for climate studies. Furthermore, the temporal
extent of the instrumental period is not long enough to correctly characterize
the natural variability of the climate system, requiring additional information
about the past evolution of climate. Paleoreconstructions –that is, estimates
of the past evolution of the climate system from proxy and geothermal data,
provide an unique opportunity to evaluate climate models outside the range of
observations. Since paleoreconstructions are not considered during the tuning
phase of model development, agreement between reconstructed and simulated
past climate changes reinforces our confidence in model outputs as physically
coherent representations of the climate system (Knutti et al., 2010; Braconnot
et al., 2012; Schmidt et al., 2014; Harrison et al., 2015). Simulations of the last
millennium (i.e., from 850 CE to present) allow to test the ability of models in
representing the effects of volcanic eruptions on global climate, some regional
climate changes such as the Little Ice Age and the Medieval Warm Anomaly, or
the natural climate variability in both temperature and hydrology (PAGES 2k-
PMIP3 Group, 2015; PAGES Hydro2k Consortium, 2017). The natural climate
variability during the last millennium is of especial importance for studying
the dynamics of the climate system at long temporal scales, since the temporal
range sampled by meteorological observations may not be long enough to fully
characterize the natural variability of the system. An illustrative example can
be the reconstructed multidecadal megadroughts in the southwest of the US
that have not been captured by observations and provides information to under-
stand the risk of megadroughts in the future (Cook et al., 2015). Despite the
potential usefulness of the comparison between paleoreconstructions and pale-
osimulations, their associated uncertainties are large and need to be considered
for evaluating the ability of CGCMs to reproduce the evolution of the climate
system (Braconnot et al., 2012; Schmidt et al., 2014; Harrison et al., 2015).

Numerous reconstructions of past changes in temperature, water availability
and other variables relevant for model evaluation have been obtained from proxy
data (PAGES 2k-PMIP3 Group, 2015; PAGES Hydro2k Consortium, 2017). The
development rate of physical characteristics in some biological (e.g., trees, corals)
and geological (e.g., speleotherms, sediments) systems is affected by changes in
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climate conditions. The recorded development rate in proxies is measured and
then calibrated against observations to obtain information about the past evo-
lution of the associated climate variables. However, the relationship between
proxies and observations is not straightforward due to difficulties retrieving
the climate signals from proxies. The development of each proxy is affected by
several factors that may hide the climate signal, adding uncertainty into the
reconstruction. For instance, tree-ring proxy measurements reflect a combina-
tion of influences on tree growth beyond the climate signal, such as the age
of the tree, its geometry or the impact of tree-level and site-level disturbances
(PAGES Hydro2k Consortium, 2017). Another issue with paleoreconstructions
is the scarcity of data and its inhomogeneous distribution, with higher proxy
densities at mid-latitudes of the northern hemisphere. Thus, climate field re-
constructions aimed at estimating the past spatiotemporal evolution of climate
variables often require advanced statistical techniques to obtain high-quality
reconstructions from a sparse network of proxies (Smerdon, 2012; Hakim et al.,
2016; Gómez-Navarro et al., 2017). Other reconstruction approaches that do not
rely on proxy systems are possible, such as those based on borehole temperature
profiles. Measurements of borehole temperature profiles –that is,measurements
of the ground temperature with depth, allow for the estimation of past changes
in surface temperature and surface heat flux at multi-decadal scales (Harris et
al., 2001; Beltrami, 2002; Jaume-Santero et al., 2016). Variations in the surface
energy balance are propagated through the ground following the heat diffusion
equation, altering the subsurface quasi-equilibrium profile. The recorded devia-
tions from the quasi-equilibrium state can be inverted to retrieve past changes
in ground surface temperature for a specific temporal period determined by
the depth of the profile. Proxy-independent reconstructions of past temperature
changes also provide context to interpret proxy-based reconstructions, and the
comparison of results obtained by each technique aids in detecting and under-
standing their respective limitations and biases (Masson-Delmotte et al., 2013).
Furthermore, reconstructions from borehole temperature profiles are critical to
determine the land component of the EHI, as geothermal measurements are the
only source to estimate long-term changes in surface heat flux and continental
heat storage (Levitus et al., 2005; Church et al., 2011; Hansen et al., 2011; Rhein
et al., 2013; von Schuckmann et al., 2020).
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1.4 Research Focus

The objective of this thesis is to improve our understanding of the EHI within ad-
vanced CGCM simulations and to provide observational references to evaluate
transient climate simulations. Particularly, this thesis provides: i) a newmethod
to estimate the preindustrial long-term temperature climatology of North Amer-
ica, ii) a new global estimate of continental heat storage from the 1600s to the
present, iii) an assessment of the ability of state-of-the-art CGCMs to reproduce
the estimated temperature climatology over North America, and iv) a compari-
son between the EHI retrieved from observations and from CGCM simulations.

The simulated partition of energy within the different climate subsystems
depends on several factors, such as the sensitivity of the system to changes in
atmospheric CO2 concentrations and the representation of the different sub-
systems in the models. Additionally, the represented temperature climatology
in preindustrial control simulations determines the evolution of several impor-
tant physical processes that affect the total heat content of the Earth system
as well as the distribution of heat among the different subsystems in climate
simulations. Particularly, the temperature climatology in control simulations
partially determines the evolution of the ECS, the permafrost extension, the
amount of water vapor in the atmosphere, and the volume of sea ice within tran-
sient climate simulations. Nevertheless, there are no climatological references
for absolute temperatures before the Industrial Revolution, which hampers the
evaluation of climate simulations. A new database containing preindustrial,
long-term, absolute surface temperatures over North America from measure-
ments of borehole temperature profiles is developed in this thesis. Although this
database only covers a small part of the land surface, a generalization using the
global borehole network should be easy to implement. All the details about the
development and implications of this database are explained in Chapter 2.

The temperature database described in Chapter 2 is based on a combination
of old and new Borehole Temperature Profile (BTP) measurements assembled
by Jaume-Santero et al. (2016). Since the majority of BTPs are acquired from
holes of opportunity, i.e from mining explorations, the available data is scarce
and rather inhomogeneous, with several decades being necessary for collecting
a sufficient number of new profiles in order to update global studies. This is the
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case for the database compiled for North America in Jaume-Santero et al. (2016),
which included a high number of new BTP measurements now available for
analysis. Using all these new BTP measurements, this thesis provides with an
update of the global estimates of ground surface temperature, ground heat flux
and ground heat content performed in Beltrami et al. (2002) andBeltrami (2002).
Additionally, a new technique to characterize uncertainties in reconstructions
of past surface temperatures and fluxes from subsurface temperature profiles is
developed in this thesis (Chapter 3), including a full explanation of the assembled
new global database, and the obtained estimates of surface temperature, surface
flux and continental heat storage from geothermal data.

The new estimates of continental heat storage presented in Chapter 3 were
compiled in a new database of EHI observations, together with estimates of heat
storage in the ocean (at several depths), the atmosphere, the ice sheets in Green-
land and Antarctica, sea ice and global glaciers performed by other research
groups (von Schuckmann et al., 2020). The simulated EHI by an ensemble of
thirty CGCMs from the CMIP5 archive is evaluated against that observational
database and previous observational estimates in Chapter 4. The results dis-
played in Chapter 4 constitute the first comprehensive assessment of the total
heat storage and the proportion of heat within the climate subsystems in ad-
vanced CGCM simulations.

1.5 Co-Authorship Statement

The three research projects included in this thesis are the result of several
discussions with my co-supervisor Dr. Hugo Beltrami (St. Francis Xavier Uni-
versity), who has been my main supervisor. My other co-supervisor, Dr. Joel
Finnis (Memorial University), and the third member of my supervisory commit-
tee, Dr. Susan Ziegler (Memorial University), approved the proposal for this line
of research. I performed all analyses and created all figures contained in this re-
port. I gathered all model outputs from the CMIP5 archive in collaboration with
my colleague Almudena García-García, as we both used the same model experi-
ments for different pourposes in our theses. The borehole measurements were
retrieved from different databases freely available for research. The different
contributions for each project conforming this thesis are detailed below:
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Chapter 2 I designed the study with the help of Dr. Hugo Beltrami, Almudena
García-García, and Dr. Eduardo Zorita (Hemlholtz-Zentrum Geesthacht,
Geesthacht, Germany), who provided insightful comments and suggestions.
I wrote all versions of the text and performed all analyses and figures dis-
played in this chapter. The long-term surface temperatures (T0 tempera-
tures) in which this project is based were provided by Fernando Jaume-
Santero from the database described in Jaume-Santero et al. (2016). All
co-authors reviewed the results and text, and contributed edits to the
manuscript before submitting it to Climate of the Past. I answered all com-
ments by the referees and made the corresponding modifications in the
original manuscript.

Chapter 3 As in Chapter 2, I designed the study with the guidance of Dr. Hugo
Beltrami and the help of my colleague Almudena García-García. Fruitful
discussions with Dr. Elena García-Bustamante (Centro de Investigaciones
Energéticas, Medioambientales y Tecnológicas, CIEMAT, Spain) and Dr. J.
Fidel González-Rouco (Universidad Complutense de Madrid, Spain) led to
several improvements to the project. I wrote all versions of the manuscript
and performed the analysis and figures displayed in this chapter. I also
developed the new technique to characterize the uncertainty in borehole
reconstructions detailed in the chapter. I was responsible for collecting the
borehole data from three freely available datasets: the National Oceanic
and Atmospheric Administration (NOAA) database, that is based on previ-
ous efforts to create a global borehole database by the International Heat
Flow Commission (NOAA, 2019), and the databases published in Suman
et al. (2017) (Australia), Jaume-Santero et al. (2016) (North America), and
Pickler et al. (2018) (Chile). All co-authors reviewed the results and text,
and contributed to improve the manuscript before submitting it to Climate
of the Past.

Chapter 4 Dr. Hugo Beltrami and Almudena García-García provided useful
comments during the different phases of this project. Dr. Joel Finnis also
contributed to the enhancement of the study since the beginning of my
PhD. I wrote all versions of the text and performed all analyses and figures
displayed in this chapter. I was responsible for collecting the data from the



16 References

CMIP5 archive in collaboration with Almudena García-García, while ob-
servational data was obtained from Church et al. (2011), von Schuckmann
et al. (2020) and Chapter 3. All co-authors reviewed the results and text,
and contributed to improve the manuscript.

1.6 References

Allan, R. P.,Liu, C.,Loeb, N. G.,Palmer,M. D.,Roberts,M.,Smith, D., andVidale,
P.-L. (2014). Changes in global net radiative imbalance 1985–2012. Geophys-
ical Research Letters, 41(15), 5588–5597. doi: 10.1002/2014GL060962.

Arora, V. K., Boer, G. J., Friedlingstein, P., Eby, M., Jones, C. D., Christian, J. R.,
Bonan, G., Bopp, L., Brovkin, V., Cadule, P., Hajima, T., Ilyina, T., Lindsay,
K., Tjiputra, J. F., and Wu, T. (2013). Carbon–Concentration and Carbon–
Climate Feedbacks in CMIP5 Earth System Models. Journal of Climate,
26(15), 5289–5314. doi: 10.1175/JCLI-D-12-00494.1.

Barnett, T. P., Pierce, D. W., and Schnur, R. (2001). Detection of Anthropogenic
Climate Change in the World’s Oceans. Science, 292(5515), 270–274. doi:
10.1126/science.1058304.

Baumberger, C., Knutti, R., and Hirsch Hadorn, G. (2017). Building confidence
in climate model projections: an analysis of inferences from fit. Wiley Inter-
disciplinary Reviews: Climate Change, 8(3). e454–n/a. doi: 10.1002/wcc.454.

Beltrami, H. (2002). Climate from borehole data: Energy fluxes and temper-
atures since 1500. Geophysical Research Letters, 29(23). 26–1–26–4. doi:
10.1029/2002GL015702.

Beltrami, H., Smerdon, J. E., Pollack, H. N., and Huang, S. (2002). Continental
heat gain in the global climate system. Geophysical Research Letters, 29(8),
8–1–8–3. doi: 10.1029/2001GL014310.

Bibring, J.-P., Langevin, Y., Poulet, F., Gendrin, A., Gondet, B., Berthé, M., Souf-
flot, A.,Drossart, P.,Combes,M.,Bellucci, G.,Moroz, V.,Mangold, N., Schmitt,
B., and OMEGA team, t. (2004). Perennial water ice identified in the south
polar cap of Mars. Nature, 428(6983), 627–630. doi: 10.1038/nature02461.



References 17

Braconnot, P., Harrison, S. P., Kageyama, M., Bartlein, P. J., Masson-Delmotte,
V.,Abe-Ouchi, A.,Otto-Bliesner, B., andZhao, Y. (2012). Evaluation of climate
models using palaeoclimatic data. Nature Clim. Change, 2(6), 417–424. doi:
10.1038/nclimate1456.

Bryan, K. andCox,M. D. (1967). A numerical investigation of the oceanic general
circulation. Tellus, 19(1), 54–80. doi: 10.3402/tellusa.v19i1.9761.

Bryan, K.,Manabe, S., andPacanowski, R. C. (1975). AGlobalOcean-Atmosphere
ClimateModel. Part II. TheOceanic Circulation. Journal of PhysicalOceanog-
raphy, 5(1), 30–46. doi: 10.1175/1520-0485(1975)005<0030:AGOACM>2.0.CO;
2.

Charney, J. G.,Arakawa, A.,Baker, D. J.,Bolin, B.,Dickinson, R. E.,Goody, R.M.,
Leith, C. E., Stommel, H. M., and Wunsch, C. I. (1979). Carbon dioxide and
climate: a scientific assessment. National Academy of Sciences, Washington,
DC.

Church, J. A., White, N. J., Konikow, L. F., Domingues, C. M., Cogley, J. G.,
Rignot, E., Gregory, J. M., van den Broeke, M. R., Monaghan, A. J., and
Velicogna, I. (2011). Revisiting the Earth’s sea-level and energy budgets from
1961 to 2008. Geophysical Research Letters, 38(18). n/a–n/a. doi: 10.1029/
2011GL048794.

Cook, B. I., Ault, T. R., and Smerdon, J. E. (2015). Unprecedented 21st cen-
tury drought risk in the American Southwest and Central Plains. Science
Advances, 1(1). doi: 10.1126/sciadv.1400082.

Cox, P. M., Betts, R. A., Jones, C. D., Spall, S. A., and Totterdell, I. J. (2000).
Acceleration of global warming due to carbon-cycle feedbacks in a coupled
climate model. Nature, 408, 184 EP –.

Deitrick, R., Barnes, R., Quinn, T. R., Armstrong, J., Charnay, B., and Wilhelm,
C. (2018a). Exo-Milankovitch Cycles. I. Orbits and Rotation States. The As-
tronomical Journal, 155(2), 60. doi: 10.3847/1538-3881/aaa301.

Deitrick, R.,Barnes, R.,Bitz, C., Fleming, D.,Charnay, B.,Meadows, V.,Wilhelm,
C., Armstrong, J., and Quinn, T. R. (2018b). Exo-Milankovitch Cycles. II.



18 References

Climates of G-dwarf Planets in Dynamically Hot Systems. The Astronomical
Journal, 155(6), 266. doi: 10.3847/1538-3881/aac214.

Dommenget, D. and Rezny, M. (2017). A Caveat Note on Tuning in the Devel-
opment of Coupled Climate Models. Journal of Advances in Modeling Earth
Systems, n/a–n/a. doi: 10.1002/2017MS000947.

Donahue, A. S. and Caldwell, P. M. (2018). Impact of Physics Parameterization
Ordering in a Global Atmosphere Model. Journal of Advances in Modeling
Earth Systems, n/a–n/a. doi: 10.1002/2017MS001067.

Dressing, C. D., Spiegel, D. S., Scharf, C. A., Menou, K., and Raymond, S. N.
(2010). Habitable Climates: The Influence Of Eccentricity. The Astrophysical
Journal, 721(2), 1295–1307. doi: 10.1088/0004-637x/721/2/1295.

Dundas, C. M., Bramson, A. M., Ojha, L., Wray, J. J., Mellon, M. T., Byrne, S.,
McEwen, A. S., Putzig, N. E., Viola, D., Sutton, S., Clark, E., and Holt, J. W.
(2018). Exposed subsurface ice sheets in the Martian mid-latitudes. Science,
359(6372), 199–201. doi: 10.1126/science.aao1619.

Dutton, A., Carlson, A. E., Long, A. J., Milne, G. A., Clark, P. U., DeConto, R.,
Horton, B. P., Rahmstorf, S., and Raymo, M. E. (2015). Sea-level rise due to
polar ice-sheet mass loss during past warm periods. Science, 349(6244). doi:
10.1126/science.aaa4019.

Eyring, V., Bony, S., Meehl, G. A., Senior, C. A., Stevens, B., Stouffer, R. J., and
Taylor, K. E. (2016). Overview of the Coupled Model Intercomparison Project
Phase 6 (CMIP6) experimental design and organization. Geoscientific Model
Development, 9(5), 1937–1958. doi: 10.5194/gmd-9-1937-2016.

Flato, G., Marotzke, J., Abiodun, B., Braconnot, P., Chou, S., Collins, W., Cox,
P., Driouech, F., Emori, S., Eyring, V., Forest, C., Gleckler, P., Guilyardi, E.,
Jakob, C., Kattsov, V., Reason, C., and Rummukainen, M. (2013). “Evaluation
of Climate Models”. In: Climate Change 2013: The Physical Science Basis.
Contribution of Working Group I to the Fifth Assessment Report of the Inter-
governmental Panel on Climate Change. Ed. by T. Stocker, D. Qin, G.-K. Plat-
tner,M. Tignor, S. Allen, J. Boschung,A. Nauels,Y. Xia,V. Bex, andP.Midgley.



References 19

Cambridge, United Kingdom and New York, NY, USA: Cambridge University
Press. Chap. 9, pp. 741–866. doi: 10.1017/CBO9781107415324.020.

Franck, S,Block, A, von Bloh,W,Bounama, C, Schellnhuber, H.-J, and Svirezhev,
Y (2000). Habitable zone for Earth-like planets in the solar system. Planetary
and Space Science, 48(11). 1099 –1105. doi: https://doi.org/10.1016/
S0032-0633(00)00084-2.

Friedlingstein, P., Cox, P., Betts, R., Bopp, L., von Bloh, W., Brovkin, V., Cadule,
P., Doney, S., Eby, M., Fung, I., Bala, G., John, J., Jones, C., Joos, F., Kato, T.,
Kawamiya, M., Knorr, W., Lindsay, K., Matthews, H. D., Raddatz, T., Rayner,
P., Reick, C., Roeckner, E., Schnitzler, K. G., Schnur, R., Strassmann, K.,
Weaver, A. J., Yoshikawa, C., and Zeng, N. (2006). Climate–Carbon Cycle
FeedbackAnalysis: Results from the C4MIPModel Intercomparison. Journal
of Climate, 19(14), 3337–3353. doi: 10.1175/JCLI3800.1.

Gómez-Navarro, J. J., Zorita, E., Raible, C. C., and Neukom, R. (2017). Pseudo-
proxy tests of the analogue method to reconstruct spatially resolved global
temperature during the Common Era. Climate of the Past, 13(6), 629–648.
doi: 10.5194/cp-13-629-2017.

Goodwin, P. (2018). On the Time Evolution of Climate Sensitivity and Future
Warming. Earth’s Future, 6(9), 1336–1348. doi: 10.1029/2018EF000889.

Gregory, J. M., Stouffer, R. J., Raper, S. C. B., Stott, P. A., and Rayner, N. A.
(2002). An Observationally Based Estimate of the Climate Sensitivity. Jour-
nal of Climate, 15(22), 3117–3121. doi: 10.1175/1520-0442(2002)015<3117:
AOBEOT>2.0.CO;2.

Hakim, G. J., Emile-Geay, J., Steig, E. J., Noone, D., Anderson, D. M., Tardif, R.,
Steiger, N., and Perkins, W. A. (2016). The last millennium climate reanal-
ysis project: Framework and first results. Journal of Geophysical Research:
Atmospheres, 121(12). 6745–6764. doi: 10.1002/2016JD024751.

Hansen, J., Nazarenko, L., Ruedy, R., Sato, M., Willis, J., Del Genio, A., Koch,
D., Lacis, A., Lo, K., Menon, S., et al. (2005). Earth’s energy imbalance: Con-
firmation and implications. Science, 308(5727), 1431–1435.



20 References

Hansen, J., Sato, M., Kharecha, P., and Schuckmann, K. v. (2011). Earth’s en-
ergy imbalance and implications. Atmospheric Chemistry and Physics,11(24),
13421–13449.

Harris, R. N. and Chapman, D. S. (2001). Mid-latitude (30 ◦–60 ◦ N) climatic
warming inferred by combining borehole temperatures with surface air tem-
peratures.GeophysicalResearchLetters,28(5), 747–750. doi: 10.1029/2000GL012348.

Harrison, S. P.,Bartlein, P. J., Izumi, K.,Li, G.,Annan, J.,Hargreaves, J.,Bracon-
not, P., and Kageyama, M. (2015). Evaluation of CMIP5 palaeo-simulations
to improve climate projections. Nature Clim. Change, 5(8), 735–743.

Hegerl, G. C., von Storch, H., Hasselmann, K., Santer, B. D., Cubasch, U., and
Jones, P. D. (1996). Detecting Greenhouse-Gas-InducedClimate Change with
an Optimal Fingerprint Method. Journal of Climate, 9(10), 2281–2306. doi:
10.1175/1520-0442(1996)009<2281:DGGICC>2.0.CO;2.

Hobbs, W., Palmer, M. D., and Monselesan, D. (2016). An Energy Conservation
Analysis of Ocean Drift in the CMIP5 Global Coupled Models. Journal of
Climate, 29(5), 1639–1653. doi: 10.1175/JCLI-D-15-0477.1.

Hourdin, F., Mauritsen, T., Gettelman, A., Golaz, J.-C., Balaji, V., Duan, Q.,
Folini, D., Ji, D., Klocke, D., Qian, Y., Rauser, F., Rio, C., Tomassini, L.,Watan-
abe, M., and Williamson, D. (2017). The Art and Science of Climate Model
Tuning. Bulletin of the American Meteorological Society, 98(3), 589–602. doi:
10.1175/BAMS-D-15-00135.1.

IPCC (2007). Climate Change 2007: The Physical Science Basis. Contribution of
Working Group I to the Fourth Assessment Report of the Intergovernmental
Panel on Climate Change. Ed. by S. Solomon,D. Qin,M.Manning, Z. Chen,M.
Marquis, K. Averyt, M. Tignor, and H. Miller. Cambridge, United Kingdom
and New York, NY, USA: Cambridge University Press, p. 996.

— (2013). Climate Change 2013: The Physical Science Basis. Contribution of
Working Group I to the Fifth Assessment Report of the Intergovernmental
Panel on Climate Change. Cambridge, United Kingdom and New York, NY,
USA: Cambridge University Press, p. 1535. doi: 10.1017/CBO9781107415324.



References 21

Jacob, T., Wahr, J., Pfeffer, W. T., and Swenson, S. (2012). Recent contributions
of glaciers and ice caps to sea level rise. Nature, 482(7386), 514–518.

Jaume-Santero, F., Pickler, C., Beltrami, H., and Mareschal, J.-C. (2016). North
American regional climate reconstruction from ground surface temperature
histories. Climate of the Past, 12(12), 2181–2194. doi: 10.5194/cp-12-2181-
2016.

Johnson, G. C., Lyman, J. M., and Loeb, N. G. (2016). Improving estimates of
Earth’s energy imbalance. Nature Climate Change, 6, 639 EP –.

Knutti, R., Furrer, R., Tebaldi, C., Cermak, J., and Meehl, G. A. (2010). Chal-
lenges in Combining Projections from Multiple Climate Models. Journal of
Climate, 23(10), 2739–2758. doi: 10.1175/2009JCLI3361.1.

Knutti, R., Rugenstein, M. A. A., and Hegerl, G. C. (2017). Beyond equilibrium
climate sensitivity. Nature Geoscience, 10, 727–736. doi: 10.1038/ngeo3017.

Koven, C. D., Ringeval, B., Friedlingstein, P., Ciais, P., Cadule, P.,Khvorostyanov,
D.,Krinner, G., andTarnocai, C. (2011). Permafrost carbon-climate feedbacks
accelerate global warming. Proceedings of the National Academy of Sciences,
108(36), 14769–14774. doi: 10.1073/pnas.1103910108.

Kurokawa, H., Sato, M., Ushioda, M., Matsuyama, T., Moriwaki, R., Dohm, J.,
and Usui, T. (2014). Evolution of water reservoirs on Mars: Constraints from
hydrogen isotopes in martian meteorites. Earth and Planetary Science Let-
ters, 394, 179 –185. doi: https://doi.org/10.1016/j.epsl.2014.03.027.

Levitus, S., Antonov, J., and Boyer, T. (2005). Warming of the world ocean,
1955–2003. Geophysical Research Letters, 32(2). n/a–n/a. doi: 10 . 1029 /
2004GL021592.

Levitus, S., Antonov, J. I., Boyer, T. P., Baranova, O. K., Garcia, H. E., Locarnini,
R. A., Mishonov, A. V., Reagan, J. R., Seidov, D., Yarosh, E. S., and Zweng,
M. M. (2012). World ocean heat content and thermosteric sea level change
(0–2000 m), 1955–2010. Geophysical Research Letters, 39(10). n/a–n/a. doi:
10.1029/2012GL051106.



22 References

Loeb, N. G., Wielicki, B. A., Doelling, D. R., Smith, G. L., Keyes, D. F., Kato,
S., Manalo-Smith, N., and Wong, T. (2009). Toward Optimal Closure of the
Earth’s Top-of-Atmosphere Radiation Budget. Journal of Climate,22(3), 748–
766. doi: 10.1175/2008JCLI2637.1.

Loeb, N. G., Lyman, J. M., Johnson, G. C., Allan, R. P., Doelling, D. R., Wong,
T., Soden, B. J., and Stephens, G. L. (2012). Observed changes in top-of-the-
atmosphere radiation and upper-ocean heating consistentwithin uncertainty.
Nature Geosci, 5(2), 110–113.

MacDougall, A. H., Avis, C. A., andWeaver, A. J. (2012). Significant contribution
to climate warming from the permafrost carbon feedback. Nature Geosci,
5(10), 719–721. doi: 10.1038/ngeo1573.

Manabe, S. andWetherald, R. T. (1967). Thermal Equilibrium of the Atmosphere
with a Given Distribution of Relative Humidity. Journal of the Atmospheric
Sciences, 24(3), 241–259. doi: 10.1175/1520-0469(1967)024<0241:TEOTAW>
2.0.CO;2.

Manabe, S., Bryan, K., and Spelman, M. J. (1975). A Global Ocean-Atmosphere
Climate Model. Part I. The Atmospheric Circulation. Journal of Physical
Oceanography, 5(1), 3–29. doi: 10.1175/1520-0485(1975)005<0003:AGOACM>
2.0.CO;2.

Masson-Delmotte, V.,Schulz,M.,Abe-Ouchi, A.,Beer, J.,Ganopolski, A.,González
Rouco, J., Jansen, E.,Lambeck, K.,Luterbacher, J.,Naish, T.,Osborn, T.,Otto-
Bliesner, B., Quinn, T., Ramesh, R., Rojas, M., Shao, X., and Timmermann,
A. (2013). “Information from Paleoclimate Archives”. In: Climate Change
2013: The Physical Science Basis. Contribution of Working Group I to the
Fifth Assessment Report of the Intergovernmental Panel on Climate Change.
Ed. by T. Stocker, D. Qin, G.-K. Plattner, M. Tignor, S. Allen, J. Boschung,
A. Nauels, Y. Xia, V. Bex, and P. Midgley. Cambridge, United Kingdom and
New York, NY, USA: Cambridge University Press. Chap. 5, pp. 383–464. doi:
10.1017/CBO9781107415324.013.

Mauritsen, T., Stevens, B., Roeckner, E., Crueger, T., Esch, M., Giorgetta, M.,
Haak, H., Jungclaus, J., Klocke, D., Matei, D., Mikolajewicz, U., Notz, D.,



References 23

Pincus, R., Schmidt, H., and Tomassini, L. (2012). Tuning the climate of a
global model. Journal of Advances in Modeling Earth Systems, 4(3). n/a–n/a.
doi: 10.1029/2012MS000154.

McFarlane, N. (2011). Parameterizations: representing key processes in climate
models without resolving them. Wiley Interdisciplinary Reviews: Climate
Change, 2(4), 482–497. doi: 10.1002/wcc.122.

Meyers, S. R. andMalinverno, A. (2018). Proterozoic Milankovitch cycles and the
history of the solar system. Proceedings of the National Academy of Sciences,
115(25), 6363–6368. doi: 10.1073/pnas.1717689115.

Milankovitch, M. (1920). Théorie Mathématique des Phénomènes Thermiques
Produits par la Radiation Solaire. Paris Gauthier-Villars.

NOAA (2019). Borehole Database atNational Oceanic andAtmospheric Adminis-
tration’s Server. https://www.ncdc.noaa.gov/data-access/paleoclimatology-
data/datasets/borehole [Last acessed September 2019].

PAGES 2k-PMIP3 Group (2015). Continental-scale temperature variability in
PMIP3 simulations and PAGES 2k regional temperature reconstructions
over the past millennium. Climate of the Past, 11(12), 1673–1699. doi: 10.
5194/cp-11-1673-2015.

PAGES Hydro2k Consortium (2017). Comparing proxy and model estimates of
hydroclimate variability and change over the Common Era. Climate of the
Past, 13(12), 1851–1900. doi: 10.5194/cp-13-1851-2017.

Peacock, S. and Maltrud, M. (2006). Transit-Time Distributions in a Global
Ocean Model. Journal of Physical Oceanography, 36(3), 474–495. doi: 10.
1175/JPO2860.1.

Phillips, N. A. (1956). The general circulation of the atmosphere: A numerical
experiment. Quarterly Journal of the Royal Meteorological Society, 82(352),
123–164. doi: 10.1002/qj.49708235202.

Pickler, C., Gurza Fausto, E., Beltrami, H., Mareschal, J.-C., Suárez, F., Chacon-
Oecklers, A., Blin, N., Cortés Calderón, M. T., Montenegro, A., Harris, R.,
and Tassara, A. (2018). Recent climate variations in Chile: constraints from



24 References

borehole temperature profiles. Climate of the Past, 14(4), 559–575. doi: 10.
5194/cp-14-559-2018.

Pierrehumbert, R. T. (2010). Principles of planetary climate. Cambridge Univer-
sity Press.

Rahmstorf, S. (1995). Climate drift in an ocean model coupled to a simple, per-
fectlymatched atmosphere.Climate Dynamics,11(8), 447–458. doi: 10.1007/
BF00207194.

Rhein, M., Rintoul, S., Aoki, S., Campos, E., Chambers, D., Feely, R., Gulev, S.,
Johnson, G., Josey, S., Kostianoy, A., Mauritzen, C., Roemmich, D., Talley,
L., and Wang, F. (2013). “Observations: Ocean”. In: Climate Change 2013:
The Physical Science Basis. Contribution of Working Group I to the Fifth
Assessment Report of the Intergovernmental Panel on Climate Change. Ed.
by T. Stocker, D. Qin, G.-K. Plattner, M. Tignor, S. Allen, J. Boschung, A.
Nauels, Y. Xia, V. Bex, and P. Midgley. Cambridge, United Kingdom and
New York, NY, USA: Cambridge University Press. Chap. 3, pp. 255–316. doi:
10.1017/CBO9781107415324.010.

Royer, D. L. (2006). CO2-forced climate thresholds during the Phanerozoic.
Geochimica et Cosmochimica Acta, 70(23). 5665 –5675. doi: https://doi.
org/10.1016/j.gca.2005.11.031.

Santer, B. D., Taylor, K. E., Wigley, T. M. L., Johns, T. C., Jones, P. D., Karoly,
D. J.,Mitchell, J. F. B.,Oort, A. H.,Penner, J. E.,Ramaswamy, V.,Schwarzkopf,
M. D., Stouffer, R. J., and Tett, S. (1996). A search for human influences on
the thermal structure of the atmosphere.Nature, 382, 39 EP –. doi: 10.1038/
382039a0.

Santer, B. D., Bonfils, C. J. W., Fu, Q., Fyfe, J. C., Hegerl, G. C., Mears, C.,
Painter, J. F., Po-Chedley, S., Wentz, F. J., Zelinka, M. D., and Zou, C.-Z.
(2019). Celebrating the anniversary of three key events in climate change
science. Nature Climate Change, 9(3), 180–182. doi: 10.1038/s41558-019-
0424-x.

Schmidt, G. A.,Annan, J. D.,Bartlein, P. J.,Cook, B. I.,Guilyardi, E.,Hargreaves,
J. C., Harrison, S. P., Kageyama, M., LeGrande, A. N., Konecky, B., Lovejoy,



References 25

S., Mann, M. E., Masson-Delmotte, V., Risi, C., Thompson, D., Timmermann,
A., Tremblay, L.-B., and Yiou, P. (2014). Using palaeo-climate comparisons
to constrain future projections in CMIP5. Climate of the Past, 10(1), 221–250.
doi: 10.5194/cp-10-221-2014.

Schmidt, G. A., Bader, D., Donner, L. J., Elsaesser, G. S., Golaz, J.-C., Hannay,
C., Molod, A., Neale, R. B., and Saha, S. (2017). Practice and philosophy of
climate model tuning across six US modeling centers. Geoscientific Model
Development, 10(9), 3207–3223. doi: 10.5194/gmd-10-3207-2017.

Seager, S. (2013). Exoplanet Habitability. Science, 340(6132), 577–581. doi:
10.1126/science.1232226.

Séférian, R., Gehlen, M., Bopp, L., Resplandy, L., Orr, J. C., Marti, O., Dunne,
J. P., Christian, J. R., Doney, S. C., Ilyina, T., Lindsay, K., Halloran, P. R.,
Heinze, C.,Segschneider, J.,Tjiputra, J.,Aumont, O., andRomanou, A. (2016).
Inconsistent strategies to spin up models in CMIP5: implications for ocean
biogeochemical model performance assessment. Geoscientific Model Develop-
ment, 9(5), 1827–1851. doi: 10.5194/gmd-9-1827-2016.

Sellers, W. D. (1969). A Global Climatic Model Based on the Energy Balance of
the Earth-Atmosphere System. Journal of Applied Meteorology, 8(3), 392–
400. doi: 10.1175/1520-0450(1969)008<0392:AGCMBO>2.0.CO;2.

Sen Gupta, A., Muir, L. C., Brown, J. N., Phipps, S. J., Durack, P. J., Monselesan,
D., and Wijffels, S. E. (2012). Climate Drift in the CMIP3 Models. Journal
of Climate, 25(13), 4621–4640. doi: 10.1175/JCLI-D-11-00312.1.

Sen Gupta, A., Jourdain, N. C., Brown, J. N., andMonselesan, D. (2013). Climate
Drift in the CMIP5 Models. Journal of Climate, 26(21), 8597–8615. doi:
10.1175/JCLI-D-12-00521.1.

Sherwood, S. C., Bony, S., and Dufresne, J.-L. (2014). Spread in model climate
sensitivity traced to atmospheric convective mixing. Nature, 505(7481), 37–
42. doi: 10.1038/nature12829.

Smerdon, J. E. (2012). Climate models as a test bed for climate reconstruction
methods: pseudoproxy experiments.Wiley Interdisciplinary Reviews: Climate
Change, 3(1), 63–77. doi: 10.1002/wcc.149.



26 References

Smith, D. M., Allan, R. P., Coward, A. C., Eade, R., Hyder, P., Liu, C., Loeb, N. G.,
Palmer, M. D., Roberts, C. D., and Scaife, A. A. (2015). Earth’s energy imbal-
ance since 1960 in observations and CMIP5 models. Geophysical Research
Letters, 42(4), 1205–1213. doi: 10.1002/2014GL062669.

Spiegel, D. S., Menou, K., and Scharf, C. A. (2008). Habitable Climates. The
Astrophysical Journal, 681(2), 1609–1623. doi: 10.1086/588089.

Spiegel, D. S., Raymond, S. N., Dressing, C. D., Scharf, C. A., and Mitchell,
J. L. (2010). Generalized Milankovitch Cycles Aand Long-Term Climatic
Habitability. The Astrophysical Journal, 721(2), 1308–1318. doi: 10.1088/
0004-637x/721/2/1308.

Stainforth, D. A., Downing, T. E., Washington, R., Lopez, A., and New, M. (2007).
Issues in the interpretation of climate model ensembles to inform decisions.
Philosophical Transactions of the Royal Society of London A: Mathematical,
Physical and Engineering Sciences, 365(1857), 2163–2177. doi: 10.1098/
rsta.2007.2073.

Stouffer, R. J., Manabe, S., and Bryan, K. (1989). Interhemispheric asymmetry
in climate response to a gradual increase of atmospheric CO2. Nature, 342,
660 –662. doi: 10.1038/342660a0.

Suman, A.,Dyer, F., andWhite, D. (2017). Late Holocene temperature variability
in Tasmania inferred from borehole temperature data. Climate of the Past,
13(6), 559–572. doi: 10.5194/cp-13-559-2017.

Sun, Y., Joachimski, M. M., Wignall, P. B., Yan, C., Chen, Y., Jiang, H., Wang,
L., and Lai, X. (2012). Lethally Hot Temperatures During the Early Triassic
Greenhouse. Science, 338(6105), 366–370. doi: 10.1126/science.1224126.

Tang, Y., Li, L., Dong, W., and Wang, B. (2016). Reducing the climate shift in a
new coupled model. Science Bulletin, 61(6), 488–494. doi: 10.1007/s11434-
016-1033-y.

Taylor, K. E., Stouffer, R. J., and Meehl, G. A. (2011). An Overview of CMIP5
and the Experiment Design. Bulletin of the American Meteorological Society,
93(4), 485–498. doi: 10.1175/BAMS-D-11-00094.1.



References 27

Trenberth, K. E., Fasullo, J. T., and Balmaseda, M. A. (2014). Earth’s Energy
Imbalance. Journal of Climate, 27(9), 3129–3144. doi: 10.1175/JCLI-D-13-
00294.1.

Van Der Meer, D. G., Zeebe, R. E., van Hinsbergen, D. J. J., Sluijs, A., Spakman,
W., and Torsvik, T. H. (2014). Plate tectonic controls on atmospheric CO2
levels since the Triassic. Proceedings of the National Academy of Sciences,
111(12), 4380–4385. doi: 10.1073/pnas.1315657111.

Von Schuckmann, K., Palmer, M. D., Trenberth, K. E., Cazenave, A., Cham-
bers, D., Champollion, N., Hansen, J., Josey, S. A., Loeb, N., Mathieu, P. P.,
Meyssignac, B., andWild, M. (2016). An imperative to monitor Earth’s energy
imbalance. Nature Climate Change, 6, 138 EP –.

Von Schuckmann, K., Cheng, L., Palmer, M. D., Hansen, J., Tassone, C., Aich, V.,
Adusumilli, S., Beltrami, H., Boyer, T., Cuesta-Valero, F. J., Desbruyères, D.,
Domingues, C., García-García, A., Gentine, P., Gilson, J., Gorfer, M., Haim-
berger, L., Ishii, M., Johnson, G. C., Killick, R., King, B. A., Kirchengast,
G., Kolodziejczyk, N., Lyman, J., Marzeion, B., Mayer, M., Monier, M., Mon-
selesan, D. P., Purkey, S., Roemmich, D., Schweiger, A., Seneviratne, S. I.,
Shepherd, A., Slater, D. A., Steiner, A. K., Straneo, F., Timmermans, M.-L.,
and Wijffels, S. E. (2020). Heat stored in the Earth system: where does the
energy go? Earth System Science Data, 12(3), 2013–2041. doi: 10.5194/essd-
12-2013-2020.

Voosen, P. (2016). Climate scientists open up their black boxes to scrutiny. Sci-
ence, 354(6311), 401–402. doi: 10.1126/science.354.6311.401.

Washington, W. M. andMeehl, G. A. (1989). Climate sensitivity due to increased
CO2: experiments with a coupled atmosphere and ocean general circulation
model. Climate Dynamics, 4(1), 1–38. doi: 10.1007/BF00207397.

Wunsch, C. and Heimbach, P. (2008). How long to oceanic tracer and proxy
equilibrium? Quaternary Science Reviews, 27(7–8), 637 –651. doi: http://
dx.doi.org/10.1016/j.quascirev.2008.01.006.



28 References



2
Long-TermSurface Temperature
(LoST) Database as a Comple-
ment for GCMPreindustrial Sim-
ulations

Reference This chapter is based on the publication: Cuesta-Valero, F. J. et
al. (2019). Long-term Surface Temperature (LoST) database as a complement
for GCM preindustrial simulations. Climate of the Past, 15(3), 1099–1111. doi:
10.5194/cp-15-1099-2019.

Abstract Estimates of climate sensitivity from atmosphere-oceanCoupledGen-
eral Circulation Model (CGCM) simulations still present a large spread despite
the continued improvements in climate modeling since the 1970s. This variabil-
ity is partially caused by the dependence of several long-term feedback mecha-
nisms on the reference climate state. Indeed, state-of-the-art CGCMs present
a large spread of control climate states, partially due to the lack of a suitable
reference for constraining the climatology of preindustrial simulations. We as-
semble a new gridded database of long-term ground surface temperatures (LoST
database) obtained from geothermal data over North America, and we explore
its use as a potential reference for the evaluation of CGCM preindustrial sim-
ulations. We compare the LoST database with meteorological observations, as
well as with five past millennium transient climate simulations and five prein-
dustrial control simulations from the third phase of the Paleoclimate Modelling
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Intercomparison Project (PMIP3) and the fifth phase of the Coupled Model In-
tercomparison Project (CMIP5). The database is consistent with meteorological
observations as well as with both types of preindustrial simulations, which sug-
gests that LoST temperatures can be employed as a reference to narrow the
spread of surface temperature climatologies on CGCM preindustrial control and
past millennium simulations.

2.1 Introduction

Atmosphere-ocean Coupled General Circulation Model (CGCM) simulations of
the Earth’s climate are sophisticated tools that reproduce the dominant physi-
cal processes of the climate system, helping to understand and characterize the
dynamics of the climate system at both global and regional scales, as well as
from decadal to millennial timescales (Flato et al., 2013). Despite the large num-
ber of different CGCMs developed and maintained by modeling groups around
the world, future projections of climate change still present a large degree of
uncertainty (Knutti et al., 2012), mainly due to the different climate sensitivity
achieved by each model. The Equilibrium Climate Sensitivity (ECS) is typically
defined as the change in equilibrium temperature given a doubling of atmo-
spheric CO2 concentration (Gregory et al., 2002), and it is considered one of the
most important metrics for understanding the long-term evolution of the climate
system. Numerous studies, nonetheless, have unsuccessfully tried to narrow the
uncertainty range of ECS using observations, simulations and paleoreconstruc-
tions; the best estimates of ECS have remained between 1.5 ◦C and 4.5 ◦C since
the 1970s (Knutti et al., 2017).

The large uncertainty in ECS estimates is also present in state-of-the-art
CGCMs (Andrews et al., 2012; Flato et al., 2013; Forster et al., 2013; Knutti et
al., 2017), mainly as a result of approximating the description of several climate
phenomena, tuning practices, and the spread in control climate states. Each
CGCM approximates and resolves the differential equations governing the evo-
lution of the climate system using different numerical methods and algorithms,
leading to a diverse representation of the climate evolution within the array
of models (Dommenget, 2016). Additionally, CGCMs may employ different pa-
rameterizations for approximating processes that cannot be resolved due to the
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lack of spatial resolution or computational resources, such as radiative transfer,
convection or clouds (McFarlane, 2011; Sen Gupta et al., 2013). All these neces-
sary approximations add inconsistencies to simulations, affecting the simulated
climate state and trajectory. Parameterizations of radiative forcing by CO2 in
climate models are of special importance, being responsible for nearly 50% of the
uncertainties in the estimated values of ECS (Soden et al., 2018). Another prac-
tice related to parameterizations that affects the simulated ECS is model tuning
(Mauritsen et al., 2012; Hourdin et al., 2017; Schmidt et al., 2017). Tuning prac-
tices involve varying model parameters, whose values are poorly constrained by
theory or observations or not constrained at all, to obtain a simulated climate
evolution compatible with observations. Thereby, this parameter adjustment
affects the representation of feedback mechanisms and other physical processes
within the model, altering the response to external forcings (Mauritsen et al.,
2012; Schmidt et al., 2017).

Furthermore, the magnitude of some important long-term feedback mecha-
nisms depends on the mean climate state – i.e., the model response to external
forcings is itself mean state dependent (Dommenget, 2016; Hu et al., 2017, and
references therein). Ice-albedo and water vapor feedbacks are two important pro-
cesses affected by the control climate state (Hu et al., 2017). The strength of both
feedbacks is associated with simulated absolute values of surface temperature,
since absolute temperature is the main factor governing water phase changes on
the Earth. Permafrost stability, and thus permafrost carbon feedback, also de-
pends on the reference climatology and the simulated climate trajectory (Slater
et al., 2013). Although many CGCMs are still in the process of implementing
permafrost modules in their code, several studies have suggested that the im-
pact of the permafrost carbon feedback on climate evolution would be important
(e.g., Koven et al., 2011; MacDougall et al., 2012). Therefore, a constrained prein-
dustrial control simulation may improve the representation of those feedbacks
in transient climate experiments, reducing the uncertainty of ECS estimates
from model simulations, as well as reducing the spread in projections of future
climate change (Dommenget, 2016; Hu et al., 2017). At this point, estimates
of preindustrial long-term surface temperatures from geothermal data may be
a useful reference for assessing wether the simulated surface temperature cli-
matology is realistic enough in preindustrial climate simulations. Additionally,
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such preindustrial long-term absolute temperatures may be employed to define
a preindustrial baseline from which to evaluate the temperature change due to
the anthropogenic influence on climate (Hawkins et al., 2017).

Borehole Temperature Profile (BTP)measurements have been employed to es-
timate past trends of both global and regional surface temperature (e.g., Vasseur
et al., 1983; Huang et al., 2000; Harris et al., 2001; Beltrami, 2002; Beltrami et
al., 2004) and surface flux histories over the last few centuries (e.g., Wang et al.,
1999; Beltrami, 2002; Beltrami et al., 2002, 2006; Demezhko et al., 2015a; De-
mezhko et al., 2015b). Several studies have validated the borehole methodology
using past millennium simulations from the ECHO-G CGCM (González-Rouco
et al., 2006; González-Rouco et al., 2009) and the PMIP3/CMIP5 CGCMs (García-
García et al., 2016), reinforcing results retrieved from subsurface temperatures.
Reconstructions of surface temperature and surface flux from borehole mea-
surements have been compared with ECHO-G millennial simulations (Stevens
et al., 2008; MacDougall et al., 2010), as well as with estimates of continental
heat storage from CMIP5 CGCM simulations (Cuesta-Valero et al., 2016). All
these direct comparisons between BTP estimates and CGCM simulations have
revealed several strengths and weaknesses of CGCM simulations, and have con-
tributed to the improvement of the represented physical processes relevant for
the climate evolution within land surface model components (e.g., Alexeev et al.,
2007; MacDougall et al., 2017).

Here, we propose the use of long-term surface temperatures estimated from
BTP measurements as an additional tool to better evaluate the accuracy of
surface temperature climatology within CGCM preindustrial simulations, and
thereby help to improve the representation of mean state dependent feedbacks.
These long-term surface temperatures are retrieved from the quasi-equilibrium
state of the subsurface thermal regime at the location of each BTPmeasurement.
This is estimated from the deepest section of the temperature profile, which is
the part least affected by the recent changes in the surface energy balance. The
subsurface temperature at the bottom part of each temperature profile depends
linearly on depth, and the extrapolation of this linear behavior to the surface
is interpreted as the long-term mean surface temperature at each borehole
site (e.g. Huang et al., 2000; Harris et al., 2001; Beltrami, 2002). We present
here a gridded Long-term Surface Temperature database (LoST) for most of
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continental North America and three Caribbean islands (Cuba, Hispaniola and
Puerto Rico) using 514 BTP measurements. This database is freely available
for the scientific community at https://figshare.com/s/f20d6002a57cf3279a1
c. The database is compared with five past millennium and five preindustrial
control simulations from the PMIP3/CMIP5 archive to assess the realism of the
simulated preindustrial equilibrium state by the current generation of global
climate models.

2.2 Data

2.2.1 Meteorological data: Climate Research Unit (CRU) Data

We employ surface air temperatures from the Climatic Research Unit at the
University of East Anglia (CRU) TS4.01 gridded dataset (Harris et al., 2014) for
evaluation purposes. This dataset consists of a gridded set of climate variables
derived from meteorological observations worldwide. Sources of meteorological
data include several national meteorological services, CRU archives, the World
Meteorological Organization (WMO) and the National Oceanic and Atmospheric
Administration (NOAA). Surface air temperatures are supplied at monthly res-
olution for continental areas except for Antarctica from 1901 to 2016 of the
Common Era (CE).

2.2.2 CGCM Data

We use five Past Millennium (PM) and five Preindustrial Control (piControl)
CGCM simulations (see Table 2.1 for references) from the third phase of the Pa-
leoclimate Modelling Intercomparison Project (PMIP3) and the fifth phase of the
Coupled Model Intercomparison Project (CMIP5) (Braconnot et al., 2012; Taylor
et al., 2011) to test the LoST database. PM simulations (Past1000 experiment
in the PMIP3/CMIP5 database) simulate the climate response to prescribed
external forcings from Schmidt et al. (2011) for the period 850-1850 CE, includ-
ing orbital variations, changes in solar activity, greenhouse gas concentrations,
volcanic aerosols and changes in land use and land cover. Each PMIP3/CMIP5
CGCM also performs a piControl simulation forced with common preindustrial
forcings to provide a baseline from which to start transient climate experiments.
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For more details about the PMIP3/CMIP5 control simulations and initialization
procedures see Sen Gupta et al. (2013) and Séférian et al. (2016).

2.2.3 Borehole Data

Here, we use estimates of long-term surface temperatures from the database de-
scribed in Jaume-Santero et al. (2016). The BTP measurements of this database
have been previously filtered to exclude profiles with non-climatic signals and
artifacts, thus providing 514 BTPs suitable for climate studies over North Amer-
ica. The standard methodology to retrieve past temperature and flux histories
from geothermal data assumes that each borehole temperature profile results
from the superposition of a transient perturbation due to the changes in the
surface energy balance with time and the quasi steady-state of the subsurface
thermal regime (e.g. Huang et al., 2000; Harris et al., 2001; Beltrami, 2002).
Therefore, considering the subsurface as a half space without heat production
from radioactive decay or advection, the solution of the heat diffusion equation
for a temperature profile can be approximated as (e.g., Jaume-Santero et al.,
2016):

T (z) = T0 + q0 · R (z) + Tt (t) , (2.1)

where Tt is the surface transient perturbation, T0 is the long-term surface tem-
perature (T0 temperature hereafter), q0 is the subsurface flux at equilibrium
and R (z) is the thermal resistance (Bullard et al., 1939). Estimates of thermal
resistance require measurements of thermal conductivity through the subsur-
face profile, but the majority of available BTPs do not provide such conductivity
data. Thus, the thermal conductivity is assumed to be constant and Eq. (2.1) is
rewritten as

T (z) = T0 + Γ · z + Tt (t) , (2.2)

where Γ is the subsurface thermal gradient at equilibrium. The recorded surface
transient perturbation (Tt) can be retrieved from each temperature profile, once
the subsurface thermal equilibrium is estimated (formore details about the bore-
hole methodology, see Mareschal et al., 1992; Bodri et al., 2007; Jaume-Santero
et al., 2016). As the heat flux from the Earth’s interior remains stable at time
scales of millions of years and the deepest part of a BTP is the least affected by
the recent changes in the surface energy balance, the quasi-equilibrium state of
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the subsurface thermal regime can be estimated from the deepest temperatures
of each borehole profile (see scheme in Figure 2.1). Once vertical variations in
thermal properties of the subsurface rocks are taken into account, temperature
depends linearly on depth at the bottom part of the temperature profile, allowing
the subsurface thermal equilibrium to be approximated by a linear least-squares
regression. The extrapolation of this linear behavior to the surface can be inter-
preted as the long-term mean surface temperature at each borehole location (T0

temperature in Eq. 3.1 and Figure 2.1, see Pickler et al., 2016 for further details).
Depending on the profile’s depth, the T0 temperatures represent the long-term
ground surface temperature for a determined period of time. Due to the nature
of heat diffusion through the ground, the required time (t) for a change in the
surface energy balance to reach a certain depth (z) is given by (Carslaw et al.,
1959; Pickler et al., 2016):

t ≈
z2

4κ
, (2.3)

where κ is the thermal diffusivity of the subsurface. We consider κ=1 × 10−6 m2 s−1

for all BTP measurements (Cermak et al., 1982). In this study, all BTPs are
truncated at the same depth (300 m) to ensure that all T0 temperatures are
estimated for the same temporal period. We use the last hundred meters of each
BTP to estimate the subsurface thermal equilibrium, obtaining an estimated
temporal period that approximately ranges from ∼ 1300 CE (z=300 m) to ∼ 1700
CE (z=200 m). Thereby, this period of time provides a baseline to compare with
long-term temperatures from the PMIP3/CMIP5 PM simulations. However, the
estimated temporal period is not homogeneous as a result of the non-linear rela-
tionship between time and depth (Beltrami et al., 1995b), and thus estimates of
relatively recent years (i.e., 1700 CE) are better determined than estimates of
past years (1300 CE). Influences of long-term perturbations of the past surface
energy budget outside of that temporal window may also affect the temperature
within the depth range used here, see Section 2.5 for more details.

2.3 The LoST Database

In order to provide a gridded dataset over continental North America,T0 temper-
atures from BTP measurements are spatially interpolated to a 0.5◦×0.5◦ grid
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Figure 2.1: Synthetic borehole temperature profile (black dots) using data from the CCSM4 PM
simulation (inset) and linear fit of temperatures between 200 m and 300 m (red line). The syn-
thetic temperature profile is generated using the simulated global ground temperature anomaly
at 1.0 m depth for the period 1300-1700 CE as transient perturbation (Tt), mean ground temper-
ature as long-term surface temperature (T0) and a typical thermal gradient (Γ) of 0.01 K m−1

(Jaume-Santero et al., 2016). The equivalence between depth (z) and time (t) is given by Eq. 2.3.
Thermal diffusivity is considered as κ=1 × 10−6 m2 s−1 (Cermak et al., 1982).
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using the Gradient plus Inverse Distance Squared (GIDS) technique. The GIDS
method (Nalder et al., 1998) relies on multiple linear regression of observed
climate variables to retrieve longitudinal, latitudinal and altitudinal gradients
that are employed to estimate values for gridded nodes. The contribution of
each measurement is inverse-weighted by their squared distance to the target
node, while the coefficients from the regression analysis allow to correct for the
location of each measurement:

V0 =

∑N
i=1 [Vi + (lat0 − lati)Clat + (lon0 − loni)Clon + (z0 − zi)Cz] d−2

i∑N
i=1 d−2

i

, (2.4)

whereV0 is the predicted variable at the target node,Vi, lati, loni and zi represent
the variable, latitude, longitude and altitude of the ith measurement respectively,
lat0, lon0 and z0 represent the latitude, longitude and altitude of the target node
respectively, Clat, Clon and Cz are the coefficients from the regression analysis,
and di is the distance from the ith measurement to the target node. The prop-
agation of known errors in the GIDS algorithm is described in Section 2.3.1.
The GIDS technique has been used to interpolate surface temperature, precip-
itation, evapotranspiration and other climate variables in several zones of the
world including North America (e.g., Price et al., 2000; Mardikis et al., 2005).
Furthermore, the GIDS method performs well in comparison with other broadly
used interpolation techniques like co-kriging or smoothing splines (ANUSPLIN
suite) (Nalder et al., 1998; Price et al., 2000; Li et al., 2011), and it has been
previously employed to downscale CMIP5 simulations (McCullough et al., 2016).

Since the T0 dataset employed here provides latitudes and longitudes for
each temperature profile, we expand the database estimating the altitude above
sea level for each BTP measurement from the second version of the 2-minute
Gridded Global Relief Data (ETOPO2) of the National Oceanic and Atmospheric
Administration (National Geophysical Data Center, 2006). For this study, the
regression analysis of T0 temperatures considering latitude, longitude and alti-
tude yields robust results, with a R2 value of 0.865 and a p-Value� 0.05. The
distance from the measurements to the nodes is computed using the Vincenty’s
formula for an ellipsoid with different major and minor axes (Vincenty, 1975),
and therefore the altitude of both measurements and grid nodes are not consid-
ered in our distance calculations.
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Figure 2.2: Root-Mean Squared Errors of the GIDS interpolation using ground surface tem-
peratures at 1.0 m depth for the period 1300-1700 CE from the PMIP3/CMIP5 PM simulations
to obtain a maximum distance criterion to interpolate each BTP measurement. The black line
represents the multimodel mean (MMM).

We performed a pseudo-proxy experiment (e.g., Smerdon, 2012) to determine
a maximum appropriate distance from a grid node to a BTP measurement to
interpolate the T0 temperatures. That is, we use the long-term mean ground
surface temperatures for the period 1300-1700 CE from the five PMIP3/CMIP5
PM simulations as surrogate realities, and apply the interpolation methodology
employed to create the LoST database. Thereby, these CGCM simulations were
regridded to a 0.5◦×0.5◦ grid, considering grid cells containing BTP measure-
ments as reference for applying Eq. 2.4 to the remaining grid cells. Then, Root
Mean SquaredErrors (RMSEs) between the interpolated data and the remapped
simulations were computed (Figure 2.2). We set 650 km as the maximum dis-
tance criterion since this is the maximum distance at which the RMSE is lower
than 1.0 ◦C for the five simulations. This distance criterion, nevertheless, pro-
duces results for three grid cells in the Yucatan peninsula (Mexico), which we
consider unjustifiable as there are no BTP measurements in or near that part
of Mexico. Those grid cells are therefore masked out from our analysis.
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2.3.1 Error Propagation for LoST Database

The GIDS algorithm (Eq. 2.4) incorporates errors from the determination of the
latitudinal, longitudinal and altitudinal gradients as well as errors from the T0

estimates. Errors in T0 temperatures are specified by the linear regression anal-
ysis employed to determine the T0 values from each BTP measurement, while
the linear regression analysis of the geographical distribution of T0 tempera-
tures provides the latitudinal, longitudinal and altitudinal gradients and their
errors. Therefore, an estimate of the error in LoST temperatures at each grid
cell of the database can by computed just by applying basic error propagation
theory to Eq. 2.4, which results in:

∆V0 =
1��∑N

i=1 d−1
i

��
[

N∑
i=1

{(
∆V2

i + (|lat0 − lati | ∆Clat)
2 + (|lon0 − loni | ∆Clon)

2 +

(|z0 − zi | ∆Cz)
2
)1/2 ��d−2

i

�� }2
]1/2

,

(2.5)

where ∆V0 is the error of the predicted temperature at the target node, ∆Vi

represents the T0 error from the ith BTP measurement, ∆Clat, ∆Clon and ∆Cz

are the errors in the gradients from the regression analysis of the geographical
distribution of T0 data, lati, loni and zi represent latitude, longitude and altitude
of the ith measurement respectively, lat0, lon0 and z0 represent the latitude,
longitude and altitude of the target node respectively, di is the distance from the
ith measurement to the target node, andN are the number of BTPmeasurements
within a distance of 650 km to the target node. Errors in latitude, longitude and
altitude are considered negligible, as well as the error in the distance between
measurements and target nodes. Figure 2.3 shows the errors as 2σ values (i.e.,
2 × ∆V0) for each grid cell, with a spatial average of 0.2 ◦C.

Beyond the propagation of known errors, other sources of uncertainty are
possible but difficult to characterize given the limited temporal resolution of the
LoST database. The most probable additional source of error is the distance cri-
terion for the interpolation. This criterion was determined using a pseudo-proxy
experiment and five PMIP3/CMIP5 PM simulations, obtaining different results
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Figure 2.3: Errors (2σ values) of LoST temperatures estimated as described in Section 2.3.1.
The spatial average is 0.2 ◦C.
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for each model (Figure 2.2). However, we did not find any adequate method to
characterize such error in the LoST database, and further sources of error are
possible. Section 2.5 also discusses additional sources of uncertainty in LoST
temperatures, but data limitations prevent us to characterize the error caused
by those factors.

2.4 Results

The distribution of LoST temperatures at grid cells containing BTP measure-
ments reproduces the shape of the distribution of raw T0 temperatures (Figure
2.4a), indicating that the GIDS interpolation does not substantially modify the
shape of the original distribution of temperatures retrieved from BTP measure-
ments. However, the distribution of the entire LoST database resembles the
distribution of CRU temperatures, differing from the distribution of the raw
T0 temperatures. This change in the temperature distribution after the spatial
interpolation may be related to the inclusion of interpolated temperatures at
higher and lower latitudes than the raw T0 temperatures, as the majority of BTP
measurements cover 35◦ N to 60◦ N. Nonetheless, the latitudinal mean temper-
atures from the LoST database are consistent with T0 temperatures from BTP
measurements, either considering only grid cells with BTPmeasurements or the
entire LoST database (Figure 2.4b). The latitudinalmean temperatures from the
LoST database reach higher values than the CRU database at latitudes higher
than ∼50◦ N, while both datasets achieve similar mean temperatures at lower
latitudes (Figure 2.4b). Previous studies have found warmer ground tempera-
tures than air temperatures in meteorological observations over North America,
probably due to the insulating effect of snow cover during winter (e.g., Beltrami
et al., 2003; Smerdon et al., 2003). That is, warmer temperatures should be ex-
pected for the LoST database than for the CRU database in cold regions, as our
results confirm (Figure 2.4a and 2.4b). It should be noted, nevertheless, that the
CRU database covers a period with a marked global temperature increase (Hart-
mann et al., 2013). Therefore, estimates of long-term surface temperatures from
CRU data reflect this temperature increase, hindering the direct comparison of
these datasets. Despite this difference in the climatology, the long-term surface
temperature from the LoST dataset reproduces the expected spatial pattern
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Figure 2.4: Histogram (a) and latitudinal mean temperatures (b) from BTP measurements
(gray), LoST temperatures at grid cells containing BTP measurements (black), LoST tempera-
tures (red) andmean surface air temperature from the CRU database (blue). LoST temperatures
(∼1300-1700 CE) (c) in comparison with mean surface air temperature from CRU data (1901-
2015 CE) (d). White stars in (c) indicate the location of the 514 BTP measurements.



2.4. Results 43

Table 2.1: Model name, SAT0 estimates, GST0 estimates, SAT0 and GST0 differences with the
mean LoST temperatures, and references for each PMIP3/CMIP5 CGCM simulation. All results
in ◦C. Ground temperatures for MRI-CGCM3 piControl simulation could not be retrieved from
the PMIP3/CMIP5 data servers. Temperature average of the LoST database is 5.2 ◦C, with a
95% confidence interval between 5.0 ◦C and 5.4 ◦C.

Past Millennium
Model SAT0 GST0 SAT0-LoST GST0-LoST Reference
CCSM4 1.53 5.60 -3.65 0.37 Landrum et al. (2013)

MRI-CGCM3 1.38 4.84 -3.81 -0.31 Yukimoto et al. (2012)
MPI-ESM-P 1.63 2.75 -3.56 -2.91 Jungclaus et al. (2014)
GISS-E2-R 1.96 3.10 -3.23 -2.42 Schmidt et al. (2014)

BCC-CSM1.1 0.75 5.39 -4.44 0.22 Xiao-Ge et al. (2013)

Preindustrial Control
Model SAT0 GST0 SAT0-LoST GST0-LoST Reference
CCSM4 2.12 6.03 -3.07 0.80 Gent et al. (2011)

MRI-CGCM3 1.39 - -3.80 - Yukimoto et al. (2012)
MPI-ESM-P 2.00 3.10 -3.19 -2.56 Jungclaus et al. (2013)
GISS-E2-R 2.02 3.14 -3.16 -2.35 Miller et al. (2014)

BCC-CSM1.1 1.03 5.58 -4.15 0.42 Wu et al. (2013)

of temperatures for North America (Figures 2.4c and 2.4d), in agreement with
long-term surface temperatures estimated from BTP measurements and with
long-term surface temperatures from CRU data.

The LoST temperatures were also compared with long-term surface tem-
perature estimates from five Past Millennium (PM) and five piControl simula-
tions (Table 2.1) included in the PMIP3/CMIP5 archive to test the accuracy of
forced and control CGCM long-term surface temperatures. Long-term surface
temperatures from the PM simulations are estimated as the mean surface air
temperature for the period 1300-1700 CE (SAT0) and the mean ground surface
temperature linearly interpolated to 1.0 m depth for the same period (GST0), in
order to be consistent with the estimated temporal range for T0 temperatures
in Section 2.2.3. The PMIP3/CMIP5 simulations are interpolated onto the grid
of the LoST database; SAT0 and GST0 values are estimated only at grid cells
containing LoST temperatures. SAT0 and GST0 values are also estimated for
piControl simulations following the samemethod, but averaging over each entire
control simulation.
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Figure 2.5: SAT0 estimates from (a) PMIP3/CMIP5 PM simulations (1300-1700 CE) and (b)
PMIP3/CMIP5 piControl simulations together with LoST temperatures. White stars show the
location of the employed BTP measurements for the GIDS interpolation.
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Figure 2.6: GST0 estimates from (a) PMIP3/CMIP5 PM simulations (1300-1700 CE) and (b)
PMIP3/CMIP5 piControl simulations together with T0 temperatures. White stars shown the
location of the employed BTP measurements for the GIDS interpolation.
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Surface temperatures from PMIP3/CMIP5 PM and piControl simulations
show similar latitudinal patterns to those from the LoST database, with lower
temperatures at northern latitudes and higher temperatures at southern lati-
tudes (Figures 2.5 and 2.6). SAT0 estimates from the CCSM4, the MRI-CGCM3
and the BCC-CSM1.1 models show generally lower values than LoST tempera-
tures for both piControl and PM simulations, while GST0 estimates show higher
values than LoST temperatures at high latitudes for the same CGCM simula-
tions (Figures 2.7 and 2.8). Such results are in agreement with previous anal-
yses of air and ground temperature relationships within CGCM simulations
(González-Rouco et al., 2003; González-Rouco et al., 2006; Stieglitz et al., 2007;
Koven et al., 2013; García-García et al., 2016) and meteorological observations
overNorth America (e.g., Smerdon et al., 2003; Beltrami et al., 2003). In contrast,
MPI-ESM-P and GISS-E2-R simulations present lower SAT0 and GST0 values
than LoST temperatures, indicating lower long-term ground surface tempera-
tures than the rest of the models (Table 2.1 and Figures 2.7 and 2.8). The com-
parison of the mean LoST temperature over North America with the simulated
temperature evolution by each CGCM shows three different behaviors within
the PMIP3/CMIP5 ensemble. The CCSM4 and the BCC-CSM1.1 simulations
present lower mean air temperatures and higher mean ground temperatures
than the mean LoST temperature (Figure 2.9 and Table 2.1). The similar GST0

and mean ground surface temperatures for the CCSM4 and the BCC-CSM1.1
CGCMs in both PM and piControl simulations were expected since these models
use a similar land surface model component (Wu et al., 2014) and the ground
temperatures simulated byCMIP5models are highly dependent on the employed
land surface model component (Slater et al., 2013; García-García et al., 2019). In
contrast, the GISS-E2-R and the MPI-ESM-P models produce lower mean GST0

values than the mean LoST temperature and the rest of models, while simulat-
ing similar SAT0 values to those from the rest of the PMIP3/CMIP5 CGCMs.
Previous results have shown that the MPI-ESM-P PM simulation yields a high
air-ground temperature coupling (García-García et al., 2016), probably due to
the omission of latent heat of fusion in soil water (Koven et al., 2013). This
could cause the low ground surface temperature simulated by the MPI-ESM-
P model in both PM and piControl simulations in comparison with the mean
LoST temperature (Fig 2.9). A strong air-ground coupling may also cause the low



2.5. Discussion 47

ground surface temperature in the GISS-E2-R simulations, since the magnitude
of the difference between GST0 and SAT0 is similar to that from the MPI-ESM-P
simulations (Table 2.1). Finally, the MRI-CGCM3 PM simulation yields GST0

values below the LoST climatology, but only by 0.3 ◦C (0.1 ◦C if considering the
2σ range of the LoST climatology, Figure 2.3), which are relatively small in
comparison with the differences between the LoST climatology and the GST0

values from MPI-ESM-P and GISS-E2-R simulations (>2.0 ◦C, Table 2.1). Thus,
we can consider that three of the five PMIP3/CMIP5 CGCMs (the CCSM4, the
MRI-CGCM3 and the BCC-CSM1.1) simulate a surface temperature climatol-
ogy comparable to that from the LoST dataset, which is an unexpected result
as none of the PMIP3/CMIP5 CGCM simulations studied here were specifically
tuned to match this climatology.

2.5 Discussion

Our results demonstrate that LoST temperatures can be used as a reference for
assessing the represented climatology in both PM and piControl simulations.
The determination of T0 temperatures, nevertheless, presents some uncertain-
ties that should be discussed. The extrapolation of each quasi-equilibrium tem-
perature profile to the surface introduces a small error in the LoST estimates,
averaging less than 0.15 ◦C from the 514 BTPs evaluated here (see Section 2.3.1
for details about the error treatment in the LoST database). Rock heterogeneity
should also be considered for estimating T0 temperatures. We assume, neverthe-
less, homogenous thermal properties for all borehole profiles, which is another
source of uncertainty for LoST temperatures. The ideal approach consists of es-
timating the thermal resistance with depth (Eq. 2.1), but the absence of thermal
conductivity measurements for the employed BTPs (Jaume-Santero et al., 2016)
makes that approach impractical. Additionally, measurements of thermal con-
ductivity tend to be distributed around a central value (e.g., the measurements
at the Neil Well, Beltrami et al., 1995a). If the thermal conductivity varies sys-
tematically with depth at a certain location, such variation will be reflected in
the temperature profile as an unphysical signal. Such logs were removed from
the database employed in this analysis, as explained in Jaume-Santero et al.
(2016). Therefore, it is reasonable to assume a homogenous conductivity with
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Figure 2.7: Difference between SAT0 values from PMIP3/CMIP5 simulations and LoST tem-
peratures. (a) Results for PM simulations (1300-1700 CE). (b) Results piControl simulations.
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Figure 2.8: Difference between GST0 values from PMIP3/CMIP5 simulations and LoST tem-
peratures. (a) Results for PM simulations (1300-1700 CE). (b) Results for piControl simulations.
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Figure 2.9: Surface air temperature evolution (gray solid line), ground surface temperature
evolution (black solid line), SAT0 (gray horizontal line) and GST0 (black horizontal line) for (a)
PMIP3/CMIP5 PM and (b) PMIP3/CMIP5 piControl simulations. Solid red lines represent the
mean LoST temperature and the red shadow represents the 95% confidence interval (Section
2.3.1, Figure 2.3). Dashed blue lines represent estimated references for long-term surface air
temperatures from the LoST climatology and the simulated air-ground temperature offset in
(a) piControl and (b) PM simulations. Ground temperatures for the MRI-CGCM3 piControl
simulation could not be retrieved from the PMIP3/CMIP5 data servers.
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depth. Long-term alterations of the surface energy balance out of the 1300-1700
CE period may also affect the LoST estimates. Particularly, possible transient
temperatures in BTPs due to the Little Ice Age (LIA) and the Medieval Warm
Period (MWP) add a certain degree of uncertainty in the determination of T0

values. However, the spatial extent of both LIA and MWP was not homogeneous
over North America (e.g., Masson-Delmotte et al., 2013, and references therein),
meaning that not all BTPs were affected by the events (Beltrami et al., 1992;
Chouinard et al., 2007; Jaume-Santero et al., 2016). Additionally, the influence
of the LIA and the MWP should be part of any millennial-scale transient climate
simulation, and therefore the effect of such climate events is taken into account
in the comparison between LoST results and transient climate simulations. The
absence of these two periods in piControl simulations probably contributes to the
slightly poorer agreement between LoST temperatures and piControl temper-
atures in comparison with results for the PM simulation (Figure 2.9). Another
factor thatmay impact the retrieved quasi-equilibrium temperature profile is the
heterogeneity of North American topography (e.g., Kohl, 1999). To our knowl-
edge, all analyzed BTPs are located in plain terrain, and were not corrected
for elevation since the employed BTP database does not provide elevation data.
Therefore, we use the ETOPO2 database to assess if the altitude distribution of
BTPs is sufficient for representing the topography of the LoST domain. The al-
titude distribution over the LoST domain and at grid cells containing boreholes
sites are displayed in Figure 2.10. Both histograms present a similar shape
for altitudes up to ∼ 430 m, showing a lack of borehole locations at altitudes
between ∼430 m and ∼1013 m. The uneven latitudinal distribution of borehole
sites is probably causing this gap in the distribution of altitudes, as well as a
small excess of BTP locations at high altitudes. Despite these differences, both
distributions are generally in agreement, indicating a sufficient altitude distri-
bution from the borehole database to represent the North American broad-scale
topography.

There are, however, two main limitations for the application of the LoST
database at this stage of the study: the supplied variable and the regional char-
acter of the database. The LoST database consists of long-term estimates of
ground surface temperatures, while CGCM simulations are typically evaluated
against observations of Surface Air Temperature (SAT) (e.g., Mauritsen et al.,
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Figure 2.10: Altitude distribution over the LoST domain (black histogram) and at grid cells
containing BTPs (red histogram) from the ETOPO2 product.
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2012; Flato et al., 2013; Séférian et al., 2016; Schmidt et al., 2017). We can
provide a reference for simulated long-term SAT by accounting for the offset
between simulated air and ground temperatures and using the LoST temper-
atures. As an example, SAT references are estimated for the five PM and five
piControl simulations employed in this study (dashed blue line in Figure 2.9).
SAT references for PM simulations are estimated from the offset between air
and ground temperatures in piControl simulations, while SAT references for
piControl simulations are estimated from the offset between air and ground
temperatures in PM simulations. Such offsets show a constant behavior in both
simulations (Figure 2.11). CGCM simulations in disagreement with the esti-
mated SAT reference (the MPI-ESM-P and the GISS-E2-R simulations) may
feature a strong air-ground coupling, as discussed in Section 2.4. Therefore, al-
though the LoST database contains estimates of ground surface temperatures,
it may be also used to assess simulated long-term surface air temperatures on
a first order approach.

The regional character of the presented LoST database poses some caveats
for analyzing the global climatology of preindustrial simulations. Indeed, re-
sults of the simulated regional climatology cannot be globally extrapolated since
the magnitude of the potential spurious drifts in control simulations varies
markedly at regional scales and these regional drifts could be larger than the
global-averaged drift (Sen Gupta et al., 2012, 2013). Further work exploring
this concern could involve generating a global LoST database from the existing
global network of BTP measurements, helping to minimize the effect of possible
regional drifts on the simulated climatology. However, BTP measurements are
scarce in the Southern Hemisphere, a potential burden that needs to be con-
sidered before assembling a global version of this database. Additionally, the
temperature profiles employed in this study to estimate T0 temperatures were
truncated to 300 m of depth, which determines the temporal period of reference
for the comparison with PM simulations. Deeper BTP measurements can re-
trieve the climatology of earlier time periods, although the global BTP network
contains few temperature profiles deeper than 300 m (see Figure 1 in Beltrami
et al., 2015).

Despite the regional character of the LoST temperatures, the northern BTPs
contained in this database allow to evaluate the long-term stability of permafrost
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Figure 2.11: Trends of the difference between air and ground (1.0 m depth) temperatures from
PMIP3/CMIP5 simulations. (a) Results for PM simulations (1300-1700 CE). (b) Results for
piControl simulations.



2.6. Conclusions 55

over North America. That is, the northern temperatures in this database can
be compared with regional and global simulations as a reference to the prein-
dustrial permafrost stability. Furthermore, previous studies have found that
the CMIP5 CGCM simulations have difficulty representing permafrost evolu-
tion (Koven et al., 2013; Slater et al., 2013), partially due to the broad range of
simulated climate trajectories by each CGCM and the differences between the
employed land surface model components (Slater et al., 2013). Using LoST tem-
peratures to improve the surface temperature climatology of global and regional
simulations may enhance the simulated long-term preindustrial 0 ◦C isotherm,
which is necessary to correctly represent permafrost evolution.

Numerous proxy-data based reconstructions of temperature, precipitation
and other climate related variables exist for North America, providing a refer-
ence for the evaluation of important aspects of past and future climate model
simulations (e.g., PAGES 2k-PMIP3 Group, 2015; Cook et al., 2015). Proxy-data
temperature reconstructions have already been compared against borehole tem-
perature records of past variations in surface temperature over North America
(e.g., Jaume-Santero et al., 2016). It is worth noting that proxy systems are
indirect sources of climate information requiring a calibration procedure with
modern meteorological data, while borehole temperature data consist of direct
measurements of the thermal regime of the subsurface in the recent past. That
is, the LoST database contains information derived from direct measurements of
subsurface temperatures, constituting the first estimates of long-term absolute
surface temperatures in North America. Another important difference between
proxy and borehole reconstructions is that most proxy systems generally capture
high-frequency variations of climate conditions (Moberg et al., 2005), while bore-
hole temperature profiles record long-term changes in the surface conditions,
filtering out short-period signals. In this context, LoST temperatures provide
a complementary reference to the multiproxy database over North America for
evaluating the performance of climate model simulations.

2.6 Conclusions

A gridded database of past long-term surface temperatures over most of conti-
nental North America has been assembled from geothermal measurements. Our
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results show that this database can be used as a reference for evaluating the
accuracy of CGCM preindustrial control and past millennium simulations and
possibly to improve the reference climate state by adjusting key parameters or
preindustrial forcings in control experiments. Thereby, spread in BTP estimates
by CGCM simulations may be reduced given the relationship between control
temperature climatology and long-term powerful feedbacks such as ice-albedo
feedback, water vapor feedback, and permafrost carbon feedback. Future work
could involve generating a global version of the LoST database using the rest of
the global network of borehole temperature profile measurements and following
the described methodology, as well as generating new versions of this global
database including future temperature profile measurements.
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3
Long-TermGlobal GroundHeat
Flux andContinental Heat Stor-
age from Geothermal Data

Reference This chapter is based on a manuscript submitted to Climate of the
Past: Cuesta-Valero, F. J. et al. (2020). Long-Term Global Ground Heat Flux and
Continental Heat Storage from Geothermal Data. Climate of the Past Discus-
sions, 2020, 1–27. doi: 10.5194/cp-2020-65.

Abstract Energy exchanges among climate subsystems are of critical impor-
tance to determine the climate sensitivity of the Earth system to greenhouse
gases, to quantify the magnitude and evolution of the Earth’s radiative imbal-
ance, and to project the evolution of future climate. Thus, ascertaining the mag-
nitude and change of the energy distribution within climate subsystems has
become urgent in recent years. Here, we provide new global estimates of changes
in ground surface temperature, ground surface heat flux and continental heat
storage derived from geothermal data using an expanded database and new tech-
niques to assess uncertainties associated with borehole methodology. Results
reveal markedly higher changes in ground heat flux and heat storage within
the continental subsurface than previously reported, with land temperature
changes of 1 K and continental heat gains of around 12 ZJ during the last part
of the 20th century relative to preindustrial times. Half of the heat gain by the
continental subsurface since 1960 has occurred in the last twenty years. These
results reinforce the necessity of using deeper land surface model components
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to correctly reproduce the Earth heat inventory within global transient climate
simulations.

3.1 Introduction

Climate change is a consequence of the current radiative imbalance at the top of
the atmosphere, which delivers an excess amount of energy to the Earth system
in comparison with preindustrial conditions (Hansen et al., 2011; Stephens et
al., 2012; Lembo et al., 2019). Nonetheless, the radiative imbalance presents an
inter-hemispheric asymmetry, being larger in the southern hemisphere (Loeb
et al., 2016; Irving et al., 2019). This asymmetry causes greater heat uptake
by the ocean surface in the southern hemisphere in comparison to the north-
ern hemisphere. Hence, a cross-equatorial northward transport of heat emerges
to compensate this asymmetry (Lembo et al., 2019), in addition to the global
meridional heat transport caused by the different incident radiation levels at the
tropical and polar oceans (Trenberth et al., 2019). The hemispheric distribution
of heat uptake, heat storage and heat transport is expected to change under
different emission scenarios (Irving et al., 2019), meaning that characterizing
where the heat enters the system (uptake), where the heat is allocated (stor-
age), and where the heat is redistributed (transport) is of critical importance to
understand the evolution of climate change.

The vast majority of excess heat due to the Earth’s radiative imbalance is
stored in the ocean (84-93 %), followed by the cryosphere (4-7 %) and the con-
tinental subsurface (2-5 %), with the atmosphere showing the smallest heat
storage (1-4 %) (Levitus et al., 2005; Church et al., 2011). Therefore, extensive
resources are devoted to monitor and understand the evolution of the ocean heat
content, since it is also an indirect measure of the magnitude and variation
of the radiative imbalance at the top of the atmosphere (Palmer et al., 2011;
Palmer et al., 2014; Johnson et al., 2016; Riser et al., 2016; von Schuckmann
et al., 2016). The rest of the components of the climate system have relevant
roles in the EHI, despite their small contribution to storage (Levitus et al., 2005;
Church et al., 2011; Hansen et al., 2011; von Schuckmann et al., 2016). For in-
stance, energy-dependent processes include permafrost stability and associated
permafrost carbon feedback (MacDougall et al., 2012; Hicks Pries et al., 2017),
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changes in circulation patterns (Tomas et al., 2016; Screen et al., 2018) and sea
level rise (Jacob et al., 2012; Vaughan et al., 2013; Dutton et al., 2015). The ad-
ditional energy in the atmosphere, cryosphere and continental subsurface also
affects near-surface conditions, having important consequences for society. In-
creases in atmospheric heat content produce warmer surface air temperatures
and larger water content within the atmosphere that can impact crop yields, and
consequently global food security (Lloyd et al., 2011; Rosenzweig et al., 2014;
Phalkey et al., 2015; Campbell et al., 2016) as well as degrading human health
due to heat stress (Sherwood et al., 2010; Matthews et al., 2017; Watts et al.,
2019). Floods induced by extreme precipitation events, the frequency and inten-
sity of which are affected by the amount of water in the atmosphere, as well as
floods induced by sea level rise caused by the thermal expansion of the ocean and
melting of Greenland and Antarctica ice sheets, are likely to impact human set-
tlements (McGranahan et al., 2007; Kundzewicz et al., 2014). Furthermore, all
these alterations in surface environmental conditions may enhance the spread
of diseases (Levy et al., 2016; McPherson et al., 2017; Wu et al., 2016; Watts
et al., 2019), among other potential risks.

Long-term global estimates of heat storage within the continental subsur-
face (ground heat content, GHC) have been previously estimated from Borehole
Temperature Profile (BTP) measurements. Changes in the energy balance at
the land surface add or remove heat from the upper continental crust, chang-
ing the long-term subsurface equilibrium temperature profile (Beltrami, 2002b).
Such temperature changes propagate through the ground by conduction, and
are recorded in the subsurface as perturbations on the quasi-steady state ver-
tical temperature profile. Establishing a borehole climatology consists of es-
timating variations in ground surface temperature and heat flux from these
recorded alterations in the subsurface thermal regime. Ground Surface Tem-
perature Histories (GSTHs) and Ground Heat Flux Histories (GHFHs) have
been retrieved from BTP measurements both at regional and at hemispheric
scales for multi-century to multi-millennial time periods (Lane, 1923; Cermak,
1971; Beck, 1977; Vasseur et al., 1983; Lachenbruch et al., 1986; Huang et al.,
2000; Harris et al., 2001; Roy et al., 2002; Beltrami et al., 2004; Hartmann et
al., 2005; Beltrami et al., 2006; Hopcroft et al., 2007; Chouinard et al., 2009;
Davis et al., 2010; Barkaoui et al., 2013; Demezhko et al., 2015; Jaume-Santero
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et al., 2016; Pickler et al., 2016), constituting an useful reference for evaluating
climate simulations performed by atmosphere-ocean Coupled General Circula-
tion Models (CGCMs) beyond the observational period (González-Rouco et al.,
2009; Stevens et al., 2008; MacDougall et al., 2010; Cuesta-Valero et al., 2016;
García-García et al., 2016; Cuesta-Valero et al., 2019), as well as for evaluating
reconstructions derived from other paleoclimate data (Fernández-Donado et al.,
2013; Masson-Delmotte et al., 2013; Jaume-Santero et al., 2016; Beltrami et al.,
2017).

Previous global estimates of GHC, GHFHs and GSTHs were retrieved from
BTP measurements nearly two decades ago (Pollack et al., 1998; Huang et al.,
2000; Beltrami et al., 2002; Beltrami, 2002a; Pollack et al., 2004), including
a limited characterization of uncertainties. Since then, advances in borehole
methodology allow the assessment of uncertainty in borehole reconstructions
induced by a series of factors: the presence of advection and freezing phenomena,
the sampling rate and the depth range used in the determination of the quasi-
equilibrium profile, the depth of the profile, the different logging dates of the
profiles, the noise in the measured profile, the model resolution for obtaining
stable solutions, the spatial distribution of borehole measurements, and the
transient variations in the subsurface thermal regime due to the end of the last
glacial cycle (Bodri et al., 2005; Hartmann et al., 2005; Reiter, 2005; González-
Rouco et al., 2006; Mottaghy et al., 2006; González-Rouco et al., 2009; Rath et al.,
2012; Beltrami et al., 2015a,b; García-García et al., 2016; Jaume-Santero et al.,
2016; Beltrami et al., 2017; Melo-Aguilar et al., 2019). These advances together
with the availability of new BTP measurements necessitate an update of the
global long-term evolution of ground heat content from borehole data.

Here, we use an expanded borehole database to estimate global GSTHs,
GHFHs, and GHC within the continental subsurface for the last four centuries.
Surface temperature and heat flux histories are retrieved from each BTP using
a Singular Value Decomposition (SVD) algorithm, one of the standard borehole
methodologies employed in previous analyses (Beltrami et al., 2002; Beltrami,
2002a), as well as a new approach based on generating an ensemble of inver-
sions for each temperature profile to explore additional sources of uncertainty
unaddressed in previous global borehole reconstructions.
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3.2 Theory

3.2.1 Subsurface Temperature Profile

In borehole climatology, the continental subsurface is typically represented as
a semi-infinite homogenous half-space without internal sources of heat, where
energy exchanges at the land surface and heat flux from the Earth’s interior
are considered as the upper and bottom boundary conditions. I.e., the heat from
natural radioactive decay of uranium, thorium and potassium in the subsurface
is considered negligible at the depths used in this study (Bodri et al., 2007). The
local subsurface thermal regime is, therefore, the result of a balance between
the surface thermal state and the thermal conditions of the Earth’s interior. If
surface conditions remain stable at long time scales, the subsurface thermal
regime would be in a quasi-equilibrium since the flux from the Earth’s interior
is constant at geological time scales (million years). Thereby, the subsurface
temperature profile can be expressed as the superposition of the transient tem-
perature due to changes in the surface conditions (Tt) relative to the long-term
quasi-equilibrium state (Carslaw et al., 1959):

T (z) = T0 + q0R (z) + Tt (z) , (3.1)

where z is depth,T0 is the long-term surface temperature, q0 is the heat flux from
the Earth’s interior, and R (z) =

∫ z
0

dz′
λ(z′) is the thermal depth, which depends

on the thermal conductivity (λ) of the ground (Bullard et al., 1939). Since mea-
surements of thermal conductivity profiles are scarce and the measured profiles
typically display variations around a constant value with depth, the thermal
conductivity can be assumed to be constant and Equation 3.1 can be rewritten
as

T (z) = T0 + Γ · z + Tt (z) , (3.2)

with Γ = q0
λ the equilibrium subsurface thermal gradient. The term T0 + Γ · z in

Equation 3.2 describes the quasi-equilibrium temperature profile, and can be
determined from the deepest part of a BTP - that is, the least affected part of
the log by recent perturbations of the energy balance at the surface.

The propagation of temperature variations in a one-dimensional, homoge-
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nous, isotropic medium without internal sources of heat is governed by the heat
diffusion equation

∂T
∂t
= κ

∂2T
∂z2 , (3.3)

where T is temperature, t is time, κ is the thermal diffusivity of the medium
and z is the spatial dimension. An instantaneous change in surface temperature
(∆T0) is propagated through the ground as described in Equation 3.3, altering
the quasi-equilibrium temperature profile with time following Carslaw et al.
(1959)

T (z, t) = ∆T0 · erfc
(

z

2
√
κt

)
, (3.4)

where erfc is the complementary error function, and t is time since the surface
temperature change. A series of surface temperature perturbations will prop-
agate through the ground as the superposition of transient variations of the
long-term subsurface thermal regime:

Tt (z) =
N∑

i=1
∆Ti

[
erfc

(
z

2
√
κti

)
− erfc

(
z

2
√
κti−1

)]
, (3.5)

where ∆Ti are changes in surface temperature at i time step. Equation 3.5 is
also the solution of the forward problem: given an upper (surface) boundary con-
dition, this equation describes the perturbation of the subsurface temperature
profile in response to a temporal series of ground surface temperature changes
(Lesperance et al., 2010).

3.2.2 Subsurface Flux Profile

Since the conductive heat flux (q) in an isotropic medium is related to the tem-
perature gradient of the subsurface temperature profile by Fourier’s equation

q = −λ
∂T
∂z
, (3.6)
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the propagation of heat flux through a one-dimensional, homogenous medium
without internal sources of heat satisfies:

∂q
∂t
= κ

∂2q
∂z2 . (3.7)

That is, the propagation of both temperature and heat flux through the ground
is governed by the diffusion equation (Carslaw et al., 1959; Turcotte et al., 2002).
As in the case of temperature profiles, the heat flux profile can be expressed as

q (z) = q0 + qt (z) , (3.8)

where q0 is the equilibrium geothermal flux from the Earth’s interior. Therefore,
alterations in the subsurface equilibrium flux profile due to an instantaneous
perturbation of the long-term surface flux (∆q0) can be expressed as

q (z, t) = ∆q0 · erfc
(

z

2
√
κt

)
, (3.9)

where t is time since the perturbation. A series of perturbations of the surface
flux generates a superposition of transient variations of the long-term subsur-
face thermal gradient as

qt (z) =
N∑

i=1
∆qi

[
erfc

(
z

2
√
κti

)
− erfc

(
z

2
√
κti−1

)]
, (3.10)

mirroring the forward model for surface temperature variations described in
Equation 3.5 and representing the solution of the forward problem for variations
in surface heat flux (Beltrami, 2001; Beltrami et al., 2006).

3.2.3 Inversion Problem

The inversion problem consists of retrieving the past ground surface tempera-
ture histories that generated the observed temperature perturbation profiles, or
the ground heat flux histories that generated the heat flux anomaly profiles. A
system of equations can be derived by combining Equations 3.2 and 3.5 for the
temperature case, and Equations 3.8 and 3.10 for the heat flux case, with the
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solution of such systems yielding an estimate of the past long-term evolution
of surface temperature and surface heat flux, respectively (Vasseur et al., 1983;
Beltrami et al., 1992; Mareschal et al., 1992; Shen et al., 1992; Beltrami, 2001;
Hartmann et al., 2005). This system can be expressed for the temperature case
as: ©«

Tt (z1)
...

Tt (zi)
...

Tt
(
zNz

)
ª®®®®®®®¬
=

©«

M1,1 · · · M1, j · · · M1,Nt

...
. . .

...
. . .

...

Mi,1 · · · Mi, j · · · Mi,Nt

...
. . .

...
. . .

...

MNz,1 · · · MNz, j · · · MNz,Nt

ª®®®®®®®¬

©«

∆T1
...

∆Tj
...

∆TNt

ª®®®®®®®¬
(3.11)

wrere Tt (zi) are the temperature anomalies at the depth zi, and ∆Ti are the step
change in surface temperature to be determined, that is the proposed inversion
model. The elements Mi, j are defined from the forward model (Equation 3.5)

Mi, j = erfc
(

zi

2√κt j

)
− erfc

(
zi

2√κt j−1

)
. (3.12)

Note that a similar system can be written in terms of heat flux using Equation
3.10. The rank of the system is given by the number of time steps in the proposed
inversion model (Nt), and is generally smaller than the number ofmeasurements
in the profile (Nz). That is, there are more equations than parameters in the
system, thus both the temperature and heat flux systems are overdetermined,
and do not have an unique solution. Therefore, these systems are solved using a
Singular Value Decomposition algorithm (Lanczos, 1961) as the one described
in Mareschal et al. (1992) and Clauser et al. (1995).

The system in Equation 3.11 can be expressed as a matrix equation of the
form:

Tobs = MTmodel, (3.13)

where Tobs is the data vector (anomaly temperature profile of heat flux profile),M
is thematrix containing the coefficients given byEquation 3.12 (or the equivalent
expression for the case of heat flux), and Tmodel is a vector containing the step
change model to be determined. The SVD algorithm decomposes the matrix of
coefficients as

M = USVT, (3.14)
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with U and V orthonormal matrices of dimension Nz ×Nz and Nt ×Nt, respec-
tively, and S a rectangular matrix (Nz ×Nt) containing the eigenvalues αj in the
diagonal. Therefore, the general solution can be expressed as:

Tmodel = M−1Tobs = VS−1UTTobs. (3.15)

However, the solution of Equation 3.15 is dominated by noise from small eigen-
values, as the only non-zero elements of S−1 are the inverse of the eigenvalues
in the diagonal of the matrix (Mareschal et al., 1992). Accordingly, small eigen-
values need to be removed from S−1 (i.e., are replaced by zeros) for stabilizing
the solution, but at the cost of losing temporal resolution in the model.

3.3 Analysis

3.3.1 Borehole Data

BTPswere collected from four databases. TheNationalOceanic andAtmospheric
Administration (NOAA) server (NOAA, 2019) contains global data; the database
presented in Jaume-Santero et al. (2016) includes data for North America; logs
from Tasmania were retrieved from Suman et al. (2017); and measurements
from Chile were obtained from Pickler et al. (2018). Profiles from all databases
were screened to avoid repetitions, resulting in 1266 independent logs in total.

Nonetheless, not all these BTPs are employed in the analysis. A process for
selecting suitable logs is applied, based on trimming the maximum depth of
the available BTPs and requiring a certain number of measurements at critical
depth ranges. Thereby, all BTPs used here must include at least one temper-
ature measurement between 15 m and 100 m, and between 250 m and 310 m.
Profiles containing less than three measurements between 200 m and 300 m
were discarded since it was impossible to perform a linear regression analysis to
determine the quasi-equilibrium profile (see Section 3.3.3 below). All remaining
logs were truncated from 15 m to 300 m depth, resulting in 1079 logs selected
for this analysis. Thereby, we ensure that the profiles include information from
the logging year to several centuries back in time and cover the same time span,
since the relationship between time (t) required for a change in the surface en-
ergy balance to reach a certain depth (z) can be approximated as (Carslaw et al.,
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1959; Pickler et al., 2016; Cuesta-Valero et al., 2019):

t ≈
z2

4κ
, (3.16)

This depth filtering constitutes the main methodological difference in compar-
ison with previous borehole studies (including Beltrami et al., 2002; Beltrami,
2002a), since those assessments analyzed all available logs independently of
their depth range, thus mixing temporal references. However, recent works have
shown that using subsurface profiles with different depths affects the estimated
GSTHs (González-Rouco et al., 2009; Beltrami et al., 2015b; Melo-Aguilar et al.,
2019). This issue is avoided here by the selection criteria applied to the assem-
bled BTP database. Additionally, BTPs were measured at different dates, but
the logging year of the profiles had been taken intro account only in a small
number of works (e.g., González-Rouco et al., 2009; Jaume-Santero et al., 2016;
Melo-Aguilar et al., 2019). We aggregate the retrieved GSTHs and GHFHs from
BTPs considering the logging date of each borehole profile (Figure 3.1), thus the
number of borehole inversions available for analysis varies with time.

3.3.2 Surface Air Temperature Data

Meteorological measurements of surface air temperature from the Climate Re-
search Unit (CRU) at East Anglia university are also used in this study to com-
pare with borehole estimates. Mean global surface air temperature anomalies
relative to 1961-1990 Common Era (CE) from the CRU TS 4.01 product (Har-
ris et al., 2014) are employed to compare with GSTHs retrieved from borehole
profiles. Results for the entire CRU spatial and temporal domains are provided
from 1901 CE to 2016 CE, as well as results considering only locations and dates
containing borehole inversions.

3.3.3 Inversion of Borehole Temperature Profiles

Standard Inversions

We invert the BTPs filtered as described in Section 3.3.1 (Figure 3.1) to obtain
GSTHs while estimating the uncertainty from the determination of the equilib-
rium profile, as a reference to compare with the uncertainty estimates of recent
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Logging Year

1960 1964 1968 1972 1976 1980 1984 1988 1992 1996 2000 2004 2008 2012

Figure 3.1: Logging years of the 1079 boreholes considered in the analysis.
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works using the same SVD algorithm (Beltrami et al., 2015a; Jaume-Santero
et al., 2016; Pickler et al., 2016, 2018). In this case, all logs are inverted using
a model based on a thermal conductivity of 3 W m−1 K−1, a volumetric heat ca-
pacity of 3 × 106 J m−3 K−1, and thus a thermal diffusion of 1 × 10−6 m2 s−1. The
same SVD algorithm used in Beltrami (2002a) and Beltrami et al. (2002) is
applied to generate the GSTHs for three step change models, since there is no
preferential inversion model. All BTPs are inverted using models based on step
changes of 25, 40 and 50 years to reconstruct the surface signal for 400 years
preceding the logging date of the profile (i.e., inversion models of 16, 10 and 8
time steps, respectively), with all inversions including the four highest eigen-
values. We regard this as the Standard inversion approach and will serve as a
reference to the new methods described below.

The equilibrium temperature profile is estimated in order to obtain the
anomaly profile that is inverted by the SVD algorithm. The equilibrium pro-
file is estimated from the deepest part of each truncated BTP, since that is the
zone least affected by the recent climate change signal (grey zone in Figure 3.2a).
A linear regression analysis of the lowermost 100 m of each profile (from 200 m
to 300 m depth in our analysis, straight lines in Figure 3.2a) is performed to esti-
mate the values determining the quasi-equilibrium temperature profile; that is,
the long-term surface temperature (T0) and the equilibrium geothermal gradient
(Γ). We use the last hundred meters rather than a broader depth range as a com-
promise between the need to characterize noise and retrieve as much climatic
information as possible from each log (Beltrami et al., 2015a). The anomaly pro-
file is then retrieved by subtracting the quasi-equilibrium temperature profile
from the measured log (black dots in Figure 3.2b). Additionally, the uncertain-
ties in the slope (Γ) and intercept (T0) values allow two extremal temperature
anomaly profiles to be obtained representing the 95 % confidence interval (two
standard deviations) of the anomaly profile (red and blue dots in Figure 3.2b).
The inversion of these additional anomaly profiles provides the 95 % confidence
interval of the retrieved GSTHs from each borehole. We do not invert the heat
flux profiles using this approach, but provide surface flux estimates from the
retrieved surface temperature histories to compare with Beltrami (2002a) and
Beltrami et al. (2002) (see Section 3.3.4 for details).
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Figure 3.2: Borehole temperature profile measurements at Fox Mine (CA_9519), Manitoba
(Canada) as an example to explain the inversion approaches in this study. (a) Observed original
profile (black dots) as well as the estimated subsurface quasi-equilibrium temperature profile
(black line) and the two extremal temperature profiles (red and blue lines) displaying the 95 %
uncertainty in determining the quasi-equilibrium profile. All three equilibrium profiles were
estimated from the linear regression analysis of the deepest part of the measured profile (from
200 m to 300 m, grey zone). (b) Anomaly profiles estimated by subtracting the three equilibrium
profiles to the original temperature profile. (c) As in (b), but including the 243 synthetic profiles
generated from the corresponding ground surface temperature histories constituting the PPI
ensemble of this borehole (red, blue and black shades). (d) Final ensemble of ground surface
temperature histories estimated from the 5th, 50th and 95th weighted percentiles for this bore-
hole. Each history is weighted depending on its performance against the corresponding anomaly
profile (panel c).
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Perturbed Parameter Inversions

Although the inversion approach used in previous studies was successful in
retrieving the past long-term evolution of ground surface temperatures and
ground heat fluxes at BTP locations, several sources of uncertainty remained
unaddressed. Here, we use a new approach based on generating an ensemble of
inversions using the SVD algorithm described in Mareschal et al. (1992) for each
borehole profile to account for as many sources of uncertainty as possible. The
ensemble contains inversions retrieved by considering a range of values for the
thermal properties, different number of eigenvalues in the SVD algorithm, as
well as the inversions of the two additional anomaly profiles generated from the
estimate of the quasi-equilibrium temperature profile. Thereby, three sources of
uncertainty are considered in the analysis, expanding the methodology of previ-
ous studies based on BTP inversions performed with the same SVD algorithm
(Beltrami et al., 2015a; Jaume-Santero et al., 2016; Pickler et al., 2016, 2018).
Additionally, all BTPs are inverted using the three different inversion models
used in the Standard approach. We name this new approach Perturbed Param-
eter Inversion (PPI) due to the similarities with the generation of perturbed
parameter ensembles in climate modeling (e.g., Collins et al., 2011).

The PPI approach considers the three anomaly profiles estimated from the
uncertainty in determining the subsurface equilibrium profile as in the Stan-
dard approach (e.g., Jaume-Santero et al., 2016, red and blue lines in Figure
3.2). Each of these anomaly profiles is inverted using different values of ther-
mal conductivity (λ) and volumetric heat capacity (ρC). The values of thermal
conductivity considered in this analysis are 2.5, 3 and 3.5 W m−1 K−1, while the
values for volumetric heat capacity are 2.5, 3 and 3.5 × 106 J m−3 K−1. That is,
the typical values of 3 W m−1 K−1 and 3 × 106 J m−3 K−1 for the conductivity and
heat capacity, respectively, as well as two extremal cases to account for plausible
variations of thermal properties. The combination of each pair of conductivities
and heat capacities yields a series of 9 values for thermal diffusivity ranging
between 0.7 and 1.4 × 10−6 m2 s−1. Additionally, estimates obtained for the three
inversion models use different numbers of eigenvalues to retrieve the surface
signal, integrating the sensitivity of the SVD algorithm to small eigenvalues
and to the length of each time step into the inversion (Hartmann et al., 2005;
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Melo-Aguilar et al., 2019). Thus, inversions based on the 25 yr step changemodel
use the highest 3, 4 and 5 eigenvalues, inversions based on the 40 yr step change
model use the highest 2, 3 and 4 eigenvalues, and inversions based on the 50 yr
step change model use the highest 2, 3 and 4 eigenvalues.

Therefore, the PPI ensemble generated from each original borehole temper-
ature profile consists of 243 different GSTH inversions (see the case for GHFHs
below). All these inversions are then propagated using a purely conductive for-
ward model in order to obtain synthetic BTPs as described in Equation 3.5,
which are compared with the original anomaly profiles (Figure 3.2c). This al-
lows for an evaluation of the performance of the different parameter variants in
the inversion and to attribute relative weights to them. Root Mean Squared Er-
rors (RMSEs) between the anomaly profiles and the synthetic profiles generated
from the inversions are computed to assign a weight to each inversion following
a gaussian function as in Knutti et al. (2017):

wi = exp

{
−RMSE2

i

σ2

}
, (3.17)

where wi is the weight associated to the ith inversion, and σ is a parameter
determining which RMSEs are deemed large and which are deemed small. We
select the typical error in BTP measurements (σ = 50 mK) as criterion to assess
how each inversion should be weighted, that is, to evaluate which RSMEs are
large and which are small.

Thus, each inversion is classified according to the realism of its associated
synthetic anomaly profile. Nevertheless, unrealistic solutions may arise as re-
sult of the broad range of parameters and inversion models considered even after
weighting each inversion. Hence, we introduce here a new additional criterion to
asses all the 243 inversions per BTP based on the variability of surface air tem-
perature measurements as a guide. A temperature change in an inverted GSTH
is considered unrealistic if it is larger than the maximum change obtained from
the histogram of temperature variations between consecutive time steps from
the CRU data. This histogram is created by aggregating temperature changes
between consecutive time steps after averaging the original temperature series
at each grid cell in temporal windows of 25 years (i.e, running means of 25 years,
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Figure 3.3: Histograms of temperature and heat flux variations between consecutive time steps
from CRU temperature anomalies relative to 1961-1990 CE. The high-frequency temperature
variations were filtered out by averaging the original temperature series in temporal windows of
25 years. The heat flux series were generated by applying Equation 3.19 to CRU temperatures,
thus the high-frequency variability is not included in the flux histogram.

Figure 3.3). The averaging of the original temperature series is necessary to
remove high-frequency variability that is not present in GSTHs from BTP inver-
sions. That is, a GSTH is deemed as unrealistic and removed from the analysis
if the temperature change between at least one pair of consecutive time steps
is larger than 2.57 K for the three inversion models. The 5th, 50th, and 95th
weighted percentiles are eventually estimated from the ensemble of remaining
inversions (Figure 3.2d) for each borehole profile. The ensemble containing the
weighted percentiles from GSTHs from all BTPs is called the PPIT ensemble
hereinafter.

The same approach is applied to the corresponding heat flux profiles to re-
trieve ground heat flux histories from borehole data. The heat flux profiles are
generated from the three estimated temperature anomaly profiles for each mea-
sured log using Fourier’s equation (Equation 3.6) as

qi = −λ
Ti+1 − Ti
zi+1 − zi

. (3.18)
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Those profiles are then inverted using the PPI approach described above. The
thermal conductivity for estimating the heat flux profile is set to match the val-
ues used for each perturbed parameter inversion. Thereby, we obtain 243 heat
flux histories for each original log, which are compared to the corresponding
flux anomaly profile (using Equation 3.10) and weighted as in the case of tem-
perature histories. Changes in GHFHs are compared to the histogram created
by aggregating heat flux changes estimated from the CRU temperature data
and Equation 3.19 in order to discard unrealistic heat flux histories. As in the
case of temperature changes, heat flux changes between consecutive time steps
are aggregated after averaging the original heat flux series from each grid cell
over temporal windows of 25 years (Figure 3.3). Surface heat flux histories are
deemed unrealistic if the difference between at least one pair of consecutive time
steps is larger than 0.51 W m−2 for the three inversion models. The ensemble
containing the 5th, 50th and 95th weighted percentiles from GHFHs from all
BTPs is called the PPIF ensemble hereinafter.

Inversions of temperature profiles and from heat flux profiles using the PPI
and Standard approaches need to include the same number of BTPs to obtain the
same geographical representation of surface temperature and heat flux changes.
This requirement reduces the number of borehole considered in the analysis
to 1060, 1072 and 1074 for the 25 yr, 40 yr and 50 yr inversion models, respec-
tively, since not all BTPs provide GSTHs and GHFHs complying with all criteria
explained in this section.

3.3.4 Flux Estimates from Surface Temperatures

The relationship between surface flux (q) and a temporal series of surface tem-
peratures can be expressed as (Wang et al., 1999; Beltrami, 2001)

qtN =
2λ
√
πκ∆t

N−1∑
i=1

{
(Ti − Ti+1)

(√
N − i −

√
N − i − 1

)}
, (3.19)

where ∆t is the length of the time steps and Ti is surface temperature at the ith
time step. We estimate ground heat flux histories at the surface from GSTHs re-
trieved from both the Standard and PPI approaches. Thermal properties for esti-
mating heat fluxes from GSTHs obtained with the Standard inversion approach
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are set to λ = 3 W m−1 K−1 and κ = 1 × 10−6 m2 s−1, while thermal properties for
estimating heat fluxes from GSTHs included in the PPIT ensemble are set as
those associated with the corresponding individual GSTH. Heat flux estimates
are also provided using Equation 3.19 and CRU temperature data in order to
create the histogram of heat flux changes displayed in Figure 3.3, considering
the same thermal properties as in heat flux estimates from GSTHs retrieved by
the Standard approach.

3.4 Results

Ground surface temperature histories estimated using a 25 yr inversion model
together with the Standard approach and the new PPIT ensemble show temper-
ature increases that are particularly large during the second half of the 20th

century in comparison with preindustrial conditions (Figure 3.4a). This is in
agreement with meteorological observations of surface air temperatures (red
and orange lines in the mentioned figure), as well as with previous studies using
both borehole temperature profiles and proxy data (Pollack et al., 1998; Huang
et al., 2000; Beltrami, 2002a; Pollack et al., 2004; Fernández-Donado et al., 2013;
Masson-Delmotte et al., 2013). Both approaches used to retrieve GSTHs from
temperature profiles display a remarkable agreement during the whole period,
as well as similar temperature changes to those shown by CRU surface temper-
atures for the observational period. Global mean temperature changes between
1950-1975 CE and 1975-2000 CE reach 0.3 K for the PPIT ensemble and 0.4 K
for the Standard approach (Table 3.1), with mean temperature changes from
CRU data yielding approximately 0.4 K using both the entire dataset and lo-
cations and dates containing BTP inversions. GSTHs present slightly higher
temperature changes since preindustrial times than previously reported, with
results ranging from 1.0 ± 0.3 K to 1.2 ± 0.2 K for the last part of the 20th cen-
tury from the three inversion models (Tables 3.1, 3.2 and 3.3) in comparison to
the ∼0.9 K reported in previous works (Huang et al., 2000; Harris et al., 2001;
Beltrami, 2002a; Pollack et al., 2004).

As in the case of surface temperature histories, the three approaches provid-
ing ground heat flux histories from BTP measurements are in good agreement
during the entire period, although with higher uncertainties than for temper-
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Figure 3.4: Global ground surface temperature histories (a) and global ground heat flux histo-
ries at the surface (b) from borehole temperature profiles using the Standard approach (black),
the new PPI approach (PPIT, blue) and the new PPI approach applied to the corresponding heat
flux profiles (PPIF, light blue). All inversions were performed using a 25 yr inversion model. (c)
Percentage of total borehole inversions with time. Surface air temperature anomalies relative
to 1961-1990 CE from CRU data are also displayed, including results from the entire database
(red) and results from locations and dates containing borehole inversions (orange). The CRU
series have been adjusted to have the same mean than the results from the Standard approach
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atures (Figure 3.4b and Table 3.1). Global results from Beltrami et al. (2002)
are also displayed in Figure 3.4b (purple line), achieving similar values in com-
parison with GHFHs derived by the Standard, PPIT and PPIF approaches ex-
cept for the second half of the 20th century. Global heat flux change achieves
70 ± 20 mW m−2, 60 ± 50 mW m−2 and 60 ± 40 mW m−2 for the Standard, PPIT
and PPIF ensembles, respectively (Table 3.1), in contrast to the 39 ± 4 mW m2

presented in Beltrami et al. (2002) and the ∼33 mW m−2 from Beltrami (2002a).
The large number of recently acquired profiles included in our analysis may
explain the larger flux estimates in comparison with previous works, since BTP
measurements recorded before the 1980s did not capture the large disturbances
in the surface energy budget from recent decades (Stevens et al., 2008). Global
changes in GHC were estimated from the Standard, PPIT and PPIF heat flux
histories by scaling these fluxes to the continental areas except Antarctica and
Greenland, where there are no BTP measurements. GHC changes of 15 ± 5 ZJ,
10 ± 10 ZJ and 13 ± 8 ZJ (1 ZJ = 1021 J) are obtained for the period 1950-2000
CE using the Standard, PPIT and PPIF approaches, respectively, in comparison
with the 9 ± 1 ZJ in Beltrami et al. (2002) and the 7 ZJ in Beltrami (2002a). As
expected, these estimates of continental heat storage are larger than previously
reported since the heat flux histories also present higher values. The small un-
certainty for heat flux histories, and therefore for estimates of continental heat
storage, shown by the Standard and PPIT ensembles at the beginning of the
period (Figure 3.4) is artificially imposed by Equation 3.19, since the heat flux
estimate for the first temporal step is set to zero by default. Therefore, the PPIF
ensemble provides a more realistic estimate of the uncertainty in the global
GHFHs and GHC estimates for the first half of the period, with larger uncer-
tainties for the three approaches in the second half of the period.

Although the borehole database used here contains BTP measurements
recorded after 2000 CE, results are shown until the end of the 20th century,
since the number of available logs decreases sharply afterwards and the remain-
ing profiles are located mainly at high latitudes in North America and Australia
(Figure 3.1). We use the trend for the period 1970-2000 CE to extrapolate the
heat flux histories until 2018 CE, providing an estimate of the accumulated
heat content in the continental subsurface from 1960 CE to the present (Fig-
ure 3.5). The global mean change of heat flux for the entire period is approxi-
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mately 90 mW m−2 considering all inversion approaches, while the global heat
flux change since 2000 CE is ∼ 120 mW m−2. Thus, the accumulated heat within
the global continental subsurface obtained from these flux estimates reachs
20 ZJ for the entire period and ∼9 ZJ for 2000-2018 CE. That is, if the global
heat flux increase during the first decades of the 21st century resembled the
trend of the period 1970-2000 CE, half of the total increase in energy storage
within the continental subsurface in the last fifty-eight years would have oc-
curred during the last two decades, a remarkably similar result in comparison
with the accelerated ocean heat uptake in the last decades (Gleckler et al., 2016;
Cheng et al., 2017, 2019).

3.5 Discussion

Ground surface temperature and ground heat flux histories retrieved by the
three inversion models used here achieve similar evolutions since preindustrial
times, and yield similar estimates of ground heat content for all continental ar-
eas excluding Antarctica and Greenland (Figures 3.4, 3.6 and 3.7, and Tables 3.1,
3.2 and 3.3). Nonetheless, the surface temperature, heat flux and heat storage re-
sults are larger than previous global estimates of GSTHs,GHFHs andGHC from
borehole data (Pollack et al., 1998; Huang et al., 2000; Beltrami, 2002a; Beltrami
et al., 2002; Pollack et al., 2004). The main reason for the higher values reported
here is the inclusion of additional temperature profiles measured at more re-
cent dates than those employed in prior literature, since logs acquired after the
1980s and 1990s recorded larger changes in the subsurface thermal regime due
to larger variations in the surface energy balance (Stevens et al., 2008). That
is, more than 250 high-quality logs have been measured or made available for
the community since the early 2000s, including profiles from sparsely observed
areas in the southern hemisphere. Additionally, there have been improvements
in the aggregation and treatment of borehole profiles contributing to the differ-
ences between our estimates and previous works (Beltrami et al., 2015b). We
have truncated all logs to the same depth before performing the analysis in
contrast to previous studies, which used profiles including a range of bottom
depths, therefore including GSTH and GHFH estimates with different periods
of reference.
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Figure 3.5: Global ground heat flux histories (a) and ground heat content accumulated since
1960 CE (b) from borehole temperature profiles using the Standard approach (black), the new
PPI approach (PPIT, blue) and the new PPI approach applied to the corresponding heat flux
profiles (PPIF, light blue). All inversions were performed using a 25 yr inversion model. Data
since 2001 CE to 2018 CE are extrapolated using the trend for the period 1971-2000 CE.
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Figure 3.6: Global ground surface temperature histories (a) and global ground heat
flux histories at the surface (b) from borehole temperature profiles using the Standard
approach (black), the new PPI approach (PPIT, blue) and the new PPI approach applied
to the corresponding heat flux profiles (PPIF, light blue). All inversions were performed
using a 40 yr step change model. (c) Percentage of total borehole inversions with time.
Surface air temperature anomalies relative to 1961-1990 CE from CRU data are also
displayed, including results from the entire database (red) and results from locations
and dates containing borehole inversions (orange). The CRU series have been adjusted
to have the same mean than the results from the Standard approach for the period
1950-1970 CE.
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Figure 3.7: Global ground surface temperature histories (a) and global ground heat
flux histories at the surface (b) from borehole temperature profiles using the Standard
approach (black), the new PPI approach (PPIT, blue) and the new PPI approach applied
to the corresponding heat flux profiles (PPIF, light blue). All inversions were performed
using a 50 yr step change model. (c) Percentage of total borehole inversions with time.
Surface air temperature anomalies relative to 1961-1990 CE from CRU data are also
displayed, including results from the entire database (red) and results from locations
and dates containing borehole inversions (orange). The CRU series have been adjusted
to have the same mean than the results from the Standard approach for the period
1950-1970 CE.
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The larger differences in uncertainties in heat flux estimates from the PPIT
ensemble in comparison with those from the PPIF ensemble are caused by the
criterion to discard unrealistic inversions in the PPI approach (Figures 3.4b,
3.6b and 3.7b). That is, the heat flux estimates for the PPIT ensemble were
not filtered out using the flux criterion (0.51 W m−2) of the PPI approach but
the temperature criterion (2.57 K). Applying these different criteria is necessary
since heat flux estimates from the PPIT ensemble result from applying Equation
3.19 to the previously retrieved surface temperature histories, while the heat
flux histories considered in the PPIF ensemble result from direct inversions of
heat flux profiles, as explained in Section 3.3.3.

Borehole temperature profiles present a unique ability to integrate multi-
centennial changes in the surface energy balance (Beltrami,2002b),whichmakes
borehole inversions an important source of information about preindustrial con-
ditions. The depth range considered here (from 15 m to 300 m) allows the re-
trieval of information from ∼700 years before the logging date, i.e., several cen-
turies before industrialization. Thus, all surface temperature histories displayed
in Figures 3.4a, 3.6a and 3.7a are relative to approximately 1300-1700 CE, as
the subsurface quasi-equilibrium profile is estimated here from the 200-300 m
depth range for all profiles (Cuesta-Valero et al., 2019). The ground surface
temperature increases relative to preindustrial conditions from the three PPIT
ensembles analyzed here are ∼1.0 K for the last part of the 20th century (Tables
3.1, 3.2 and 3.3). This is not, however, an estimate of the global temperature
change, since land temperature changes at a higher pace than the temperature
at the surface of the ocean due to their different thermal properties. The ratio
between land temperature change and ocean temperature change is estimated
in Harrison et al. (2015) based on an ensemble of long-term CGCM simula-
tions performed under different external forcings, resulting in land temperature
changes ∼2.36 times larger than ocean temperature changes. Thus, the corre-
sponding ocean temperature change to the land temperature change retrieved
from borehole temperature profiles can be approximated as ∼0.4 K, which yields
an approximate global surface temperature change of ∼0.7 K since preindustrial
times (1300-1700 CE). Such a temperature change is in good agreement with the
estimates of 0.55-0.8 K discussed in Hawkins et al. (2017) using observations,
CGCM simulations and proxy databases, even for a preindustrial period much
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further in the past in comparison with the periods analyzed in Schurer et al.
(2017).

These new estimates of continental heat storage and ground heat flux from
BTP inversions have implications for the assessment of the EHI and for the
comparison with CGCM simulations. Although the ocean is still the largest com-
ponent of the EHI, the contribution of the continental subsurface is higher than
previously reported, reinforcing the necessity of monitoring and accounting for
non-ocean components. Furthermore, previous assessments have shown that
CGCM simulations are unable to represent changes in continental heat stor-
age due to their shallow land surface model components (Stevens et al., 2007;
MacDougall et al., 2008; Cuesta-Valero et al., 2016). The new GHC estimates
emphasize the demand for deeper subsurfaces in CGCMs in order to generate
global transient simulations capable of correctly reproducing the Earth heat
inventory.

The distribution of BTP measurements used in this analysis is specially
scarce in zones of Africa, South America and the Middle East, which may raise
doubts about the global representativity of the assembled borehole dataset. Pre-
vious works have assessed the spatial distribution of BTP measurements using
transient climate simulations performed by CGCMs at millennial time scales
(González-Rouco et al., 2006; González-Rouco et al., 2009; García-García et al.,
2016; Melo-Aguilar et al., 2019), and borehole databases aggregated using dif-
ferent techniques (Beltrami et al., 2004; Pollack et al., 2004), with all studies
concluding that the effects of limited regional sampling on estimates of global
changes should be minor. Additionally, surface air temperatures from CRU data
present markedly similar values considering both the full domain, and loca-
tions and dates containing BTP inversions (see red and orange lines in Figure
3.4), supporting the claim that borehole temporal and spatial distributions are
representative of global conditions. Nevertheless, repeating measurements at
borehole sites previously logged as well as obtaining new records at zones with re-
duced density of BTP data would improve the global estimates of ground surface
temperature and ground heat flux histories from borehole temperature profiles.
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3.6 Conclusions

The magnitude of the retrieved changes in ground surface temperature in this
analysis supports the claim that the Earth’s surface has warmed by ∼0.7 K
since preindustrial times. The new estimates also reveal that the continental
subsurface has stored more energy during the last part of the 20th century than
previously reported, reaching around 12 ZJ. This demonstrates the need for
including deeper land surfacemodel components in CGCM transient simulations
in order to correctly reproduce the land component of the Earth heat inventory,
as well as potentially powerful carbon feedbacks related to energy-dependent
processes of the continental subsurface, such as the stability of the soil carbon
pool and permafrost evolution.
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4
Assessment of the Earth’s Heat
Inventory Within CMIP5 CGCM
Simulations

Reference This chapter is based on the manuscript Cuesta-Valero F.J., García-
García A., Beltrmi H. and Finnis J. (2020). Assessment of the Earth’s Heat
Inventory Within CMIP5 CGCM Simulations. In preparation.

Abstract The energy imbalance at the top of the atmosphere over the last
century has caused an accumulation of heat within the ocean, the continental
subsurface, the atmosphere and the cryosphere. Although ∼90 % of the energy
gained by the climate system has been stored in the ocean, the other compo-
nents of the climate system cannot be neglected due to their influence on asso-
ciated climate feedback processes dependent on heat storage, such as sea level
rise and permafrost stability. However, there has not yet been a comprehen-
sive assessment of the heat inventory within global climate simulations. Here,
we explore the ability of thirty atmosphere-ocean Coupled General Circulation
Models (CGCMs) from the fifth phase of the Coupled Model Intercomparison
Project (CMIP5) to simulate the distribution of heat within the Earth’s energy
reservoirs in their Historical simulations. The CMIP5 CGCMs present net heat
gains in all subsystems during the last three decades of the 20th century, with
ensemble averages overestimating the ocean heat content and underestimating
the heat content in the cryosphere and the continental subsurface in comparison
with observations. The CMIP5 ensemble presents a large inter-model spread for
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all energy reservoirs, which is reduced in the simulated partition of heat among
the different climate subsystems. The representation of terrestrial ice masses
and the continental subsurface, as well as the response of each model to the
external forcing within these CGCM simulations, should be improved in order
to obtain better representations of the Earth heat inventory and the partition
of heat among climate subsystems in global transient climate simulations.

4.1 Introduction

Sustainednet radiative imbalance at the top of the atmosphere is increasing heat
storage within the climate subsystems –the ocean, the continental subsurface,
the atmosphere and the cryosphere (Hansen et al., 2011). The ocean is the
largest component of the EHI, accounting for around 90 % of the total heat in the
climate system (Rhein et al., 2013; Gleckler et al., 2016; von Schuckmann et al.,
2016, 2020). Nonetheless, it is imperative to measure the distribution of heat
storage within the four components of the climate system, since the evolution
of several physical processes that are critical to understand climate change and
quantify future impacts of climate change on society are strongly dependent on
the partition of heat among all climate components.

The evolution of ocean heat content determines the thermosteric component
of sea level rise (Church et al., 2011; Kuhlbrodt et al., 2012; Levitus et al., 2012),
affects the total precipitation and intensity of hurricanes (Mainelli et al., 2008;
Wada et al., 2008; Lin et al., 2013; Trenberth et al., 2018), and influences regional
cyclonic activity (Bhowmick et al., 2016). The increase in ground heat content
leads to the warming of the continental subsurface and to permafrost thawing in
the Northern Hemisphere (Koven et al., 2013; Cuesta-Valero et al., 2016; Soong
et al., 2020). Thus, the increase in continental heat storage threatens the sta-
bility of the global soil carbon pool, potentially facilitating the release of large
amounts of greenhouse gasses from the decomposition of soil organic matter in
northern soils (Koven et al., 2011; MacDougall et al., 2012; Schädel et al., 2014;
Schuur et al., 2015; Hicks Pries et al., 2017). Melting of ice sheets in Green-
land and Antarctica as well as glacier degradation at all latitudes contribute
to sea level rise (Jacob et al., 2012; Hanna et al., 2013; Vaughan et al., 2013;
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Dutton et al., 2015), and together with changes in the extension and volume of
sea ice may disturb deep water formation zones and alter ocean circulation and
large scale heat distribution (Hu et al., 2013; Jahn et al., 2013; Ferrari et al.,
2014). The evolution of the atmosphere heat content constrains the projected
change in total global precipitation due to atmospheric warming (Pendergrass
et al., 2014b; Hegerl et al., 2015), and the additional moisture in a warmer at-
mosphere increases the frequency of extreme precipitation events (Pendergrass
et al., 2014a). The intensity of cyclones and hurricanes is also expected to in-
crease in the future due to the higher energy available in the atmosphere (Pan
et al., 2017).

Therefore, the partition of heat within these subsystems have long-term im-
pacts on society, as the heat content of each subsystem is related to processes
altering near-surface conditions. Higher surface temperatures together with
changes in precipitation regimes and sea level rise threaten global food security
(Lloyd et al., 2011; Rosenzweig et al., 2014; Phalkey et al., 2015; Campbell et al.,
2016), and may result in an increase in the frequency of floods and storm surges
(McGranahan et al., 2007; Lin et al., 2013; Kundzewicz et al., 2014). The combi-
nation of high temperature and moisture, and changes in precipitation patterns
also affect human health, particularly for the populations least responsible for
climate change (Patz et al., 2007). These changes in near-surface conditions
increase the risk of high levels of heat stress (Sherwood et al., 2010; Matthews
et al., 2017) and the spread of infectious diseases (Levy et al., 2016; Wu et al.,
2016; McPherson et al., 2017), among others risks for human health (McMichael
et al., 2006).

Atmosphere-ocean Coupled General Circulation Model (CGCM) simulations
are the main source of information about the possible evolution of the climate
system, which is critical for society’s adaptation to future risks posed by climate
change. Modeling experiments performed for the fifth phase of the Coupled
Model Intercomparison Project (CMIP5) have provided several insights into the
long-term evolution of the net radiative imbalance at the top of the atmosphere
(Allan et al., 2014; Smith et al., 2015), the evolution of ocean heat content since
preindustrial times (Gleckler et al., 2016), and the relationship between these
two changes (Palmer et al., 2011; Palmer et al., 2014; Smith et al., 2015). The
same CGCM simulations, nevertheless, do not simulate other aspects of the
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Earth heat inventory successfully. CMIP5 CGCMs are unable to accurately rep-
resent heat storage within the continental subsurface over the second half of
the 20th century (Cuesta-Valero et al., 2016); many do not conserve atmospheric
water (Liepert et al., 2013) nor subsurface water (Krakauer et al., 2013; Tren-
berth et al., 2016), which leads to non-conservation of total heat content (Hobbs
et al., 2016). Furthermore, there has not yet been an assessment of the ability
of CMIP5 CGCMs to reproduce heat storage within the atmosphere and the
cryosphere, despite their impact on a variety of phenomena of critical interest
to both society and the scientific community.

Here, we assess the ability of thirty CMIP5 CGCM Historical simulations to
reproduce the Earth heat inventory and the partition of heat within the ocean,
continental subsurface, atmosphere and cryosphere. Results are compared with
estimates from observations for the period 1972-2005 of the Common Era (CE).
Our analysis reveals the importance of the simulated terrestrial ice masses and
continental subsurface for achieving a realistic distribution of the total Earth
heat content within CGCM simulations, and thus reinforces the need to reduce
the spread in model responses to external forcing.

4.2 Data and Methods

Thirty different CGCM Historical simulations were retrieved from the fifth
phase of the Coupled Model Intercomparison Project (CMIP5) archive (Taylor
et al., 2011). Our analysis focuses on Historical simulations, which attempt to
represent the evolution of global climate from the Industrial Revolution to the
present (1850-2005 CE) using estimates of natural and anthropogenic emissions
of greenhouse gases and aerosols, as well as changes in land cover and land use
(Mieville et al., 2010; Hurtt et al., 2011). We analyzed the simulated evolution of
heat storage in each climate subsystem as well as in the entire climate system
for the period 1972-2005 CE, consistently with observations from Church et al.
(2011) and von Schuckmann et al. (2020).

Global averages of Ocean Heat Content (OHC), heat content within the conti-
nental subsurface (ground heat content,GHC), Atmosphere Heat Content (AHC)
and heat absorbed by ice masses (cryosphere heat content, CHC) were derived
from the CMIP5 Historical experiments. The OHC values were estimated us-



4.2. Data and Methods 115

ing the formulation for potential enthalpy described in McDougall (2003) and
Griffies (2004) from simulated seawater potential temperature and salinity pro-
files (Table 4.1 contains the list of variables employed for estimating each term
of the EHI from CMIP5 simulations). Once the potential enthalpy has been de-
termined, estimates of seawater density (McDougall et al., 2003) and pressure
profiles (Smith et al., 2010) allowed simulated heat content in the ocean to be
calculated as:

QOcean (S, θ) =
z f∑

i=z0

ρi (S, θ, p (zi)) · H
◦
i (S, θ) , ·∆zi, (4.1)

where QOcean is the ocean heat per surface unit (in J m−2), S is salinity (in psu),
θ is potential temperature (in ◦C), p is pressure (in bar), zi, ρi,H◦i and ∆zi are
depth (in m), density (in kg m−3), potential enthalpy (in J kg−1) and thickness
(in m) of the i-th ocean layer, respectively.

The GHC series were estimated as in Cuesta-Valero et al. (2016) for all ter-
restrial grid cells. Subsurface thermal properties were computed taking into
account spatial variations of soil composition (% of sand, clay and bedrock) and
simulated subsurface water and ice amounts (VanWijk et al., 1963; Oleson et al.,
2010). The subsurface temperature profile was then integrated following

QGround =

z f∑
i=z0

ρCi · Ti · ∆zi, (4.2)

where QGround is the subsurface heat storage per surface unit (in J m−2) and ρCi,
Ti and ∆zi are the volumetric heat capacity (in J m−3 K−1), the temperature (in
K) and the thickness (in m) of the i-th soil layer, respectively. All CMIP5 CGCMs
present outputs for subsurface temperature, but not all models provide outputs
for subsurface water and ice content in the same format (Table 4.1), hampering
the estimate of thermal properties (ρC) in Equation 4.2. Indeed, two thirds of
the CGCMs provide the joint content of water and ice for each soil layer (mrlsl
variable in CMIP5 notation), while the remaining third provide the total water
and ice content in the entire soil column (mrso variable). As in Cuesta-Valero
et al. (2016), we considered water to be frozen in layers with temperatures below
0 ◦C and liquid water otherwise for models providing the mrlsl variable. For
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Table 4.1: Variables from the CMIP5 archive employed to estimate the heat content within each
climate subsystem (Section 4.2) by each CGCM. References for each CGCM Historical experi-
ment are also provided. All variables correspond with the r1i1p1 realization of the Historical
experiment. A description of all listed variables can be found at the dedicated webpage of the
Lawrence Livermore National Laboratory (LLNL, 2010).
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models providing the mrso variable, we distributed the water and ice content
among the soil layers proportionally with thickness, considering ice in soil layers
with temperature below 0 ◦C and liquid water otherwise.

The AHC series were estimated as in Trenberth (1997), Previdi et al. (2015)
and von Schuckmann et al. (2020). The simulated air temperature profile was
integrated for all atmospheric grid cells together with estimates of wind kinetic
energy, latent heat of vaporization and surface geopotential, which was deter-
mined as in Dutton (2002). Vertical atmospheric profiles were integrated in
pressure coordinates as:

QAtmosphere =
1
g

ps∑
i=0

(
cp · Ti + ki + L · qi + Φs

)
∆pi, (4.3)

where QAtmosphere is atmospheric heat per surface unit (in J m−2), g is appar-
ent acceleration due to gravity (in m s−2), ps is surface pressure (in Pa), cp =

1000 J kg−1 K−1 is the specific heat of air at constant pressure, L = 2260 J kg−1

is the latent heat of vaporization, Φs is the surface geopotential estimated from
orography (in m2 s−2), Ti, ki, qi and ∆pi are the air temperature (in K), specific
kinetic energy (in J kg−1), specific humidity (in kg kg−1) and thickness (in Pa)
of the i-th atmospheric layer, respectively.

For estimating the CHC series, the simulated cryosphere was divided into
three terms: sea ice, subsurface ice and glaciers. Variations in the mass of sim-
ulated sea ice and subsurface ice were multiplied by the latent heat of fusion
(L f = 3.34 × 105 J kg−1, Rhein et al., 2013) to obtain the heat absorbed in the
melting process. The same method was applied to the change in snow mass in
grid cells containing land ice within each CMIP5 CGCM (glaciers or ice sheets,
sftgif variable in the CMIP5 archive). Therefore, the cryosphere heat content
was estimated as

QCryosphere = L f · (∆ω + ρ · ∆p · ∆z + ∆Ω) , (4.4)

where QCryosphere is absorbed heat per surface unit (in J m−2), ρ = 920 kg m−3

is ice density (Rhein et al., 2013), ∆ω is the change in subsurface ice mass per
surface unit (in kg m−2), ∆p is the change in the proportion of sea ice at each
ocean grid cell, ∆z is the change in thickness of sea ice at each ocean grid cell
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(in m), and ∆Ω is the change in snow amount at each cell containing land ice (in
kg m−2). It is important to note that nine of the CMIP5 CGCMs did not provide
outputs for the subsurface ice amount (mrfso variable) and that three of the
models did not provide outputs for snow amount (snw variable, see Table 4.1),
and thus these terms are missing in the CHC estimates from those models. We
were unable to retrieve the file indicating the cells containing land ice (sftgif
file) for the HADGEM2-CC CGCM, thus we used the CMCC-CMS sftgif file
interpolated to the HADGEM2-CC grid, since the grid for both models have a
similar spatial resolution (1.25◦×1.875◦ for HADGEM2-CC, 1.875◦×1.875◦ for
CMCC-CMS).

Estimates of total heat in the climate system from each CMIP5 model are
required to determine the simulated partition of heat among each climate sub-
system. The total heat content can be determined as the sum of the heat storage
within the different climate subsystems (Earth heat content, EHC) or as the
integration of the radiative imbalance at the top of the atmosphere (N) during
the period of interest. Both approximations have been used in the literature and
are considered equivalent (Rhein et al., 2013; Palmer et al., 2014; Trenberth
et al., 2014; von Schuckmann et al., 2016). That is, if a model does not produce
artificial sources or leakages of energy or mass (i.e., if the model conserves the
total heat content in the system), the change in N and in EHC should be al-
most identical (Hobbs et al., 2016). Nevertheless, CMIP5 CGCM simulations
are prone to drift, particularly the ocean component due to incomplete model
spin-up procedures (Sen Gupta et al., 2013; Séférian et al., 2016). For this reason,
potential drifts in estimates of heat content and the components of the radiative
budget at the top of the atmosphere were removed by subtracting the trend of the
corresponding preindustrial control simulation from the Historical simulations,
which should correct artificial drifts in the simulated heat content within each
climate subsystem (Hobbs et al., 2016). N estimates from the CESM1-CAM5
CGCM constitutes a particular case, since a large, unrealistic trend remained in
the Historical experiment in comparison with other CMIP5 CGCMs after remov-
ing the drift using data from the corresponding control simulation (Figure 4.1).
The rest of variables from this CGCM were dedrifted using the trend estimated
from the preindustrial control simulation as in the other CMIP5 simulations,
but the drift in the outgoing shortwave radiation and the outgoing longwave
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radiation at the top of the atmosphere could not be removed using the trend of
the control simulation. Therefore, we used the trend estimated from the first
five decades of the Historical simulation (1861-1911 CE) to remove the drift in N
estimates, achieving a better comparison with the other CMIP5 CGCMs (Figure
4.1).

As a complement to the estimates of the EHI detailed above, we also esti-
mated the partition of the simulated total heat content among the ocean, the
continental subsurface, the atmosphere and the cryosphere. A linear regression
analysis was performed between the evolution of the simulated heat storage
within each climate subsystem and the estimates of accumulated heat content
in the entire climate system to estimate the partition of heat within the four sub-
systems (Figure 4.2). The slope of the linear fit was assumed to be an estimate
of the simulated proportion of heat in the corresponding subsystem, obtaining
estimates of OHC/N and OHC/EHC for the simulated proportion of heat in the
ocean, GHC/N and GHC/EHC for the simulated proportion of heat in the conti-
nental subsurface, AHC/N and AHC/EHC for the simulated proportion of heat
in the atmosphere, and CHC/N and CHC/EHC for the simulated proportion of
heat absorbed by the cryosphere.

4.3 Results

4.3.1 Earth’s Heat Inventory

Although the majority of the CMIP5 CGCMs are able to reproduce the atmo-
sphere heat content for the period 1972-2005 CE, the ensemble mean is higher
than observations for the ocean and lower than observations for the continental
subsurface and the cryosphere (Figure 4.3). Additionally, the multimodel mean
yields higher total heat in the climate system than observations, as expected
due to the high OHC values reached by these simulations (Figure 4.3a). Indeed,
the CMIP5 multimodel mean yields an OHC increase of 247 ± 172 ZJ (mean ±
two standard deviations, 1 ZJ = 1021 J) for 1971-2005 CE, higher than the obser-
vational estimates in Church et al. (2011) (∼199 ZJ) and von Schuckmann et al.
(2020) (175 ± 35 ZJ, Table 4.2). These OHC estimates are the cause of the large
Earth heat content displayed by the CMIP5 ensemble, since the EHC estimates
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Figure 4.1: (a) Integrated total radiative imbalance (N), (b) incoming shortwave radiation (ISW),
(c) outgoing shortwave radiation (OSW) and (d) outgoing longwave radiation (OLW) at the
top of the atmosphere for the CCSM4, CESM1-CAM5, CESM1-FASTCHEM and INM-CM4
Historical simulations. Data from the CESM1-CAM5 are dedrifted using the preindustrial
control simulation (solid red line) or the first five decades of the Historical simulation (dashed
red line). Data from the rest of models are dedrifted using the corresponding preindustrial
control simulation.
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Figure 4.2: Example to illustrate the process to estimate heat proportions using data from
the CCSM4 Historical simulation. In this case, the proportion of heat within the continental
subsurface (GHC/N) is estimated as the slope from the linear regression analysis (solid line)
between the simulated GHC and N anomalies (dots) for the period 1972-2005 CE multiplied by
100. The proportion of heat in the rest of climate subsystems is estimated replacing the GHC
anomaly with the corresponding heat content anomaly. The EHC anomaly is also used as metric
for the total heat content in the system by replacing the N anomaly in the regression analysis.
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result from the cumulative heat storage in the four climate subsystems, and the
ocean accounts for around 90 % of the total heat storage (Church et al., 2011;
Hansen et al., 2011; Rhein et al., 2013; Gleckler et al., 2016; von Schuckmann
et al., 2016, 2020). The integration of the radiative imbalance at the top of the
atmosphere for the period 1972-2005 CE should yield similar values to those of
EHC and OHC over the same period, as the radiative imbalance causes the heat
storage within the different climate subsystems. Nevertheless, EHC and OHC
estimates are generally similar within each model, while N values diverge from
those for the Earth heat content in some models, suggesting that these models
may have biases in their represented energy budget. Furthermore, the inter-
model spread obtained for these three magnitudes is excessively large, given
that all Historical simulations were forced using the same boundary conditions
–i.e., the same external forcing.

Table 4.2: Earth heat inventory and heat partition estimated from the 30 CMIP5 CGCMs
analyzed here (MMM), and observations from Church et al. (2011) (Ch11) and von Schuckmann
et al. (2020) (vS20). Heat storage in ZJ, heat partition in %.

Magnitude MMM Ch11 vS20
N 264 ± 171 – –

EHC 256 ± 177 212 197 ± 36
OHC 247 ± 172 199 175 ± 35
GHC 5 ± 9 4 14 ± 3
AHC 2 ± 2 2 1.8 ± 0.5
CHC 2 ± 3 7 7.1 ± 0.9

CHC (only sea ice) 2 ± 2 2 2.1 ± 0.4
OHC/N 93 ± 25 – –

OHC/EHC 96 ± 4 94 90 ± 24
OHC/EHC (only sea ice) 96 ± 4 96 92 ± 25

GHC/N 2 ± 3 – –
GHC/EHC 2 ± 3 2 6 ± 2

GHC/EHC (only sea ice) 2 ± 3 2 7 ± 2
AHC/N 1.0 ± 0.9 – –

AHC/EHC 1 ± 1 1 0.7 ± 0.2
AHC/EHC (only sea ice) 1 ± 1 1 0.7 ± 0.2

CHC/N 0.9 ± 1 – –
CHC/EHC 1 ± 1 3 3.4 ± 0.7

CHC/EHC (only sea ice) 1 ± 1 1 1.1 ± 0.2

A different situation is found for the magnitude of the simulated heat storage
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Figure 4.3: Simulated heat storage for 1972-2005 CE from 30 CMIP5 CGCM Historical simula-
tions. (upper panel) Results for N (dark blue bars), EHC (blue bars) and OHC (light blue bars).
(bottom panel) Results for GHC (brown bars), AHC, (orange bars) and CHC (gray bars). Black
lines at the top of the bars indicate the 95 % confidence interval for each model. Observations
from von Schuckmann et al. (2020) are shown as solid horizontal lines and shadows (mean and
95 % confidence intervals), and observations from Church et al. (2011) are displayed as dashed
horizontal lines. Multimodel means and 95 % confidence intervals are indicated in the right side
of the panel (MMM).



124 Chapter 4. Assessment of the Earth’s Heat Inventory Within Climate Simulations

within the continental subsurface, with the CMIP5 ensemble yielding generally
lower estimates of GHC than the observations (Figure 4.3b). The multimodel
mean achieves a GHC change of 5 ± 9 ZJ for 1972-2005 CE, which is lower than
the 14 ± 3 ZJ in von Schuckmann et al. (2020) but similar to the ∼4 ZJ in Church
et al. (2011) (Table 4.2). However, the difference between the GHC estimates in
Church et al. (2011) and in von Schuckmann et al. (2020) is large, with the value
from Church et al. (2011) out of the uncertainty range presented in von Schuck-
mann et al. (2020), which does not occur for the other components of the Earth
heat inventory (Figure 4.3). This discrepancy is probably caused by the higher
number of recent geothermal measurements considered in von Schuckmann et
al. (2020), which include the most recent warming of the continental subsurface
in the GHC estimates in comparison with earlier studies (see Chapter 3 for a
discussion). Additionally, the representation of GHC in the CMIP5 CGCMs is
markedly limited by the simulated subsurface volume, which is determined by
the depth of the Land Surface Model (LSM) component (Stevens et al., 2007;
MacDougall et al., 2008; Cuesta-Valero et al., 2016). Indeed, five of the seven
CGCMs using LSM components deeper than 40 m yield GHC estimates in agree-
ment with the 95 % confidence interval of observations from von Schuckmann
et al. (2020), suggesting that the underestimated continental heat storage and
the large spread in the CMIP5 ensemble are direct consequences of the different
bottom boundary depths used by eachmodel (see Cuesta-Valero et al., 2016, for a
complete list of bottom boundary depths). The negative GHC estimates for both
MRI simulations in Figure 4.3b are caused by an unrealistic and sharp decrease
of the total water content in the subsurface along these Historical simulations
(see Cuesta-Valero et al., 2016, for more details).

The CMIP5 ensemble constantly underestimates the cryosphere heat con-
tent in comparison with observations (Figure 4.3b). The ensemble estimates
a 2 ± 3 ZJ change in the cryosphere heat content for the period 1972-2005 CE,
which is much lower than the observed CHC in Church et al. (2011) (7 ZJ) and
in von Schuckmann et al. (2020) (7.1 ± 0.9 ZJ, Table 4.2). Figure 4.4 examines
the three components contributing to the cryosphere heat content in this analy-
sis for each CMIP5 model (i.e, sea ice, subsurface ice and glaciers), in order to
understand the reason for the disagreement between simulated and observed
CHC estimates. Melting of sea ice is the main contributor to the cryosphere heat
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content in all models, followed by themelting of subsurface ice. Nevertheless, nei-
ther Church et al. (2011) nor von Schuckmann et al. (2020) include observations
of the change in subsurface ice, and not all CMIP5 CGCMs include a representa-
tion of subsurface ice, thus we cannot assess the ability of the CMIP5 CGCMs to
reproduce this term of the cryosphere heat content. Furthermore, the approach
used in this study to estimate the heat absorbed by glaciers (see Section 4.2) is
just an approximation given the available variables from the models, yielding a
much smaller value from all models than from observations (∼2.8 ZJ in Church
et al., 2011 and ∼1.4 ZJ in von Schuckmann et al., 2020). Therefore, the only
component of the cryosphere properly represented in all models and considered
in both observational studies is sea ice volume. The simulated absorbed heat
due to the decrease in sea ice volume is in agreement with observations, with a
multimodel mean of 2 ± 2 ZJ, while observations reach ∼2.3 ZJ and 2.1 ± 0.4 ZJ
in Church et al. (2011) and von Schuckmann et al. (2020), respectively (Table
4.2). However, the spread in the CMIP5 results is still large, with the difference
between the highest and the lowest estimates of heat storage due to sea ice
melting being more than double the value of the ensemble mean (5 ZJ).

The heat storage within the atmosphere yields the best results for the CMIP5
CGCMs in comparison with observations (Figure 4.3b). The CMIP5 ensemble
mean achieves an atmosphere heat content of 2 ± 2 ZJ, in agreement with ob-
servations from Church et al. (2011) (2 ZJ) and von Schuckmann et al. (2020)
(1.8 ± 0.5 ZJ). Additionally, one third of the models displays AHC estimates sim-
ilar to the observed atmosphere heat content. Despite the similarity between
the multimodel mean and observations, the inter-model spread is large, with the
difference between themaximum andminimumAHC from CMIP5models reach-
ing 5 ZJ, which corresponds to more than double the value of the multimodel
mean and the observational estimate.

4.3.2 Heat Partition Within Climate Subsystems

Although the assessment of the heat storage within each climate subsystem is
important, the represented Earth’s heat inventory within CMIP5 CGCMs de-
pends on the total heat content simulated by each model. The CMIP5 ensemble
has shown a large inter-model spread for N and EHC estimates, nevertheless,
models may be distributing the total heat content among the four climate subsys-
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Figure 4.4: Simulated CHC for 1972-2005 CE. Dark blue bars indicate the heat absorbed by
changes in subsurface ice mass, blue bars indicate the heat absorbed by changes in glacier mass,
and purple bars indicate the heat absorbed by changes in sea ice volume (see Section 4.2 for
details). Black lines at the top of the bars indicate the 95 % confidence interval for each model.
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et al. (2020) are shown as solid horizontal lines and shadows (means and 95 % confidence in-
tervals), and observations from Church et al. (2011) are displayed as dashed horizontal lines.
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tems similarly. Therefore, we evaluate the partition of heat among climate sub-
systems within each CMIP5 CGCM, testing whether models simulating higher
values of N and EHC distribute this energy in the same proportions as models
simulating lower values of total heat content.

The simulated heat partitions by the thirty CMIP5 CGCMs achieve a lower
inter-model spread in comparison with the simulated EHI, particularly for the
ocean component (Figures 4.5 and4.6). Nevertheless, the ensemblemean presents
a partition of heat in each climate subsystem similar to the results for the Earth
heat inventory. That is, the simulated proportion of energy in the ocean is larger
than observations, the proportion of heat in the continental subsurface and in
the cryosphere is lower than observations, and the proportion of heat in the
atmosphere is slightly higher than the 95 % confidence interval of the observa-
tions. Additionally, results vary depending on the metric used to indicate total
heat in the system, especially for the ocean.

The thirty CMIP5 CGCM simulations generally agree with the observed pro-
portion of heat stored in the ocean considering EHC as metric for total energy in
the climate system (OHC/EHC, blue dots in Figure 4.5a), achieving amultimodel
mean just 2 % higher than Church et al. (2011) and 6 % higher than von Schuck-
mann et al. (2020) (Table 4.2). The spread of OHC/EHC estimates is small, with
values ranging from 91 ± 2 % (MIROC5) to 100 ± 1 % (MRI-CGCM3). Neverthe-
less, the simulated proportion of energy in the ocean presents disagreements
for some models when considering the integration of the radiative imbalance at
the top of the atmosphere as metric for total heat in the climate system (OHC/N,
black dots in Figure 4.5a). Themodel spread is much larger for OHC/N estimates
than for OHC/EHC estimates, ranging from 56 ± 2 % (CMCC-CM) to 122 ± 4 %
(NOR-ESM1-M). These different estimates are related to the differences be-
tween N and EHC values displayed in Figure 4.3. That is, some CMIP5 models
yield excessively different values of N and EHC, suggesting the presence of non-
conservation terms in the simulated energy budget. Six models obtain OHC/N
estimates above 100 %, which indicates that the simulated N in those models
are much lower than EHC estimates (Figure 4.5a). The opposite behavior occurs
in other five models that simulate OHC/N values below 80 %, which is probably
a excessively small proportion of heat stored in the ocean in comparison with
observations (Hansen et al., 2011; Palmer et al., 2011; Rhein et al., 2013; Palmer
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Figure 4.5: (a) Proportion of energy within the ocean for the period 1972-2005 CE using EHC
(blue dots) and N (black dots) as estimates of total heat content in the climate system. (b) Propor-
tion of energy within the continental subsurface for the period 1972-2005 CE using EHC (red
dots) and N (black dots) as estimates of total heat content in the climate system. Observations
from von Schuckmann et al. (2020) are shown as solid horizontal lines and shadows (means and
95 % confidence intervals), and observations from Church et al. (2011) are displayed as dashed
horizontal lines. Multimodel means and 95 % confidence intervals are indicated in the right side
of the panels (MMM). Black dashed lines indicate the 0 % and 100 % values.
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et al., 2014; Trenberth et al., 2014; Hobbs et al., 2016; von Schuckmann et al.,
2016, 2020). Although OHC/N values of 80 % are contained in the estimated
uncertainty range from von Schuckmann et al. (2020), this 95 % confidence in-
terval is large, as it includes values higher than 100 %. This is caused by the
large uncertainties in OHC and EHC, since the 95 % confidence interval for
observations is obtained from the uncertainties in both magnitudes (Table 4.2).

Estimates of the proportion of heat in the ground show smaller differences
between GHC/N and GHC/EHC than in the case of the proportion of heat in
the ocean (Figure 4.5b). Both GHC/N and GHC/EHC estimates have a multi-
model mean and 95 % confidence interval of 2 ± 3 %, which is in agreement with
estimates derived from Church et al. (2011) (∼2 %), but excessively low in com-
parison with results from von Schuckmann et al. (2020) (6 ± 2 %). As in the case
of the simulated ground heat content, the relatively large inter-model spread in
the simulated proportion of heat stored in the continental subsurface is caused
by the depth of the used LSM component. Thus, deeper models reach higher
proportions of heat in the ground than shallower models using either EHC or N
as metric for total heat in the climate system. This marked dependence on the
depth of the represented subsurface is apparent in a covariance analysis, with
high correlation coefficients between the depth of the LSM component and the
GHC/N and GHC/EHC estimates (Figure 4.7).

As in the case of the continental subsurface, CMIP5 CGCMs consistently un-
derestimate the observed proportion of heat absorbed by the cryosphere. Both
metrics of total heat content in the system yield similar ratios (CHC/N and
CHC/EHC), with only one model (the HADGEM2-CC) reaching the 95 % confi-
dence interval from von Schuckmann et al. (2020) (Figure 4.6). This disagree-
ment between observations and CMIP5 simulations is expected given the large
differences in the simulated and observed cryosphere heat content (Figure 4.3b).
Since CMIP5 CGCMs represent neither ice sheets nor glaciers (Figure 4.4),
the partial agreement between the HADGEM2-CC and the observations in the
CHC/EHC and CHC/N estimates is likely just the result of the low EHC and N
values simulated by this model (Figure 4.3a).

The CMIP5 CGCMs also show similar estimates for the proportion of heat in
the atmosphere using both EHC and Nmetrics. A large proportion of the models
achieve AHC/N and AHC/EHC ratios within the 95 % confidence interval from
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Figure 4.6: (a) Proportion of energy within the atmosphere for the period 1972-2005 CE using
EHC (orange dots) and N (black dots) as estimates of total heat content in the climate system.
(b) Proportion of energy within the continental subsurface for the period 1972-2005 CE using
EHC (light blue dots) and N (black dots) as estimates of total heat content within the climate
system. Observations from von Schuckmann et al. (2020) are shown as solid horizontal lines
and shadows (means and 95 % confidence intervals), and observations from Church et al. (2011)
are displayed as dashed horizontal lines. Multimodel means and 95 % confidence intervals are
indicated in the right side of the panels (MMM). Black dashed lines indicate the 0 % value.
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Figure 4.7: (a) Relationship between the proportion of energy within the ocean and the depth
of the used LSM component for the period 1972-2005 CE using EHC (blue dots) and N (black
dots) as estimates for the total heat content in the climate system. (b) Relationship between
the proportion of energy within the continental subsurface and the depth of the used LSM
component for the period 1972-2005 CE using EHC (red dots) and N (black dots) as estimates for
the total heat content in the climate system. Observations from von Schuckmann et al. (2020)
are shown as solid horizontal lines and shadows (means and 95 % confidence intervals).
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von Schuckmann et al. (2020), and contain the observational estimates from
Church et al. (2011) within the limits of their confidence intervals (Figure 4.6).
The ensemble average yields a proportion of heat in the atmosphere of around
1 ± 1 %, with observations reporting ∼1 % (Church et al., 2011) and 0.7 ± 0.2 %,
which is a reassuring result for the CMIP5 models (von Schuckmann et al., 2020,
Table 4.2).

4.4 Discussion

The thirty CMIP5 CGCMs analyzed here simulate markedly different total heat
contents within the climate system, independently of the metric for total heat
(N, EHC and OHC values in Figure 4.3a), probably because the different re-
sponse from each model to the common Historical forcing. Forster et al. (2013)
assessed the response to the common Historical forcing of a large ensemble of
CMIP5 CGCMs in terms of climate sensitivity, feedbacks and adjusted radiative
forcings, showing that these models yielded a broad range of responses to the
common external forcing. Furthermore, we find that CMIP5 models obtaining
high adjusted radiative forcings in the analysis of Forster et al. (2013) also yield
large estimates of N, EHC and OHC, which is reasonable since a stronger re-
sponse to the same forcing should involve a higher radiative imbalance at the
top of the atmosphere, and thus a larger heat content in the climate system.

The simulated proportion of heat in the ocean for somemodels showsmarkedly
different results depending on the used metric for total heat content in the cli-
mate system (Figure 4.5a). The different heat partition is caused by the dis-
crepancies between estimates of N and EHC within each CGCM simulation
(Figure 4.3a), which are probably related to non-conservation terms in the sim-
ulated energy budget by each CGCM as discussed in Hobbs et al. (2016). That
is, small numerical inconsistencies, insufficient spin up time, or the amount of
water leaving the LSM component at the bottom of the soil column may pre-
vent the conservation of energy in CGCM simulations (Sen Gupta et al., 2013;
Hobbs et al., 2016; Séférian et al., 2016; Trenberth et al., 2016). We applied a
drift-removal technique to each variable considered in this study in order to
minimize the effect of possible non-conservation terms in our results (see Sec-
tion 4.2). This method has shown good results in previous analyses including
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several CMIP5 experiments (Hobbs et al., 2016), although no perfect solution is
available and therefore this point requires further investigation.

The low ground heat content achieved by the shallow LSM components (Fig-
ure 4.3b) alters the distribution of heat within models, mainly because a higher
proportion of heat is stored in the ocean for models with shallower subsurfaces
if considering EHC as metric for total heat content. That is, OHC/EHC values
show a strong covariance with the depth of the LSM component in the analyzed
CMIP5 simulations (Figure 4.7). The shallow depth of the LSM components
included in the CMIP5 CGCMs affects the GHC estimates and the obtained
GHC/EHC and GHC/N ratios (Figures 4.3b and 4.5b), as the shallow subsurface
limits the represented amount of continental heat storage within each simula-
tion (Stevens et al., 2007; MacDougall et al., 2008; Cuesta-Valero et al., 2016;
Hermoso de Mendoza et al., 2020). Simulated OHC/N values, nevertheless, do
not present such covariance with the depth of the LSM component, nor the sim-
ulated proportion of heat in the atmosphere and the cryosphere (Figure 4.8).

The simulated cryosphere heat content is in better agreement with obser-
vations when omitting the heat absorbed by ice sheets and glaciers from the
assessment (Figure 4.4 and Table 4.2), and the same can be said about the
simulated proportion of heat in the cryosphere (Figure 4.9 and Table 4.2). Nev-
ertheless, the observed proportion of heat in the ocean presents different results
if considering the whole cryosphere for estimating EHC o if considering only the
change in sea ice volume (Figure 4.9 and Table 4.2). Therefore, the representa-
tion of the melting of terrestrial ice sheets and glaciers is probably important
to improve the simulated EHI and the partition of heat within CGCM simula-
tions. CMIP5 CGCMs currently include modules representing glaciers and ice
sheets, but such model components were not activated for generating the CMIP5
simulations analyzed here, probably due to issues with computational resources
and technical challenges of coupling the ice sheet grids with the rest of subsys-
tems (Flato et al., 2013). New experiments are planned to assess the ability of
the latest generation of CGCMs to reproduce the ice sheets of Greenland and
Antarctica within the sixth phase of the Coupled Model Intercomparison Project
(CMIP6) (Nowicki et al., 2016), which could be also useful to test if including
land ice masses enhances the representation of the Earth heat inventory within
CGCM simulations.
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Figure 4.8: (a) Relationship between the proportion of energy within the atmosphere and the
depth of the used LSM component for the period 1972-2005 CE using EHC (orange dots) and N
(black dots) as estimates for the total heat content in the climate system. (b) Relationship be-
tween the proportion of energy within the cryosphere and the depth of the used LSM component
for the period 1972-2005 CE using EHC (light blue dots) and N (black dots) as estimates for the
total heat content in the climate system. Observations from von Schuckmann et al. (2020) are
shown as solid horizontal lines and shadows (means and 95 % confidence intervals).
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Figure 4.9: Mean and 95 % confidence interval for estimates of the heat partition among climate
subsystems from the 30 CMIP5 Historical simulations used here (MMM) and observations from
von Schuckmann et al. (2020) (vS20) and Church et al. (2011) (Ch11). Purple dots represent
estimates considering only sea ice within the cryosphere.

4.5 Conclusions

The thirty CMIP5 CGCMs analyzed here are not able to reproduce the observed
Earth heat inventory due to the different response to the common external
forcing of each model, the excessively shallow continental subsurfaces included
in the CGCMs, and the lack of an adequate representation of continental ice
masses. These last two factors limit the simulated ground heat content and
cryosphere heat content, respectively, affecting the partition of heat among cli-
mate subsystems. The different response of each CGCM to a common external
forcing is probably responsible for the broad range of estimates of ocean heat
content, as well as the large spread in the simulated total heat content in the
climate system. Evaluating the heat partition avoids the difficulties posed by
these different estimates of total heat content, but the missing terms in the sim-
ulated energy budget hampers the assessment of the proportion of heat stored in
the ocean. Our results suggests that incorporating a representation of glaciers
and ice sheets, as well as deeper continental subsurfaces, will probably improve
the accuracy of the simulated Earth’s heat inventory and the partition of heat
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among the different climate components.
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5
General Conclusions

5.1 Summary

Determining the magnitude of the Earth’s radiative imbalance at the top of the
atmosphere is fundamental to understand the evolution of climate change. Such
imbalance is the result of alterations in the climate system –both natural an
anthropogenic, causing a disturbance in heat exchanges between the different
climate subsystems until a new equilibrium state is reached. These changes
are called forcings, and typically involve changes in shortwave and longwave
radiative fluxes that can be measured at the top of the atmosphere. Direct ob-
servations of the shortwave and longwave radiative fluxes using satellite data
allow to estimate the Earth’s radiative imbalance as the difference between the
incoming and outgoing radiative fluxes. However, this method yields large uncer-
tainties, since the radiative imbalance is small in comparison with the observed
fluxes, thus an indirect approach is required to characterize the imbalance. An
observable effect of this radiative imbalance at the top of the atmosphere is the
storage of heat within the ocean, the atmosphere, the cryosphere and the con-
tinental subsurface. Nevertheless, quantifying the magnitude of heat storage
within the climate system with a reasonable degree of accuracy has been chal-
lenging and only possible since the early 2000s. The main issue is the scarcity
of observations, beacause estimates of the Earth Heat Inventory (EHI) require
the characterization of several magnitudes at a global scale, which are hard to
measure. Additionally, the evolution of the EHI before the Industrial Revolution
is poorly known, hampering the assessment of its long-term variability. Climate
simulations performed by advanced atmosphere-ocean Coupled General Circu-
lation Models (CGCMs) have been used to fill the temporal gap in estimates of
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heat storage and transport between climate subsystems obtaining mixed results.
This thesis contributes to the understanding of the EHI from both observational
and modeling perspectives.

Chapter 2 in this dissertation introduces a preindustrial, long-term surface
temperature climatology (the Long-term Surface Temperature database, LoST)
for the period ∼1300-1700 Common Era (CE) over North America based on Bore-
hole Temperature Profile (BTP) measurements. The magnitude and spatial pat-
tern of the retrieved temperature climatology is consistent with features present
in meteorological observations, which is a reassuring result. The LoST climatol-
ogy is also used to assess an ensemble of preindustrial simulations from the fifth
phase of the Coupled Model Intercomparison Project (CMIP5) project, the same
simulations that informed the fifth Assessment Report of the Intergovernmen-
tal Panel on Climate Change (IPCC-AR5). Part of the CGCM simulations agree
with the LoST temperatures, although these models were not tuned to match
this climatology. Nevertheless, the rest of the models achieve poor climatologies
in comparison with the LoST database, probably due to an excessively strong
coupling between near-surface atmospheric and subsurface temperatures over
North America.

New estimates of global surface temperature evolution andGroundHeat Con-
tent (GHC) for the period 1600-2018 CE based on BTP data are presented in this
dissertation (Chapter 3). The retrieved surface temperatures histories are in
agreement withmeteorological observations both globally and using only BTP lo-
cations, which suggests that the density and distribution of BTP measurements
is enough to represent long-term global conditions. The obtained surface tem-
peratures, nevertheless, are slightly higher than previous BTP reconstructions,
while the obtained GHC values are markedly higher than previous estimates
for the second half of the 20th century. This is mainly caused by the number
of new borehole temperature profiles used in this dissertation in comparison
with previous studies, which results in a better description of the subsurface
warming since the 1980s. The new temperature and flux histories provided here
also include a more comprehensive estimate of uncertainties comparing with
previous BTP reconstructions.

The estimates of GHC presented in Chapter 3 are used to assess the ability of
an ensemble of CMIP5 CGCM simulations to reproduce the observed Earth heat
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inventory for the last decades of the 20th century (Chapter 4). CMIP5 models
underestimate the observed continental heat storage in agreement with previ-
ous results, particularly after considering the new GHC estimates from BTP
measurements presented in this dissertation. The model ensemble also overes-
timates the observed ocean heat content, while reaching reasonable values for
atmosphere heat content and Cryosphere Heat Content (CHC) in comparison
with observations. Nevertheless, the CMIP5 ensemble reaches high inter-model
spread, particularly for the estimates of ocean heat content and total heat storage
in the system. Such spread in the simulated total heat contentmay be associated
with the broad range of responses to the common external forcing achieved by
CMIP5 models.

5.2 Significance

The simulated response of CMIP5 CGCMs to the same prescribed forcings has
shown a large inter-model spread, resulting in large uncertainties in the pro-
jected evolution of climate change. This different response is caused by several
factors, mainly the parameterization of processes that cannot be resolved in the
models, tuning practices, and the spread in the simulated climatologies. Temper-
ature climatologies affect the representation of feedback processes depending
on absolute temperatures, such as ice-albedo and water vapor feedbacks, which
determine the model response to the external forcing. The LoST temperature
database (Chapter 2) is the first observational reference available to constrain
the climatology in preindustrial CGCM simulations. Assessing the climatology
in Preindustrial Control (piControl) simulations should improve the represented
processes depending on absolute temperature in transient climate simulations
started from the piControl experiment, reducing the uncertainties in the re-
sponse of the models to the external forcing. Another physical magnitude de-
termined by the surface temperature climatology is the permafrost extension,
that is, the extension of soil perennially frozen. Permafrost stability is impor-
tant to project the evolution of climate change since permafrost soils contain
large amounts of organic matter, which could be released into the atmosphere
as greenhouse gases if permafrost thaws. The permafrost extension in North
America can be derived from the LoST database just by evaluating the area with
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temperatures below 0 ◦C, providing an additional observational estimate in a
field with limited observations due to the large areas to be sampled.

Estimating the long-term evolution of the climate system is fundamental to
understand the internal variability of the climate system, as well as to detect
and attribute the role of anthropogenic activities in climate change. Also, the
Paris Agreement, reached during the 21st Conference of the Parties (COP21) in
2015, declared the establishment of an international common target to limit the
increase in global surface temperature, aiming to keep the temperature change
relative to preindustrial conditions below 2 ◦C. Nevertheless, the determination
of preindustrial temperatures is a complex challenge that requires of paleore-
construction techniques in order to be achieved. Borehole temperature profiles
present a unique ability to integrate multi-centennial changes in surface tem-
perature, deeming borehole measurements an important source of information
about preindustrial conditions. Indeed, surface temperature reconstructions in
Chapter 3 suggest a global temperature increase of 0.7 ◦C since 1300-1700 CE, in
agreement with other studies using proxy reconstructions and paleosimulations.

Another fundamental magnitude to quantify the EHI estimated from BTP
measurements is continental heat storage. The radiative imbalance at the top
of the atmosphere causes an increase in the amount of heat stored within the
oceans, the atmosphere, the cryosphere and the continental subsurface. The par-
tition of heat within each climate subsystem is of crucial importance to project
future climate change, since alterations in the heat content of each subsystem
affects the dynamics of associated physical phenomena. For example, sea level
rise is related to the heat absorbed by the cryosphere and the ocean, permafrost
thawing is related to the continental heat storage, and extreme precipitation
events are related to the atmosphere heat content. Reconstructions from bore-
hole temperature profiles are the only source of information about ground heat
content. Changes in continental heat storage obtained in this dissertation (Chap-
ter 3) are higher than the values previously reported for the period 1950-2000
CE. This means that the proportion of heat storage in the continental subsur-
face raises from 2 % to 6 % of the total heat content in the climate system, the
second largest term only after the ocean (90 %).

Climate simulations performed by CGCMs have greatly advanced our knowl-
edge about the Earth system, contributing to the understanding of large scale
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processes such as the heat distribution within the atmosphere and the ocean
as well as the evolution of the global carbon cycle. Projections of future climate
change are a type of simulations particularly important, as these tools are essen-
tial to inform decisions about climate change mitigation and adaptation, and to
understand the possible risks to society and ecosystems. Nevertheless, these cli-
mate projections present large uncertainties due to several limitations in climate
models, including structural differences among models, sensitivity to initial con-
ditions, the use of parameterizations to represent certain processes, and tuning
practices. Model tuning is particularly important for evaluating climate simula-
tions, because model calibration reduces the available climate variables that can
be used to check the realism of models. Assessment of observed magnitudes that
are not considered in tuning practices, such as the EHI, are therefore critical to
gain confidence in projections of future climate change performed by CGCMs,
as well as to identify potential sources of uncertainty in climate simulations.
Despite the continuous efforts of the modelling community to create CGCMs as
realistic as possible, advanced models contributing to the CMIP5 project still
present problems to reproduce the observed Earth heat inventory (Chapter 4).
Therefore, CGCM issues affecting the simulation of these key aspects of physical
climate should be corrected in future versions of climate models to reduce the
large uncertainties in the projected evolution of climate change, as well as to
improve the representation of heat-dependent processes within climate models,
such as sea level rise, permafrost thawing or the water vapor feedback, among
others.

5.3 Future Work

The LoST database has been useful to assess the preindustrial surface temper-
ature climatology over North America within CGCM simulations. This dataset
can be expanded to estimate a long-term global land surface temperature clima-
tology by applying the methodology developed in Chapter 2 to the entire borehole
network (Figure 3.1). Thereby, the assessment of CGCM simulations would be
more comprehensive, allowing both global and regional evaluations. Tempera-
ture climatologies for other periods of time can also be derived, although the
number of suitable borehole temperature profiles is reduced. This is because
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estimating temperature climatologies for past periods of time requires deeper
profiles, and there are fewer deep profiles than shallow profiles in the global
borehole database.

The global network of borehole temperature profiles has been used in this dis-
sertation to reconstruct the continental heat storage for the last four centuries.
Although this estimate constitutes the most recent estimate of the land compo-
nent of the Earth heat inventory, additional sources of information are desirable
in order to gain confidence in the magnitude an evolution of the retrieved ground
heat content. Fortunately, new surface heat flux measurements using other ob-
servational techniques have been made available recently as an outcome of the
FluxNet project. The FluxNet project (Baldocchi et al., 2001) consists in a global
network ofmicrometeorological fluxmeasurements that includes observations of
surface heat flux. Therefore, an interesting continuation of Chapter 3 would be
to reconcile estimates of continental heat storage from both the global borehole
network and from the FluxNet database. A collaboration of scientists, in which
I am participating, is currently comparing surface heat fluxes estimates from
both datasets and an advanced Land Surface Model (LSM) component used by
several CGCMs, displaying promising preliminary results (Gentine et al., 2019).

Both LoST temperatures and continental heat storage estimates from BTPs
have been used to assess piControl, PastMillennium (PM) andHistorical simula-
tions from the CMIP5 archive. During the time for completing this dissertation,
nevertheless, a new generation ofmodels and climate experiments have been per-
formed, the sixth phase of the Coupled Model Intercomparison Project (CMIP6).
Therefore, an important continuation of the work performed here would be to
repeat the assessment of the EHI using CMIP6 simulations, and to compare
the results with those for CMIP5 models. Thereby, we could be able to identify
improvements and persistent caveats in the new generation of CGCMs, and the
experiments performed for the first time within the CMIP6 project will allow to
explore other questions. For example, nine new future scenarios named Shared
Socioeconomic Pathways (SSPs) would be available to investigate climate evolu-
tion under plausible developments of socio-economic conditions. These experi-
ments can be used to determine if the simulated EHI depends on the concentra-
tion of greenhouse gases, or if the partition of heat among climate subsystems
remains constant with time.
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Results in Chapter 4 and the literature have shown that the represented
EHI in CMIP5 simulations is affected by the depth of the used LSM component
in each coupled general circulation model. Shallow LSM components reduce the
subsurface volume available for storing heat, and represent higher soil temper-
atures at shallow depths than models including sufficiently deep subsurfaces.
Thereby, other energy dependent processes occurring in the ground depend on
the depth of the LSM component, such as permafrost extension and evolution.
Nevertheless, the role of the subsurface’s depth has not been assessed in other
processes relevant for projecting future climate change. Therefore, I propose to
investigate whether soil respiration in climate simulations is affected by the
depth of the represented subsurface in LSM components. CGCMs represent
continental heat storage and soil respiration as a function of the simulated soil
water content and soil temperature profile, thus both magnitudes may share
biases imposed by very shallow LSM components. Thereby, this research line
can help to understand the future evolution of the global soil carbon pool, includ-
ing the possible change of the terrestrial biosphere from a net carbon sink to a
source of additional greenhouse gases during this century.
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