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Abstract. The paper presents results of modeling and perfomance anal-
ysis of systems that support QoS (Quality of Service). Timed Petri nets
are used to model the behavior of analyzed system and to obtain their
performance characteristics. Traffic shaping mechanisms based on PQS
(Priority Queueing Systems) are studied with queueing techniques used
in implementations of QoS mechanisms. It is concluded that Petri net
models provide a simple, convenient and effective approach to model-
ing and analysis of the performance of computer and communication
systems.
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1 Introduction

Queueing theory is one of popular tools used in modeling and analyzing the
quality of transmission in computer networks [1-3]. This theory uses a math-
ematical apparatus associated with the theory of stochastic processes, and in
particular Markov processes [4]. In queueing systems, there are arrivals which
require some service from the system’s server. If the service requirements ex-
ceed the capacity of the server, spme request are saved in the queue for later
service. A queueing system may be characterized by regulations of queues, i.e.,
the way one determines the order of service applications in the system [5]. The
most common queueing systems are FIFO (First In First Out), LIFO (Last In
First Out), SIRO (Select In Random Order), PQ (Priority Queueing). The basic
mechanism that supports the transfer of packages is FIFO scheduling that is
easy to implement and treats all packets equally. FIFO scheduling is not suit-
able to provide for a good quality of service transmission, as when the packets
come from different traffic flows, one of them can easily disrupt the flow of the
other remaining streams. Packet processing in the order of flue means that an
aggressive stream can appropriate the higher capacity of a router queue. This
can result in poor transmission causing, for example, sudden increase in delays
of transmitted packets.

Many packet scheduling algorithms were developed to provide better insula-
tion between the streams [6]. In the case of the priority scheduling algorithms,
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some application can be handled before others, regardless of when they occurred
in the system. Priority queueing systems form a large class of queueing systems
where the incoming requests are to be distinguished by their importance [7]. A
typical example of the use of such algorithms are routers, to which are flowing
subsequent packets. Core routers classify incoming packets to classes of traf-
fic, and then handle packets belonging to the aggregated streams. Packets are
handled in accordance with an implemented queueing mechanism and specific
support and traffic shaping policies in order to provide services with the agreed
QoS [8]. QoS is one of the most important challenges arising during the design
and maintenance of both modern computer networks and next generation net-
works [9]. Guaranteeing adequate quality of service is of particular importance
in the case of real-time applications such as Voice over IP [10] and video - IPTV
[11]. These services are particularly sensitive to delay and require a guaranteed
bandwidth [12]. To provide the desired QoS packages for the entire route from
the sender to the recipient has been the subject of research for many years
[13-15]. Research in this area can be divided into two groups. In the analytical
methods the authors sought solutions of algebraic or differential equations which
bind together the probability of events in the system. In the simulation methods
were used most often implantation queueing algorithms, which were then sub-
jected to statistical analysis. Based on the analysis of available research, it can
be stated that the analytical methods most commonly include relatively simple
queueing systems, which require implementation of many of the assumptions
of the stochastic nature of the traffic flow. Complex systems are very difficult
in the analysis and their functioning can be effectively examined by simulation
methods. It should be noted that, to construct a sufficiently accurate model is
not simple, and the waiting time for results could be discouragingly long. Hence,
the aim of this study was to use models of Petri nets to assess the efficiency and
to study the effectiveness of queueing mechanisms of PQS. Such an assessment
may also be useful in the design and analysis of data in computer networks,
distributed systems and multiprocessor systems. Constructed queueing models
allowed estimation of significant features and parameters of the system under
test.

2 Petri Nets and Network Models

Petri nets are a graphical and mathematical tool used in many fields. They are
seen as a mathematical tool for modeling of concurrent systems [16, 17]. Al-
though there are many varieties of Petri nets [18, 19] their common feature is
the structure based on a bipartite directed graph, i.e. graph with two types of
vertices, alternately connected by directed edges (or arcs). These two types of
vertices represent, in general terms, conditions and events occurring in a mod-
eled system, but each event can occur only when fulfilled are all the conditions
associated with it. Formally Petri net is defined as a system N = (P, T, A) com-
posed of a finite set P of p-elements (representing conditions), a finite set 1" of
t-elements (representing events) and a set A of arcs connecting the p-components
with t-elements and t-elements with p-elements, A C P x TUT x P, A is also
called the flow relation. p-elements connected by arcs directed to an t-element
are called its input elements, while p-elements connected by arcs facing away
from a t-element are called its output elements.
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The overlapping of events is repres ented here by the so-called tokens assigned to the p-
network elements, typically p-element, with which is associated at least one marker indi-
cates that the condition represented by the element is fulfilled. Location of markers in the
p-components can be described by marking function, m: P — {0, 1, 2 ...} or presented as
a vector specifying the number of tags assigned to the further p elements of network m =
[m(p,), m(p,), ...]. The network N together with the (initial) marking function m, is called
the labeled M network, M =(N, my)=(P, T, A, m,). To evaluate the performance of the
modeled system, i.e. to determine how quickly certain events may follow each other, in a
Petri networks one must also take into account the duration of the modeled events [20].
Extension of networks by definitions of time allows for their use in modeling of real-time
systems [21]. Formally temporal models are an extension of token models, with the
additional elements of the description defining the times of overlapping of events and the
probability or frequency of occurrence of random events. The temporal T network is thus
defined as the system T = (M, c, f) where: M is alabeled network, M = (P, T, A, my), ¢
is a function of the resolution of conflicts ¢: T — [0, 1], which for each class of decision
gives the probability of particular events belonging to this class, and for other conflict
events gives their relative frequency used for random conflict resolution, and f - defines the
times of occurrence of the event, f: T— R, where R - denotes the set of non-negative
real numbers. The duration time of events can be deterministic, specified by the f{t) value
or stochastic described by a corresponding function of probability of density with the f{#)
parameter. In the case of distributions described by more parameters the value of the f
function should be treated as vectors of the appropriate values. Performance evaluation of
the model using a temporal network is well described in the literature [17, 22].

3 The Model

Several versions of Petri nets have been used as models of systems which exhibit
concurrent and parallel activities. Stochastic Petri nets and timed Petri nets have many
similarities but deal with temporal properties of models in a different way, so sometimes
the similarities may be misleading. The basic model used here is known as an inhibitor
Petri net N, which is a bipartite directed graph N = (P, T, A, H) where P and T are two
disjoint sets of vertices P N T = ), called places and transitions, respectively, A is a
set of directed arcs connecting places with transitions and transitions with places, A <
P X TUTX P, and H is a set of inhibitor arcs connecting places with transitions, H C
P X T.Normally, AN H = @. For performance analysis of Petri net models, temporal
characteristics of occurring transitions must be taken into account. This can be done
in several ways assigning occurrence timed to places, or to transitions, or even to arcs
of the Petri net models. In timed nets, the occurrence times of some transitions may be
equal to zero, which means that such occurrences are instantaneous, all such transitions
are called immediate, while the others are called timed. It should be noted that such a
convention effectively introduces the priority of immediate transitions over the timed
ones, so the conflicts of immediate and timed transitions are not allowed in timed nets.
To evaluate the performance of the modeled systems used was a Petri net model shown
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schematically in Fig. 1. Based on the prepared models studied were mechanisms of traffic
shaping in systems based on priority queues. In the studied models, have been made
assumptions that the PQ model will consist of three priority queues (places p;, p2, p3).
The three places, p;, p2 and ps, are queuing for class-1, class-2 and class-3 packets,
respectively. It is assumed that all queues have infinite capacities. This will allow the
display of traffic data with high, medium and low priority. In the studied models, data
has been denoted as class-1 (high priority), class-2 (medium priority), class-3 (low
priority). Timed transitions #;, > and f3 represent a transmission channel for class-1
packets (t;), class-2 packets (f2) and class-3 packets (t3). In the studied model, for
simplicity, has been assumed that the transmission time is deterministic and is 1 time
unit (for all three classes). In the studied model, place psis shared by the transitions #;, 1,
and #3. In order to ensure that only one packet is transmitted at the moment, place p4 has
been marked with a single token (i.e., mo(ps) = I). Furthermore, inhibitor arc (p, t2)
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Fig. 1. Petri net model of priority queueing system



306 Modeling and performance analysis of priority queuing systems

does not allow transmission of data with the transit 7> when the package is ready to be
transmitted from class-1. Similarly, inhibitor arc (p;, #; and p2, t3) allows transmissions
only when there is no data type class-1 and class-2 waiting for transmission. A charac-
teristic feature of priority queues is the fact that if any packets are in the queue with a
higher priority packets waiting in queues withlower priority cannot be sent. Data transfer
only the queues with higher priority can lead to “starvation” of the data classified into
lower priority queues. The phenomenon of starvation data (starvation problem) can be
eliminated by introducing configurable queuing CQ (Custom Queuing). This mechanism
allows to handle the queues on the basis of round-robin by downloading the first x bytes
from the first queue, then y bytes from the second queue and z bytes from the third queue.
This design prevents the extinction of less privileged streams. In the studied models,
assumptions have been made that the model X421 will support successively 4 packages
of type class-1, then 2 packages of type class-2, and finally 1 package of type class-3
and the model X432 will support successively 4 packages of type class-1, then 3
packages of type class-2, and 2 package of type class-3. Based on so prepared models
were studied mechanisms of traffic shaping in systems based on Priority Queuing with
the priorities of 4-2-1 and 4-3-2. As a source of data generation in all three queues, used
were M-timed Petri nets (Markovian nets).

4 Results and Discussion

Performance results, obtained by discrete-event simulation of the timed Petri net
models, are compared for two cases to show the influence of different weights on the
performance characteristics. Both cases use three classes of traffic with weights equal
to 4, 2 and 1 in one case (denoted X421) and equal to 4, 3 and 2 in the second case
(denoted X432). Fig. 2 shows average waiting times of packets when the packets arrive
with the same rates in all three classes. When the traffic intensity approaches 1, the
waiting times become significant, especially for class-3 packets as this class receives
the least amount of service (according to the weights). Also, the differences of waiting
times are less pronounced for the case X432 as the amounts of service for different
classes are more similar in the X432 case than in X421.
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Fig. 2. Average waiting times for X421 model (left) and X432 model (right)
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A different characterization of waiting times is shown in Fig. 3, in which the traffic in
classes-2 and 3 are constant at the levels of traffic intensity equal to 0.5 for class-2 (p;
=0.5) and 0.2 for class-3 (p; = 0.2), and with traffic intensity changing from 0 to 1 for
class-1. It should be observed that the constant traffic in classes 2 and 3 for X421 are at
the levels above the levels guaranteed by the weights (these levels are 2/7 =0.287 for
class-2 and 1/7 =0.143 for class-3) while for X432 the guaranteed levels are 1/3 for
class-2 and 2/9 =0.222 for class-3, so the constant traffic is below the guaranteed level
for class-3.
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Fig. 3. Average waiting times for X421 model (left) and X432 model (right) as a function of
with p2=0.5 and p3= 0.2

In Fig 3, as the traffic intensity in class-1 increases, initially the increasing traffic in class-1 uses the
remaining capacity of the channel (the constant traffic of classes-2 and 3 use 70 % of this capacity).
For p; = 0.3 the channel is used in 100 %, so any further increase in class-1 traffic is possible only at
the expense of traffic in the other classes. For p; > 0.3, traffic in class-2 becomes partially blocked and
some incoming class-2 packets cannot be forward through the channel (ie., class-2 becomes
nonstationary when the queue is infinite). For X421, when p; > 04, traffic in class-3 also becomes
partially blocked and class-3 becomes nonstationary. Traffic in classes-2 and 3 is gradually reduced
to the guaranteed levels, and for p; > 4/7, class-1 also becomes nonstationary. For X432, class-2
becomes nonstationary also for p; > 0.3, however, class-3 is stationary in the whole range of p;
values. Class-1 becomes nonstationary for p; > 1 - 0.2 - 1/3 =0.467. Fig4 is a complementary
illustration to Fig.3. It shows, for each class, the fraction of the total number of incoming packets that
are forwarded through the channel. For X421, for p; > 0.3, some class-2 packets are blocked (by class-
1 traffic), and for p; > 0.4, some of class-3 packets cannot be forwarded either. Finally, for p; > 4/7,
class-1 becomes nonstationary.
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Fig. 5. Channel utilization for X421 model (left) and X432 model (right) as a function of p;
with p2=0.5 and p3=0.2

For X432, class-3 traffic is not blocked by traffic in other classes. Class-2 traffic is
partially blocked by class-1 traffic for p; > 0.3. Class-1 becomes nonstationary for p; >
0.467. Fig.5. is yet another illustration of the interplay of different classes of traffic. It
shows how the channel is used by the classes of traffic as a function of traffic intensity
of class-1. The blocking of traffic in classes-2 and 3 for X421 and in class-2 for X432 is
manifested by the reduction of channel utilization to the levels implied by the weights.

5 Summary

Through telecommunications networks, including the Internet pass huge amounts of
information. We may relatively easily calculate the transfer time from node to node,
knowing the distance between the nodes and the transmission speed of the link.
Unknown is, however, time and nature of expectancy in the node.
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Un the one hand, 1t 1S 1mportant to make the best use ol network resources, and on the
other an increase in network usage worsens the quality of service (growing queue of
nodes, increasing like- lihood of overflow). Hence the planning and development of
computer networks can be supported using mathematical modeling and computer
simulation. The study demonstrated that the use of models of temporal Petri nets can be
used to evaluate the performance and effectiveness of the Priority Queuing Systems. It
should be noted that the models can often be very complex, and analyze them without
a flexible and robust software tools is almost impossible. Although there are many
tools for modeling and data analysis with Petri nets, only a few of them can be used in
the study of complex systems. It was shown that hierarchical modeling in which we
consider some parts of the model at a very detailed level and the other portions on a
more general level can be easily implemented based on the Petri net models. Model or
its parts can easily undergo further and detailed analysis.
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