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Abstract 

In this thesis, a transfer function-based load model is determined for commercial and 

industrial load. This model is derived from the composite load model which consist of an 

induction motor and static load. This developed model is compared to composite load 

model by considering two cases: 1) a small motor composition load or commercial load 

and 2) higher motor composition load or industrial load. The research is conducted through 

MATLAB/Simulink simulation. In order to compare the dynamic response of developed 

model, a comparative study has been done between the two models. In addition, the 

influence of voltage and frequency dependency terms on the overall model accuracy for 

developed model has been evaluated through several case studies considering both voltage 

and frequency dependency disturbances. 

A short-term load forecast model is developed for an electrically heated house. This 

research work is based on experimental data collected by installing current sensors in a 

house in St. Johns, Newfoundland, Canada. The data was collected for three years and only 

one-year data is used for this model. The model is based on Recurrent Neural Network 

(RNN) with wavelet transform. The proposed model is verified by comparing other 

developed models in the literature through MATLAB deep learning toolbox and wavelet 

toolbox. The proposed model can more accurately forecast the load.  
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Chapter 1 

Introduction 

1.1 Background 

Load model and forecasting has significant impact on power systems and smart grids 

analysis, planning and control. The advantages of adequate load representation are briefly 

presented in [1,2]. Different uncertainty factors such as weather-dependent compositions load, 

diverse load components, the lack of high frequency data and detailed load information cause 

the most challenging part to develop an adequate load model and improvement of the load 

forecasting accuracy in power system simulation.  

Load modeling means to develop a mathematical representation of the real power (P) and 

reactive power (Q) in terms of the bus voltage magnitude (V) and the frequency (f) which 

represents approximate load behaviors [1]. In the industry, it is common practice to use 

relatively simple load models for power system studies [2]. Load models is used in dynamic 

power system studies [3]-[9]. The aim of studies dynamic load model is to analysis the transient 

stability, small-disturbance stability, longer-term dynamics [10]. 35% of Americas and 25% of 

the overall world industries use different load models for different load classes in dynamic 

power system studies [10]. 

Currently, industries use several load models for dynamic load model studies and it is 

reported in [11] that a composite load model consists of ZIP and induction motor is dominant 

practice in the USA as shown Fig. 1.1. Another well known dynamic load model form is transfer 

function-based load model, composed of a static part and a dynamic part and this model 
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represents the real power and reactive power as a function of both voltage and frequency [12]. 

In this thesis, the two models have been compared together through the same event. 

 
Fig. 1. 1. Adopted load model in USA industries for dynamic power system studies [11]. 

Load forecasting model are used in power system operation including decision-making in 

the power system, financial and supply planning, demand-side management and so on, helps to 

optimize utilities and reduce the electricity cost [15]-[17]. Based on [14] short-term prediction 

has a direct application for quick electricity demand response among all load forecasting 

methodologies. Recently, research has designated computational intelligence short-term load 

forecasting methods and it is shown that hybrid neural networking is more suitable for STLF.  

The research of load forecasting based on the house electrical load is limited compared to 

commercial and industrial electrical load. The U.S. Energy Information Administration (EIA) 

reported in 2019 that electricity use in the residential and commercial building sectors increases 

rapidly; and energy consumed in the buildings sector includes residential and commercial 

building increases by 1.3% per year [13]. Therefore, house electrical load studies are very 

important as it represents important load class. But individual house power consumption data is 

highly uncertain compared to commercial and industrial load classes [18]. Although there are 
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several models used by researchers to improve the load forecast, the characteristic of individual 

house data causes serious difficulty to improve the accuracy of load forecast [19].   

1.2 Objective of the Research 

The goal of this thesis is to develop a transfer function-based load model for commercial, 

industrial load; and model a short-term load forecasting method for electrically heated house 

load. The goal will be achieved through the following objectives: 

1. Derive a transfer function-based load model from the composite load model for 

commercial and industrial load; 

2. Design a transfer function-based load model and composite load model using 

MATLAB’s Simulink and carry out experimental measurements to evaluate the 

accuracy of the proposed model; 

3. Propose a topology for short-term load forecasting of electrically heated house load that 

is capable of increasing the accuracy of prediction; 

4. Construct the proposed short-term load forecasting model using MATLAB’s deep 

learning toolbox and wavelet toolbox; and carry out experimental measurements to 

validate the performance of the proposed model. 

1.3 Contribution of the Research 

The specific contributions of the research are presented in four categories based on the 

chapters of the thesis as follows: 

1. Investigation and Study of the dynamic load models and short-term load forecasting 

methods (Chapter 2) 
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The unique principles and features of the basic topologies of load model is discussed in this 

chapter. Different types of load models and topologies that are used to dynamic load models 

were presented. In this chapter, several recent proposed short-term load forecasting methods 

based on RNN were discussed and their features are highlighted. 

2. A transfer function-based load model is developed and validate the performance for 

commercial load (Chapter 3) 

 A transfer function-based load model is developed analytically from a composite load 

model. The developed model has a 1st order voltage term, a 1st order frequency term, a 2nd order 

voltage term, a product of a 1st order voltage and a 1st order frequency term, and a product of a 

2nd order voltage and a 1st order frequency term. The coefficients of these voltage and frequency 

terms are 3rd order transfer-functions and this provides the reason of have better performance 

of the 3rd order transfer-function in the past research. A comparison between the developed 

transfer function-based load model and the original composite load model is studied and 

analyzed in this chapter. Three levels of simplification of the transfer function-based load model 

are subjected to evaluate the performance of the developed load model. 

3. A transfer function-based load model is developed and evaluate the accuracy of 

developed model for industrial load (Chapter 4) 

 A transfer function-based load model is derived analytically from a composite load model. 

A comparison between the developed transfer function-based load model and the original 

composite load model is evaluated for a high motor composition load (industrial load). 

4. A short-term load forecasting method for is developed and validate the accuracy of the 

proposed model using electrically heated house load data (Chapter 5) 
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A short-term power load forecast model of an electrically heated house in St. John’s, 

Newfoundland, Canada is proposed in this chapter. The detailed procedure to construct the 

short-term load forecasting method based on RNN and wavelet transform is discussed. The 

accuracy of the proposed model is studied and analyzed in detail. 

1.4 Thesis Outline  

This thesis consists of three manuscripts and all manuscripts have been already published. 

The thesis outline is organized as follows: 

In Chapter 1, the importance of the research topic is introduced; the objectives of the 

research work are described. 

In Chapter 2, a literature review for the research work is presented. The main objective of 

this thesis is modeling and forecasting of commercial, industrial and a house electrical load. 

In Chapter 3, a transfer function-based load model is derived analytically from composite 

load model based on an induction motor and static load (the Detailed transfer function-based 

load model derivation and initial value calculation can be found in Appendix A and Appendix 

B). A comparative study of composite load model and transfer function-based load model has 

been conducted through MATLAB/Simulink simulation by using small motor composition load 

for various voltage and frequency disturbances. The developed transfer function-based load 

model is verified by comparing with composite load model for voltage and frequency 

disturbance. In this chapter, the error of simplification levels of transfer function-based load 

model are evaluated, three levels of simplifications are made to the full model of transfer 

function-based load model. Each simplified model is compared against the original composite 

model. This study is conducted for a combination of a small induction motor, 25 HP and large 
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static load, 120KW. This comparative study evaluates the errors caused by simplification levels 

of the full model. A version of this chapter has been published in the IEEE Transactions on 

Industry Applications in September/October 2019 regular issue. 

In Chapter 4, a transfer function-based load model is developed for industrial load A 

transfer function-based load model and composite load model have been compared through 

MATLAB/Simulink simulation by using high motor composition load. The high motor 

composition load (i.e. induction motors are dominant in the load composition) is an important 

load class and used for industrial facilities. In this chapter, several case studies are conducted 

using the sample system to evaluate the accuracy of derived model for voltage and frequency 

disturbance. A version of this chapter has been published in the proceedings of 2019 IEEE 

Canadian Electrical Power and Energy Conference (EPEC).  

In Chapter 5, a robust short-term power load forecast model of an electrically heated house 

in St. John’s, Newfoundland, Canada is proposed. This method is developed by using neural 

network based on wavelet transform.  SWT are used to decompose the original data and a neural 

network consists of a Bi-LSTM and a LSTM with dropout layer. The accuracy of the proposed 

model is evaluated by comparing it against other developed short-term load forecasting models 

which are subjected to two seasonal load classifications. A version of this chapter has been 

published by European Journal of Electrical and Computer Engineering, ISSN (Online): 2506-

9853. 

In Chapter 6, the research outcomes are summarized, and the potential future research 

scope is addressed. 
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Chapter 2 

Literature Review 

2.1 Load Model 

According to [1], in power system engineering, ‘Load’ can be defined as 1) 1) Load Device: 

a device, connected to a power system, that consumes power; 2) System Load: the total power 

(active and/or reactive power) consumed by all devices connected to a power system; 3) Bus 

load: a portion of the system that is not explicitly represented in a system model, but rather is 

treated as if it were a single power-consuming device connected to a bus in the system model; 

4) Generator or plant load: the power output of a generator or generating plant. Among these, 

‘bus load’ is the main concern for bulk power system studies. 

A load model is a mathematical representation of the relationship between a bus voltage 

magnitude (V) and the frequency (f) and the real power (P) and reactive power (Q) or current 

flowing into the bus [1]. In order to analysis the load model with effectively, grouping of loads 

into several classes are important. As per [1], a load is classified in three categories: 1) 

residential, 2) commercial and 3) industrial.  

A static load models that expresses the active and reactive powers at any instant of time as 

functions of the bus voltage magnitude (v) and the frequency (f) at the same instant. Static load 

models are used both for essentially static load components, e.g., resistive and lighting load. The 

commonly known static load models are exponential load model as shown in (2.1) and (2.2); 

constant impedance (Z) load model, constant current (I) load model, constant power (P) load 
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model, ZIP load model as shown in (2.3) and (2.4),  EPRI LOADSYN static load model as 

shown in (5) and (6). 

𝑃 =  𝑃0 (
𝑣

𝑣0
)
𝑝

              (2.1) 

𝑄 =  𝑄0 (
𝑣

𝑣0
)
𝑞

               (2.2) 

Where, 𝑝 and 𝑞 the exponents of (2.1) and (2.2). With these exponents equal to 0, 1, or 2, 

the model represent constant power, constant current, or constant impedance characteristics, 

respectively. 

𝑃 =  𝑃0 ( 𝑎𝑝 (
𝑣

𝑣0
)
2

+ 𝑏𝑝 (
𝑣

𝑣0
) + 𝑐𝑝) (1 + 𝑘𝑝𝑓𝛥𝑓)            (2.3) 

𝑄 =  𝑄0 ( 𝑎𝑞 (
𝑣

𝑣0
)
2

+ 𝑏𝑞 (
𝑣

𝑣0
) + 𝑐𝑞) (1 + 𝑘𝑞𝑓𝛥𝑓)           (2.4) 

Where, 𝑎𝑝, 𝑏𝑝, 𝑐𝑝, 𝑎𝑞 , 𝑏𝑞 , 𝑐𝑞 , 𝑃𝑎1, 𝑄𝑎1  are the coefficients; 𝑘𝑝𝑓 , 𝑘𝑞𝑓   parameters frequency 

sensitivity. 

𝑃 = 𝑃0 {𝑃𝑎1 (
𝑣

𝑣0
)
𝐾𝑝𝑣1

[1 + 𝐾𝑝𝑓1𝛥𝑓] + (1 − 𝑃𝑎1) (
𝑣

𝑣0
)
𝐾𝑝𝑣2

}          (2.5) 

𝑄 = 𝑃0 {𝑄𝑎1 (
𝑣

𝑣0
)
𝐾𝑞𝑣1

[1 + 𝐾𝑞𝑓1𝛥𝑓] + (
𝑄0

𝑃0
− 𝑄𝑎1) (

𝑣

𝑣0
)
𝐾𝑞𝑣2

[1 + 𝐾𝑞𝑓2𝛥𝑓]}      (2.6) 

Where, 𝐾𝑝𝑣1, 𝐾𝑝𝑣2, 𝐾𝑞𝑣1, 𝐾𝑞𝑣2 voltage exponents for frequency dependent and independent 

real and reactive power, respectively; 𝐾𝑝𝑓1, 𝐾𝑞𝑓1 are the frequency sensitivity coefficients for 

real and uncompensated reactive power load; 𝐾𝑞𝑓2 is the frequency sensitivity coefficient for 

reactive power compensation.  

A dynamic load model that expresses the active and reactive powers at any instant of time 

as functions of the voltage magnitude and frequency at past instants of time and, usually, 
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including the present instant. The widely used dynamic load models are induction motor (IM), 

exponential recovery load model (ERL).  

Some scientific papers focus on developing a composite load model, consists of static and 

dynamic load model. A comparative study among composite load model, static load model and 

dynamic load model has been conducted in [2], [3] and concludes that composite models can 

capture more accurate dynamic responses of the loads to disturbance. The widely used 

composite load models are including a composition of induction motor and ZIP load model [8]-

[10]; Complex Load Model (CLOD); and Western Electricity Coordinating Council (WECC) 

composite load model [4]-[6]. A composite load model consists of ZIP and induction motor is 

one of appropriate form to describe both dynamic and static properties of the load. [7] estimated 

that 30% of USA industries practice this model due to its simplicity with clear physical meaning. 

Mathematically, ZIP model and the induction motor can be represented by third order 

differential equations [13] and polynomial equations [1], respectively.  

There are many published techniques to determine the parameters of load model. 

Measurement-based approach is usually used in the composite load model based on ZIP and 

induction motor [8]-[12]. For the measurement-based methods, field measurement data or lab 

testing results are recorded. Therefore, it provides actual field data to capture load 

characteristics. 

During the past decades, another well-known form for dynamic load studies known transfer 

function-based load model is reported [14]-[25]. This model also contents static and dynamic 

properties [16], similar characteristic with the composite load model. In the literature, there are 

two streams of research on this model: 1) Consider voltage only; 2) Consider both voltage and 

frequency. Although, most of transfer function-based load model [15],[17],[22]-[24] 
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mathematically represents the real and reactive power as a function of the bus voltage magnitude 

(v) and the frequency (f);  [17]-[20] considered only the voltage magnitude (v) in order to 

simplify the model complexity of the model. Therefore, it arises the question that only 

considering voltage variation is enough to represent the load model or both voltage and 

frequency variation need to be considered. 

Considering only the voltage variation (∆V), the coefficient of transfer function-based load 

model can be 1st order [18][19], 2nd order [17][20], or 3rd order [17]. Considering both voltage 

and frequency variation, the coefficient of this model can be 1st order [17], or 2nd order [15]. 

Therefore, it raises the question of what order of transfer-functions should be chosen.  

However, based on the literature review, there has no comparison between composite load 

model and transfer function-based load model through the same event and no accuracy of model 

evaluation by reducing the levels of the model. In this section, the literature review for the 

research work is focused on load modeling.  

2.2 Load Forecast 

Load forecasting plays a vital role in planning electricity distribution networks due to 

proper understanding of the future electric load demand. Improving the accuracy of load 

forecasting is important to generate scheduling of power system including economic dispatch 

and reliability. In the literature, researcher focused on short-term load forecasting method for 

different load scenarios among all power system load forecasting methods due to impact of 

higher accuracy estimation of electricity demand [37]-[40]. Earlier, load demand was predicted 

through the help of charts and tables considering weather condition. The methods of load 
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forecasting have moved from traditional techniques to AI techniques [32] due to more accurate 

prediction ability compared to others [26],[29]-[31].  The RNN method has high performance 

to predict the short-term load forecasting [33] among modern AI techniques including SVM, 

ANN, CNN and so on. 

A hybridization of neural network with wavelet transform or other learning techniques, is 

most prominent technique that receive more attention for short-term load forecasting. A hybrid 

deep learning forecasting method provide high performance of load forecasting in terms of time 

requirement and accuracy due to ability of learning non-stationary and complex time series data. 

Some of the present hybrid deep learning forecasting techniques are reported in the literature. 

These methods are a hybrid ARIMA and ANN with DWT based daily peak load forecast [34]; 

a composition of 1-D CNN and LSTM based power consumption forecast [35]; a composition 

of DWT and LSTM based wind power forecast [36]; a hybrid DWT and CRT based load 

forecast [27];  SWT with LSTM neural network based load forecast [28]. Neural network learns 

the features of the data [27]-[28],[35]-[36] but it overfits the prediction model for large neural 

networks [41]. Therefore, it reduces the short-term load forecasting accuracy. In this section, 

the literature review for the research work is focused on load forecasting method.  

2.3  Outcomes of the Thesis 

In this thesis, the transfer function-based load model is developed from composite load model 

for commercial and industrial load. The accuracy of developed load model is verified investigated 

by several case studies through MATLAB/Simulink simulation. A STLF model is proposed for 

a house electrical load using RNN with wavelet transform techniques; and proposed model is 

verified through MATLAB deep learning toolbox and wavelet toolbox by using the collected 
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current sensors data of a house. The proposed approaches and outcomes of the thesis are described 

as follows: 

• In chapter 3, a transfer function-based load model for commercial load is developed 

analytically using a composite load model. This model is verified by compering the original 

composite load model by applying various voltage and frequency disturbances. The 

influence of voltage and frequency dependency terms on the overall model accuracy for 

developed model is evaluated by three levels of simplifications of full model. 

• In chapter 4, a transfer function-based load model for large motor composition is developed. 

The dynamic responses of the developed model are compared to original composite model 

and verified the accuracy of developed model by four cases.  

• In chapter 5, a STLF model is developed for a house electrical load using current sensors 

data of the house. A SWT technique is used to decompose the input data and RNN is used 

to extract the feature and predict the load. The accuracy of the proposed model is verified 

by several case studies and can forecast the house electrical load more accurately than other 

developed model.  
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Abstract- The composite load model consisting of an induction motor and a static load has been 

adopted by some utility companies in practical power system dynamic studies. Another form of 

dynamic load model is the transfer function-based load model. Although both types of dynamic 

load models are well accepted, there is no comparison done regarding their performance, and 

no evaluation on the influence of voltage and frequency dependency terms on the overall model 

accuracy for transfer function-based load models. In this paper, a transfer function-based load 

model is developed analytically using a composite load model. Dynamic responses of the 

developed transfer function-based load model and the original composite load model are 

compared subjected to various voltage and frequency disturbances. The transfer function-based 

load model is a function of both voltage and frequency, three levels of simplifications are made 

to the full model in order to evaluate the corresponding accuracy. It is found the reduced model 

with both the 1st order voltage ∆V term and 1st order frequency ∆f term has the smallest error 

among the three reduced models. 

Keywords- Composite load model, induction motors, linearization, static load, transfer 

function. 
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3.1 Introduction 

Power system planning, operation, and control rely heavily on simulation models. In bulk 

power system studies, a load refers to the collective power demand at a substation. A load model 

is a mathematical representation of the relationship between the bus voltage magnitude (V) and 

the frequency (f), and the real power (P) and reactive power (Q) flowing into the bus, i.e., the 

load model can be represented mathematically by P = f(V,f), and Q = g(V,f) [1].     

The composite load model consists of an induction motor and a static load, which is widely 

investigated as a dynamic load model for power system dynamic studies in the literature [2]-

[10]. A common form of a static load in the composite load model is the ZIP (constant 

impedance, constant current and constant power) model [4]. Mathematically, the induction 

motor can be represented by differential equations [11], while the ZIP model can be represented 

by polynomial equations [1].  

In the composite load model, however, the induction motor is represented by the 

conventional equivalent circuit, identification of the equivalent circuit parameters are the 

fundamental task of the model creation. The parameters of the composite load model are usually 

determined using the measurement-based approach based on recorded field measurement data 

or lab testing results. Due to its simple structure, well defined physical meaning, and the ability 

to describe both dynamic and static properties of the load, the composite load model has been 

adopted by many utility companies for practical system studies [10].   

Another form of dynamic load model reported in the literature is the transfer function-based 

load model [11]-[22]. The nature of the power system transfer-function has been investigated in 

[13], it is found that the power system transfer-function is composed of a static part and a 
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dynamic part. This characteristic matches with that of a composite load model. The load model 

is defined as a function of both voltage and frequency, and thus, it has voltage dependency and 

frequency dependency characteristics. Based on the published papers, the transfer function-

based load model developed by the researchers can be categorized into two streams: 1) Consider 

voltage only; 2) Consider both voltage and frequency.   

In [14]-[17][22], only the voltage variation (∆V) is considered in the transfer function-

based load model. The transfer-function as the coefficient of the load model is 1st order [15][16], 

2nd order [14][17], or 3rd order [14]. [14] conducted a comparison between 2nd and 3rd order 

transfer-function, together with a 1st order transfer-function with a different load structure 

(consider both voltage and frequency). It is found in [14] that the developed 2nd order and 3rd 

order load model structures are better in capturing load behaviors during transients than the first-

order load model structure. However, this conclusion is drawn based on a trial and error basis, 

there is no explanation in the literature to explain why this occurs in power systems. To 

determine the proper order of the transfer-function, [22] proposes a variable-order transfer 

function-based load model, where the automatic derivation of the minimum-required order of 

the transfer-function for the load model can be achieved through the vector fitting technique. 

The 2nd order and 3rd order transfer-functions have been shown in [22].  

In [12][14], a power system load model is created by considering both voltage and 

frequency variations. [14] uses the 1st order transfer-function for both voltage and frequency 

terms for real and reactive power; while [12] proposes a more complicated form, where the 

reactive power is related to the voltage variation only without involving a transfer-function, but 

the real power is related to both voltage and frequency variation involving a 2nd order transfer-

function. [18]-[20] propose a load model for motor drive systems with 7th order transfer-
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functions considering both voltage and frequency variations. However, such load model is for 

power electronic devices with complicated control systems, it does not well represent general 

load in power systems.   

[12] is the only paper that created both transfer function-based load model and composite 

load model for a 30 MW paper mill. The transfer-function in [12] has been discussed in above 

paragraph, and the composite load model consists of an induction motor and a static load (a 

resistor in parallel with a capacitor). Although each load model is validated by comparing with 

field measurement data with a separate event, but they have not been compared together through 

the same event.  

The questions to be answered for transfer function-based load model for power systems can 

be summarized as follows: 1) What is the order of transfer-functions? 2) Should both voltage 

and frequency variation be considered? If yes, in what order should they be considered, i.e., 

should we consider ∆V and ∆V2? 3) What would be the performance comparison between the 

transfer function-based model and the composite load model for a same system?        

In the literature, a composite load model and a transfer function-based load model are both 

acceptable form of dynamic load models, and the composite load model is more preferred by 

utility companies partly due to its easier implementation in utility’s simulation software and 

more clear physical meaning [3]. However, there is no comparison conducted for the two load 

models in the literature for their performance. The voltage and frequency dependency are major 

characteristics of a load model, however, there is no quantity evaluation regarding errors caused 

by simplification levels of the model, such as without considering the frequency variation term.   

To answer these questions and address existing concerns, in this paper, a transfer function-

based load model is derived analytically from a composite load model using the linearization 



24 
 

approach [18]. This composite load model has an induction motor and a static load in the ZIP 

model form. Once the transfer function-based load model is developed, its dynamic responses 

are compared with that of the original composite load model. Three levels of simplifications are 

implemented on the developed transfer function-based load model to evaluate the influence on 

accuracy due to simplifications. Voltage disturbances, frequency disturbances, and a 

combination of voltage and frequency disturbances are applied to the load models for 

performance evaluation. 

The major contributions of the paper include: 1) a transfer function-based load model is 

developed analytically from a composite load model (an induction motor and a ZIP model), the 

developed full model has a first order voltage term (∆V), a first order frequency term (∆f), a 

second order voltage term (∆V2), a product of a first order voltage and a first order frequency 

term (∆V∆f), and a product of a second order voltage and a first order frequency term (∆V2∆f), 

and the coefficients of these voltage and frequency terms are 3rd order transfer-functions, this 

provides insight why the 3rd order transfer-function appears to have better performance in the 

past research; 2) the comparison is made between the developed transfer function-based load 

model with the original composite load model, which has not yet been done in the literature; 3) 

the accuracy of the transfer function-based load model is evaluated subjected to different levels 

of simplification. 

The paper is arranged as follows: in Section II, the proposed transfer function-based load 

model is derived analytically from the composite load model; in Section III, the accuracy of the 

developed transfer function-based load model is verified by several case studies considering 

different disturbances; in Section IV, the accuracy of the transfer function-based load model is 

evaluated for different levels of simplification; conclusions are drawn in Section V. 
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3.2 Mathematical Derivation of a Transfer Function-Based Load Model from 

a Composite Load Model 

A combination of dynamic and static load models is known as a composite load model. An 

induction motor combined with a ZIP model is a widely used composite load model structure. 

In this model, the induction motor represents dynamic and steady-state characteristics, and the 

ZIP model only represents steady-state characteristics. The transfer function-based load model 

is developed from the composite load model using the linearization approach [18]. Fig. 3.1 

represents the transformation from a composite load model to a transfer function-based load 

model. 

 
Fig. 3. 1. Transformation from a composite load model to a transfer-function load model. 

To derive the transfer function-based load model analytically from the composite load 

model, the linearization technique is adopted [18] by linearizing the whole system equations 

including differential equations of the induction motor and polynomial equations of the ZIP 

model.  

The induction motors can be represented by the following differential equations [11]: 
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𝑣𝑑𝑠 = 𝑅𝑠𝑖𝑑𝑠 − ω𝑠Ψ𝑞𝑠 +
𝑑𝛹𝑑𝑠

𝑑𝑡
                               (3.1) 

𝑣𝑞𝑠 = 𝑅𝑠𝑖𝑞𝑠 + ω𝑠Ψ𝑑𝑠 +
𝑑𝛹𝑞𝑠

𝑑𝑡
                       (3.2) 

𝑣𝑑𝑟 = 𝑅𝑟𝑖𝑑𝑟 − (ω𝑠 − ω𝑟)Ψ𝑞𝑟 +
𝑑𝛹𝑑𝑟

𝑑𝑡
                      (3.3) 

𝑣𝑞𝑟 = 𝑅𝑟𝑖𝑞𝑟 + (ω𝑠 − ω𝑟)Ψ𝑑𝑟 +
𝑑𝛹𝑞𝑟

𝑑𝑡
           (3.4) 

Ψ𝑑𝑠 = 𝐿𝑠𝑖𝑑𝑠 + 𝐿𝑚𝑖𝑑𝑟                              (3.5) 

Ψ𝑞𝑠 = 𝐿𝑠𝑖𝑞𝑠 + 𝐿𝑚𝑖𝑞𝑟                         (3.6) 

Ψ𝑑𝑟 = 𝐿𝑚𝑖𝑑𝑠 + 𝐿𝑟𝑖𝑑𝑟                         (3.7) 

Ψ𝑞𝑟 = 𝐿𝑚𝑖𝑞𝑠 + 𝐿𝑟𝑖𝑞𝑟                         (3.8) 

𝑇𝑒 = 1.5𝑃(Ψ𝑑𝑠𝑖𝑞𝑠 − Ψ𝑞𝑠𝑖𝑑𝑠)                        (3.9) 

𝑑ω𝑟

𝑑𝑡
=

𝑝

2𝐻
(𝑇𝑒 − 𝑇𝑚)                                        (3.10) 

𝐿𝑠 = 𝑙𝑠 + 𝐿𝑚                                           (3.11) 

𝐿𝑟 = 𝑙𝑟 + 𝐿𝑚                                           (3.12) 

𝐽 =
2𝐻

𝑝
                                                       (3.13) 

Where, 

𝛹𝑑𝑠 , 𝛹𝑞𝑠   stator 𝑑 − and 𝑞 − axis flux linkages; 

𝛹𝑑𝑟 , 𝛹𝑞𝑟   rotor 𝑑 − and 𝑞 − axis flux linkages; 

𝑣𝑑𝑠 , 𝑣𝑞𝑠  stator 𝑑 − and 𝑞 − axis voltages; 

𝑣𝑑𝑟 , 𝑣𝑞𝑟  rotor 𝑑 − and 𝑞 − axis voltages; 

𝑖𝑑𝑠, 𝑖𝑞𝑠       stator d- and q- axis currents; 

𝑖𝑑𝑟 , 𝑖𝑞𝑟       rotor d- and q- axis currents; 
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𝑅𝑠  stator resistance; 

𝑅𝑟   rotor resistance; 

𝐿𝑚  magnetizing inductance; 

𝑙𝑠  stator leakage inductance; 

𝐿𝑠  total stator inductance; 

𝑙𝑟  rotor leakage inductance; 

𝐿𝑟  total rotor inductance; 

𝜔𝑠  angular velocity of the stator field in electrical rad/s; 

𝜔𝑟  angular velocity of the rotor field in electrical rad/s; 

p number of pole pairs; 

J Inertia; 

H combined rotor and load inertia constant; 

𝑇𝑒  electromagnetic torque; 

𝑇𝑚  shaft mechanical torque; 

The following two assumptions are considered [13]:  

1) the stator transient of induction motor is negligible, i.e.,  

𝑑𝛹𝑑𝑠

𝑑𝑡
= 0 and  

𝑑𝛹𝑞𝑠

𝑑𝑡
= 0                                   (3.14) 

2) the rotor of induction motor is shorted:    

𝑣𝑑𝑟 = 0 and 𝑣𝑞𝑟 = 0                                               (3.15) 

A ZIP model incorporates a constant impedance (Z), a constant current (I), and a constant 

power (P) term with both voltage and frequency considered as follows [3]: 

𝑃𝑍𝐼𝑃 = 𝑃𝑍𝐼𝑃0 ( 𝑎𝑝 (
𝑣

𝑣0
)
2

+ 𝑏𝑝 (
𝑣

𝑣0
) + 𝑐𝑝) (1 + 𝑘𝑝𝑓𝛥𝑓)                (3.16) 
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𝑄𝑍𝐼𝑃 = 𝑄𝑍𝐼𝑃0 ( 𝑎𝑞 (
𝑣

𝑣0
)
2

+ 𝑏𝑞 (
𝑣

𝑣0
) + 𝑐𝑞) (1 + 𝑘𝑞𝑓𝛥𝑓)                 (3.17) 

𝑎𝑝 + 𝑏𝑝 + 𝑐𝑝 = 1                                                             (3.18)                                                                 

𝑎𝑞 + 𝑏𝑞 + 𝑐𝑞 = 1                                                                                 (3.19) 

Where, the frequency deviation, 𝛥𝑓 = 𝑓 − 𝑓0 

𝑃𝑍𝐼𝑃 , 𝑄𝑍𝐼𝑃 real power, reactive power of ZIP model; 

𝑃𝑍𝐼𝑃0, 𝑄𝑍𝐼𝑃0    real power, reactive power of ZIP model in steady state; 

𝑣  voltage of load bus; 

𝑣0  voltage of load bus in steady state; 

𝑎𝑝, 𝑎𝑞  parameters of constant impedance load; 

𝑏𝑝, 𝑏𝑞  parameters of constant current load; 

𝑐𝑝, 𝑐𝑞  parameters of constant power load; 

𝑓  load bus frequency; 

𝑓0  load bus frequency in steady state; 

𝑘𝑝𝑓 , 𝑘𝑞𝑓  parameters frequency sensitivity; 

Substituting (3.5)-( 3.8), (3.14)-( 3.17) in (3.1)-( 3.4), and (3.9), we have 

𝑣𝑑𝑠 = 𝑅𝑠𝑖𝑑𝑠 − 𝜔𝑠(𝐿𝑠𝑖𝑞𝑠 + 𝐿𝑚𝑖𝑞𝑟)                                          (3.20) 

𝑣𝑞𝑠 = 𝑅𝑠𝑖𝑞𝑠 + 𝜔𝑠(𝐿𝑠𝑖𝑑𝑠 + 𝐿𝑚𝑖𝑑𝑟)                           (3.21) 

0 = 𝑅𝑟𝑖𝑑𝑟 − (𝜔𝑠 − 𝜔𝑟)(𝐿𝑚𝑖𝑞𝑠 + 𝐿𝑟𝑖𝑞𝑟) + 𝐿𝑚
𝑑𝑖𝑑𝑠

𝑑𝑡
+ 𝐿𝑟

𝑑𝑖𝑑𝑟

𝑑𝑡
                (3.22) 

0 = 𝑅𝑟𝑖𝑞𝑟 + (𝜔𝑠 − 𝜔𝑟)(𝐿𝑚𝑖𝑑𝑠 + 𝐿𝑟𝑖𝑑𝑟) + 𝐿𝑚
𝑑𝑖𝑞𝑠

𝑑𝑡
+ 𝐿𝑟

𝑑𝑖𝑞𝑟

𝑑𝑡
               (3.23) 

𝑇𝑒 = 1.5𝑃(𝑖𝑑𝑟𝑖𝑞𝑠 − 𝑖𝑞𝑟𝑖𝑑𝑠)                   (3.24) 
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Linearize (3.22)-( 3.26) and use Laplace transform to convert time-domain variables to 

frequency-domain variables as expressed as follows: 

𝛥𝑣𝑑𝑠 = 𝑅𝑠𝛥𝑖𝑑𝑠 − 𝜔𝑠0𝐿𝑠𝛥𝑖𝑞𝑠 − 𝜔𝑠0𝐿𝑚𝛥𝑖𝑞𝑟 − (𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0)𝛥𝜔𝑠              (3.25) 

𝛥𝑣𝑞𝑠 = 𝑅𝑠𝛥𝑖𝑞𝑠 + 𝜔𝑠0𝐿𝑠𝛥𝑖𝑑𝑠 + 𝜔𝑠0𝐿𝑚𝛥𝑖𝑑𝑟 + (𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0)𝛥𝜔𝑠                                (3.26) 

0 = (𝑅𝑟 + 𝐿𝑟𝑆)𝛥𝑖𝑑𝑟 + (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑚𝛥𝑖𝑞𝑠 + (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟𝛥𝑖𝑞𝑟 + 𝐿𝑚𝑆𝛥𝑖𝑑𝑠 + (𝐿𝑚𝑖𝑞𝑠0 +

𝐿𝑟𝑖𝑞𝑟0)𝛥𝜔𝑟 − (𝐿𝑚𝑖𝑞𝑠0 + 𝐿𝑟𝑖𝑞𝑟0)𝛥𝜔𝑠                                                           (3.27) 

0 = (𝑅𝑟 + 𝐿𝑟𝑆)𝛥𝑖𝑞𝑟 + 𝐿𝑚𝑆𝛥𝑖𝑞𝑠 − (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑚𝛥𝑖𝑑𝑠 − (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟𝛥𝑖𝑑𝑟 − (𝐿𝑚𝑖𝑑𝑠0 +

𝐿𝑟𝑖𝑑𝑟0)𝛥𝜔𝑟 + (𝐿𝑚𝑖𝑑𝑠0 + 𝐿𝑟𝑖𝑑𝑟0)𝛥𝜔𝑠                                                   (3.28) 

𝑆𝛥𝜔𝑟 =
3𝑝2𝐿𝑚

4𝐻
(𝑖𝑑𝑟0𝛥𝑖𝑞𝑠 − 𝑖𝑞𝑟0𝛥𝑖𝑑𝑠 + 𝑖𝑞𝑠0𝛥𝑖𝑑𝑟 − 𝑖𝑑𝑠0𝛥𝑖𝑞𝑟)                                    (3.29) 

The power source voltage in dq reference frame can be expressed by 

𝑣𝑑𝑔 = 0                                                      (3.30) 

𝑣𝑞𝑔 = √2𝐸                                              (3.31) 

Since the source voltage is directly applied to the motor stator in this configuration, 

therefore, we have 

𝑣𝑑𝑠 = 𝑣𝑑𝑔                                             (3.32) 

𝑣𝑞𝑠 = 𝑣𝑞𝑔                                  (3.33) 

The real power P and the reactive power Q of the induction motor can be formulated by 

𝑃𝐼𝑀 =
3

2
(𝑣𝑑𝑠𝑖𝑑𝑠 + 𝑣𝑞𝑠𝑖𝑞𝑠)                                                (3.34) 

𝑄𝐼𝑀 =
3

2
(𝑣𝑞𝑠𝑖𝑑𝑠 − 𝑣𝑑𝑠𝑖𝑞𝑠)                              (3.35)                     

Substitute (3.32)-(3.33) in (3.34) and (3.35), we have 

𝑃𝐼𝑀 =
3

2
(√2𝐸𝑖𝑞𝑠)                                          (3.36)                     
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𝑄𝐼𝑀 =
3

2
(√2𝐸𝑖𝑑𝑠)                                        (3.37)                                                 

For the real power P, the Taylor expansion for (3.36) can be rewritten as follows: 

𝑃𝐼𝑀 = 𝑃𝐼𝑀0 + 𝑎𝐸𝛥𝐸 + 𝑎𝑖𝑞𝑠𝛥𝑖𝑞𝑠 + 𝑎𝐸𝑖𝑞𝑠𝛥𝐸𝛥𝑖𝑞𝑠                      (3.38)                                                 

For the reactive power Q, the Taylor expansion for (3.37) can be rewritten as follows: 

𝑄𝐼𝑀 = 𝑄𝐼𝑀0 + 𝑏𝐸𝛥𝐸 + 𝑏𝑖𝑑𝑠𝛥𝑖𝑑𝑠 + 𝑎𝐸𝑖𝑑𝑠𝛥𝐸𝛥𝑖𝑑𝑠                           (3.39)                                                 

Where, the voltage variation 𝛥𝐸 = 𝐸 − 𝐸0  

𝑎𝐸 =
3

2
(√2𝑖𝑞𝑠0)                                                    (3.40)                                                 

𝑎𝑖𝑞𝑠 =
3

2
(√2𝐸0)                                              (3.41) 

𝑎𝐸𝑖𝑞𝑠 =
3

√2
                                                      (3.42) 

𝑏𝐸 =
3

2
(√2𝑖𝑑𝑠0)                                           (3.43) 

𝑏𝑖𝑑𝑠 =
3

2
(√2𝐸0)                                 (3.44) 

𝑏𝐸𝑖𝑑𝑠 =
3

√2
                                                       (3.45) 

Where, 

𝑣𝑑𝑔, 𝑣𝑞𝑔  d- and q- axis power source voltages; 

E  rms phase-to-ground voltage of load bus; 

𝐸0   rms phase-to-ground voltage of load bus in steady-state; 

𝑃𝐼𝑀, 𝑄𝐼𝑀  real power, reactive power of induction motor; 

𝑃𝐼𝑀0, 𝑄𝐼𝑀0 real power, reactive power of induction motor in steady state; 

𝑖𝑑𝑠0, 𝑖𝑞𝑠0  d- and q- axis currents in steady state; 

The induction motor load model can be obtained by rewriting (3.38) and (3.39) as follows: 
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𝑃𝐼𝑀 = 𝑃𝐼𝑀0 + 𝐺𝑃𝐸𝐼𝑀𝛥𝐸 + 𝐺𝑃𝑓𝐼𝑀𝛥𝑓 + 𝐺𝑃𝐸2𝐼𝑀𝛥𝐸2 + 𝐺𝑃𝐸𝑓𝐼𝑀𝛥𝐸𝛥𝑓                                  (3.46)       

𝑄𝐼𝑀 = 𝑄𝐼𝑀0 + 𝐺𝑄𝐸𝐼𝑀𝛥𝐸 + 𝐺𝑄𝑓𝐼𝑀𝛥𝑓 + 𝐺𝑄𝐸2𝐼𝑀𝛥𝐸2 + 𝐺𝑄𝐸𝑓𝐼𝑀𝛥𝐸𝛥𝑓                               (3.47) 

Where, the coefficients are expressed by 

𝐺𝑃𝐸𝐼𝑀 =
𝐹11𝑆3+𝐹12𝑆2+𝐹13𝑆+𝐹14

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                             (3.48) 

𝐺𝑃𝑓𝐼𝑀 =
𝐹21𝑆3+𝐹22𝑆2+𝐹23𝑆+𝐹24

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                      (3.49) 

𝐺𝑃𝐸2𝐼𝑀 =
𝐹31𝑆3+𝐹32𝑆2+𝐹33𝑆+𝐹34

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                  (3.50) 

𝐺𝑃𝐸𝑓𝐼𝑀 =
𝐹41𝑆3+𝐹42𝑆2+𝐹43𝑆+𝐹44

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                             (3.51) 

𝐺𝑄𝐸𝐼𝑀 =
𝐹51𝑆3+𝐹52𝑆2+𝐹53𝑆+𝐹54

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                  (3.52) 

𝐺𝑄𝑓𝐼𝑀 =
𝐹61𝑆3+𝐹62𝑆2+𝐹63𝑆+𝐹64

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                    (3.53) 

𝐺𝑄𝐸2𝐼𝑀 =
𝐹71𝑆3+𝐹72𝑆2+𝐹73𝑆+𝐹74

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                              (3.54) 

𝐺𝑄𝐸𝑓𝐼𝑀 =
𝐹81𝑆3+𝐹82𝑆2+𝐹83𝑆+𝐹84

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                              (3.55) 

The load model for induction motors are (3.46) and (3.47), their coefficients are 3rd order 

transfer-functions as specified in (3.48)-(3.55). In (3.48)-(3.55), the coefficients, 

𝐹11, 𝐹12, … , 𝐹83, 𝐹84, … ,𝑁3, 𝑁4, are characteristic parameters in real constant numbers. In this 

load model, there are four terms: a first order voltage term (∆V), a first order frequency term 

(∆f), and a term with the product of the first order voltage and first order frequency (∆V∆f).   

The ZIP load model can be written in the similar format, and Eqs. (3.16) and (3.17) can be 

rewritten as follows:  

𝑃𝑍𝐼𝑃 = 𝑃𝑍𝐼𝑃0 + 𝐺𝑃𝐸𝑍𝐼𝑃𝛥𝐸 + 𝐺𝑃𝑓𝑍𝐼𝑃𝛥𝑓 + 𝐺𝑃𝐸2𝑍𝐼𝑃𝛥𝐸2 + 𝐺𝑃𝐸𝑓𝑍𝐼𝑃𝛥𝐸𝛥𝑓 + 𝐺𝑃𝐸2𝑓𝑍𝐼𝑃𝛥𝐸2𝛥𝑓  
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                     (3.56)       

𝑄𝑍𝐼𝑃 = 𝑄𝑍𝐼𝑃0 + 𝐺𝑄𝐸𝑍𝐼𝑃𝛥𝐸 + 𝐺𝑄𝑓𝑍𝐼𝑃𝛥𝑓 + 𝐺𝑄𝐸2𝑍𝐼𝑃𝛥𝐸2 + 𝐺𝑄𝐸𝑓𝑍𝐼𝑃𝛥𝐸𝛥𝑓 + 𝐺𝑄𝐸2𝑓𝑍𝐼𝑃𝛥𝐸2𝛥𝑓  

                     (3.57)        

Where, the coefficients are expressed by 

𝐺𝑃𝐸𝑍𝐼𝑃 =
𝑃𝑍𝐼𝑃0(𝑏𝑝+2𝑎𝑝)

𝐸0
                                                   (3.58) 

𝐺𝑃𝑓𝑍𝐼𝑃 = 𝑃𝑍𝐼𝑃0𝑘𝑝𝑓                                             (3.59) 

𝐺𝑃𝐸2𝑍𝐼𝑃 =
𝑃𝑍𝐼𝑃0𝑎𝑝

𝐸0
2                        (3.60) 

𝐺𝑃𝐸𝑓𝑍𝐼𝑃 =
𝑃𝑍𝐼𝑃0(𝑏𝑝+2𝑎𝑝)𝑘𝑝𝑓

𝐸0
                                               (3.61) 

𝐺𝑃𝐸2𝑓𝑍𝐼𝑃 =
𝑃𝑍𝐼𝑃0𝑎𝑝𝑘𝑝𝑓

𝐸0
2                                                  (3.62) 

𝐺𝑄𝐸𝑍𝐼𝑃 =
𝑄𝑍𝐼𝑃0(𝑏𝑞+2𝑎𝑞)

𝐸0
                                    (3.63) 

𝐺𝑄𝑓𝑍𝐼𝑃 = 𝑄𝑍𝐼𝑃0𝑘𝑞𝑓                                                      (3.64) 

𝐺𝑄𝐸2𝑍𝐼𝑃 =
𝑄𝑍𝐼𝑃0𝑎𝑞

𝐸0
2                                     (3.65) 

𝐺𝑄𝐸𝑓𝑍𝐼𝑃 =
𝑄𝑍𝐼𝑃0(𝑏𝑞+2𝑎𝑞)𝑘𝑞𝑓

𝐸0
                                      (3.66) 

𝐺𝑞𝐸2𝑓𝑍𝐼𝑃 =
𝑄𝑍𝐼𝑃0𝑎𝑞𝑘𝑞𝑓

𝐸0
2                           (3.67) 

In the ZIP load model represented by (3.56) and (3.57), the 𝛥𝐸2𝛥𝑓 term is ignored as the 

influence of the high order terms are much smaller.  

The transfer function-based load model transformed from the composite load model is 

derived by  

𝑃 = 𝑃𝐼𝑀 + 𝑃𝑍𝐼𝑃                                          (3.68) 
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𝑄 = 𝑄𝐼𝑀 + 𝑄𝑍𝐼𝑃                                          (3.69) 

The final form of the load model is 

𝑃 = 𝑃0 + 𝐺𝑃1𝛥𝐸 + 𝐺𝑃2𝛥𝑓 + 𝐺𝑃3𝛥𝐸2 + 𝐺𝑃4𝛥𝐸𝛥𝑓                     (3.70) 

𝑄 = 𝑄0 + 𝐺𝑄1𝛥𝐸 + 𝐺𝑄2𝛥𝑓 + 𝐺𝑄3𝛥𝐸2 + 𝐺𝑄4𝛥𝐸𝛥𝑓                   (3.71) 

Where, the initial real power P0 and reactive power Q0 are 

𝑃0 = 𝑃𝐼𝑀0 + 𝑃𝑍𝐼𝑃0  

𝑄0 = 𝑄𝐼𝑀0 + 𝑄𝑍𝐼𝑃0  

𝐺𝑃1 =
𝑃11𝑆3+𝑃12𝑆2+𝑃13𝑆+𝑃14

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                              (3.72) 

𝐺𝑃2 =
𝑃21𝑆3+𝑃22𝑆2+𝑃23𝑆+𝑃24

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                         (3.73) 

𝐺𝑃3 =
𝑃31𝑆3+𝑃32𝑆2+𝑃33𝑆+𝑃34

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                              (3.74) 

𝐺𝑃4 =
𝑃41𝑆3+𝑃42𝑆2+𝑃43𝑆+𝑃44

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                        (3.75) 

𝐺𝑄1 =
𝑄11𝑆

3+𝑄12𝑆
2+𝑄13𝑆+𝑄14

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                      (3.76) 

𝐺𝑄2 =
𝑄21𝑆

3+𝑄22𝑆
2+𝑄23𝑆+𝑄24

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                          (3.77) 

𝐺𝑄3 =
𝑄31𝑆

3+𝑄32𝑆
2+𝑄33𝑆+𝑄34

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                              (3.78) 

𝐺𝑄4 =
𝑄41𝑆

3+𝑄42𝑆
2+𝑄43𝑆+𝑄44

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                              (3.79) 

This developed transfer function-based load model are represented by (3.70) and (3.71), 

taking the same format as the induction motor model. Their coefficients are 3rd order transfer-

functions as specified in (3.72)-( 3.79). In (3.72)-( 3.79), the coefficients, 𝑃11, 𝑃12, … , 𝑄43, 𝑄44, 

… ,𝑁3, 𝑁4,  are characteristic parameters in real constant numbers.  
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In the composite load model, the level of the induction motor load in the total load is defined 

by, 𝐾𝑝𝑚 =
𝑃𝐼𝑀0

𝑃0
.   

Because a power system can be essentially represented by an induction motor and a static 

load, therefore, the 3rd order transfer-functions in the load model developed in this study can 

represent a general large power system, it provides theoretical explanation why the 3rd order 

transfer-functions have good performance through previous trial and error practice when 

building a transfer function-based load model.    

3.3 Case Study through a Motor Load Composition 

The derived transfer function-based load model is verified by comparing with the original 

composite load model through MATLAB/Simulink simulation using a case study. In this case 

study, a composite load model consisting of a 25 HP induction motor and a 120 kW ZIP static 

load model, they are parallel connected to the load bus. A three phase programmable voltage 

source is used to determine real and reactive power at the load bus. It is assumed that the source 

voltage is directly applied to the load bus. As the source voltage is directly connected to the 

induction motor stator, the relationship between parameters of the source voltage and the 

induction motor are linked together easily.  

The composite load model built in Simulink is shown in Fig. 3.2(a). The derived transfer 

function-based load model for real and reactive power equations are built in Simulink as shown 

in Figs. 3.2(b) and 3.2(c), respectively. The transfer function-based load model includes both 

voltage and frequency terms, which represents voltage and frequency dependency of the load 

model. To verify their dynamic performance, the same voltage and frequency disturbances are 

applied to both models in Fig. 3.2(a) and Figs. 3.2(b) & 3.2(c). In this section, four fault cases 
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are considered. In each case, the voltage disturbance and/or frequency disturbance occur(s) at 

2.33 s and clear(s) at 0.53 s. 

To evaluate the accuracy of dynamic response characteristic curves between the derived 

transfer function-based load model and the composite load model, RMSE [23] and the Relative 

Error are calculated. The RMSE is used to measure how accurately the model fit the response. 

A lower value of RMSE indicates a better fit. The Relative Error in percentage (%) is scale 

independent and considered for a good measure. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
× ∑ (𝐿𝑎 − 𝐿𝑓)2𝑛

𝑖=1                                  (3.80) 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 =
√

1

𝑛
×∑ (𝐿𝑎−𝐿𝑓)2𝑛

𝑖=1

√
1

𝑛
×∑ 𝐿𝑓

2𝑛
𝑖=1

 × 100                                  (3.81) 

3.3.1 Data Preparation 

In the Case Study, the static load is playing the dominant role i.e. Kpm is small (Kpm 

=0.124). The parameters of the induction motor and the ZIP load model inside the composite 

load model are listed in Table 3.1. The parameters for the induction motor from [18] and the 

parameters for the ZIP model from [6] are adopted. These parameters are used to calculate 

coefficients of the 3rd order transfer-functions of the load model, which are given in Table 3.2. 

These coefficients are used as the transfer-function blocks in Figs. 3.2(b) and 3.2(c). 
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Table 3. 1: Parameters of the induction motor and the zip static load in the composite load 

model used in the case study 

Components Parameters 

Induction 

motor [18] 

Nominal power =25 HP 

Nominal voltage 𝑣𝑏 =  460 V(rms) 

Nominal frequency 𝑓𝑟𝑎𝑡𝑒𝑑 =  60 Hz 

𝑅𝑠 = 0.249 Ω;  𝑙𝑠 =  0.0015 H; 𝑅𝑟 = 0.536 Ω 

𝑙𝑟 =  0.0015 H;  𝐿𝑚 =  58.7 × 10−3 H 

Inertia, 𝐽 = 0.554 kgm2 

Nominal speed, 𝑛𝑟𝑎𝑡𝑒𝑑 = 1695 rpm 

Pole pairs, 𝑝 = 2 

Load torque, 𝑇𝐿 = 87.5 Nm 

Target speed, 𝑛𝑟 = 1695 rpm 

ZIP static 

load [6] 

Real power in steady-state, 𝑃𝑍𝐼𝑃0 = 120 kW 

Power factor = 0.88 

𝑎𝑝 =  0.28 ; 𝑏𝑝 = 0.75; 𝑐𝑝 = −0.03 

𝑎𝑞 = 0.20 ; 𝑏𝑞 = 0.82; 𝑐𝑞 = −0.02 

𝑘𝑝𝑓 = 0.14; 𝑘𝑞𝑓 = 0.29 

Power 

Source 

Rated voltage 480 V (rms) 

Rated frequency 𝑓𝑔 =  60 Hz 
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(a) 

 
(b) 

 
(c) 

Fig. 3. 2. The Simulink model structure: (a) the composite load model; (b) the transfer 

function-based load model for real power; (c) the transfer function-based load model for 

reactive power. 

 

 

 



38 
 

Table 3. 2: Coefficients of the transfer-function load model in the case study 

Coefficients Detailed transfer-functions 

𝐺𝑃1  2.7992×103𝑆3+7.8789×105𝑆2+8.7925×107𝑆+5.8218×108

3.4616𝑆3+1.1962×103𝑆2+1.2101×105𝑆+1.0339×106
  

𝐺𝑃2  5.5539×104𝑆3+2.4028×107𝑆2+2.7096×109𝑆+1.7774×1010

3.4616𝑆3+1.1962×103𝑆2+1.2101×105𝑆+1.0339×106   

𝐺𝑃3  3.4892𝑆3+558.4885𝑆2+8.6154×103𝑆+1.2607×105

3.4616𝑆3+1.1962×103𝑆2+1.2101×105𝑆+1.0339×106  

𝐺𝑃4  265.4623𝑆3+1.0918×105𝑆2+1.2051×107𝑆+8.3567×107

3.4616𝑆3+1.1962×103𝑆2+1.2101×105𝑆+1.0339×106   

𝐺𝑄1   3.5893×103𝑆3+8.5802×105𝑆2+4.9076×107𝑆+3.4656×108

3.4616𝑆3+1.1962×103𝑆2+1.2101×105𝑆+1.0339×106   

𝐺𝑄2  5.3539×104𝑆3+1.9760×107𝑆2+2.3716×109𝑆+1.9254×1010

3.4616𝑆3+1.1962×103𝑆2+1.2101×105𝑆+1.0339×106   

𝐺𝑄3  9.4376𝑆3+1.8818×103𝑆2+5.4239×104𝑆+2.0091×105

3.4616𝑆3+1.1962×103𝑆2+1.2101×105𝑆+1.0339×106  

𝐺𝑄4  244.4453𝑆3+8.9014×104𝑆2+1.0349×107𝑆+8.4783×107

3.4616𝑆3+1.1962×103𝑆2+1.2101×105𝑆+1.0339×106   

 

3.3.2  Case 1: 90% Voltage Sag 

In Case 1, a 90% voltage sag is applied to the source of both the composite load model 

(Fig. 3.2(a)) and the transfer function-based load model (Figs. 3.2(b) and 3.2(c)). The dynamic 

responses of the real and reactive power for both models during the event are shown in Fig. 3.3. 

It is noted that due to linearization, the transfer function-based load model doesn’t fit the 

transient response of the composite load model point by point, but rather predicts faster decay 

of the transient.  

Table 3.3 show that the Relative Error and RMSE of real power for Case 1 with respect to 

the composite load model are 0.1718% and 0.9107, respectively. Table 3.4 show that the 

Relative Error and RMSE of reactive power for Case 1 are 0.2142% and 1.0828, respectively. 

Therefore, dynamic responses of the transfer function-based load model match that of the 
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composite load model quite accurately in Case 1. The errors between the two models are due to 

the linearization of the nonlinear induction motor. 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. 3. Dynamic responses of both load models for a 90% voltage sag (Case 1): (a) voltage 

sag for both models; (b) real power; (c) reactive power.  
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3.3.3  Case 2: 50% Voltage Sag 

A 50% voltage sag is applied in Case 2 to evaluate the accuracy of the transfer function-

based load model on a more severe voltage disturbance. The dynamic responses for a 50% 

voltage sag fluctuates more than a smaller voltage sag, as shown in Fig. 3.4, but the dynamic 

characteristics of the transfer function-based load model follows the trend of the composite load 

model.  

 
(a) 

 
(b) 

 
(c) 

Fig. 3. 4. Dynamic response of the two load models for a 50% voltage sag (Case 2): (a) 

voltage for both transfer-function load model and composite load model; (b) real power; (c) 

reactive power 
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Table 3.3 show that the Relative Error and RMSE of real power for Case 2 with respect to 

the composite load model are 0.9512% and 4.1852, respectively. Table 3.4 show that the 

Relative Error and RMSE of reactive power for Case 2 are 3.6642% and 4.5672, respectively. 

The errors in Case 2 between the two models responses are much larger than the small 90% 

voltage sag. 

3.3.4  Case 3: A Frequency Sag 

To verify the accuracy of the derived transfer function-based load model for frequency 

disturbances, a large frequency drop (1 Hz) is applied to both models. The dynamic responses 

of the two load models for Case 3 are compared in Fig. 3.5. Both models have minor dynamic 

variations for this disturbance. They match well in general.  

Table 3.3 show that the Relative Error and RMSE of real power for Case 3 with respect to 

the composite load model are 0.2616% and 1.0070, respectively. Table 3.4 show that the 

Relative Error and RMSE of reactive power for Case 3 are 0.1467% and 0.2866, respectively.  
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(a) 

 
(b) 

 
(c) 

Fig. 3. 5. Dynamic responses of both models for a 1 Hz frequency sag (Case 3): (a) frequency 

sag for both models; (b) real power; (c) reactive power.  
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3.3.5  Case 4: A combination of a 50% Voltage Sag and a Frequency Sag 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. 6. Dynamic response of both models for a 50% voltage sag and 1 Hz frequency drop 

(Case 4): (a) voltage sag for both models; (b) frequency drop for both models; (c) real power; 

(d) reactive power.  
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Voltage and frequency disturbances are combined in Case 4. A 50% voltage sag along with 

1 Hz frequency drop is applied to both models. The dynamic responses of real and reactive 

power for both models in Case 4 are compared in Fig. 3.6. Under this combined disturbance, it 

shows larger discrepancies at transient responses, however, the transfer function-based load 

model still follows the trend of the composite load model well. 

 

Table 3. 3: Errors between transfer function-based load model and composite load model for 

real power 

Cases Relative Error (%) RMSE (kw) 

Case 1: 90% voltage sag 0.1718 0.9107 

Case 2: 50% voltage sag 0.9512 4.1852 

Case 3: 1 Hz frequency drop 0.2616 1.0070 

Case 4: a combination of a 50% 

voltage sag and 1 Hz frequency drop 

1.0982 4.4209 

Table 3. 4: Error between transfer function-based load model and composite load model for 

reactive power 

Cases Relative Error (%) RMSE(kvar) 

Case 1: 90% voltage sag 0.2142 1.0828 

Case 2: 50% voltage sag 3.6642 4.5672 

Case 3: 1 Hz frequency drop 0.1467 0.2866 

Case 4: a combination of a 50% 

voltage sag and 1 Hz frequency drop 

3.1118 4.7154 

Table 3.3 show that the Relative Error and RMSE of real power for Case 4 with respect to 

the composite load model are 1.0982% and 4.4209, respectively. Table 3.4 show that the 
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Relative Error and RMSE of reactive power for Case 4 are 3.1118% and 4.7154, respectively. 

It is found that voltage dependency is more dominant than the frequency dependency even for 

a large frequency sag at the scale of 1 Hz. The reactive power responses show larger errors than 

the real power responses between the two models. 

Based on Tables 3.3 and 3.4, dynamic responses of real power in most cases are less 

divergent compared to the corresponding dynamic responses of reactive power. The frequency 

drop has relatively less effect on the errors than voltage sags, and the errors for 1 Hz frequency 

drop alone is very small.  

In general, dynamic responses of both models match very well on the trend, which verifies 

that the transfer function-based load model has adequate accuracy for any type of voltage and 

frequency disturbances compared to the original composite load model. 

3.4 Simplification of Transfer Function-Based Load Model 

In this section, three levels of the simplification are made toward the derived transfer-

function load model in Equation (3.70) and (3.71) to evaluate their accuracy comparing with the 

original composite load model. The transfer-function load model has a 1st order voltage term 

(∆V), a 2nd order voltage term (∆V2), a 1st order frequency term (∆f), and the product of the 

1st order voltage and 1st order frequency term (∆V∆f). Three simplified load models are 

considered from the full model: 1) Scenario 1– with the 1st order voltage term alone as shown 

in (3.82) and (3.83); 2) Scenario 2 – with the 1st and 2nd order voltage terms as shown in (3.84) 

and (3.85); 3) Scenario 3 –with the 1st order voltage and 1st order frequency terms as shown in 

(3.86) and (3.87). Scenarios 1 and 2 consider only the voltage dependency of the load model, 
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and Scenario 3 considers both voltage and frequency dependency.  

𝑃 = 𝑃0 + 𝐺𝑃1𝛥𝐸                         (3.82) 

𝑄 = 𝑄0 + 𝐺𝑄1𝛥𝐸                                                                          (3.83) 

𝑃 = 𝑃0 + 𝐺𝑃1𝛥𝐸 + 𝐺𝑃3𝛥𝐸2                         (3.84) 

𝑄 = 𝑄0 + 𝐺𝑄1𝛥𝐸 + 𝐺𝑄3𝛥𝐸2                                                     (3.85) 

𝑃 = 𝑃0 + 𝐺𝑃1𝛥𝐸 + 𝐺𝑃2𝛥𝑓                        (3.86) 

𝑄 = 𝑄0 + 𝐺𝑄1𝛥𝐸 + 𝐺𝑄2𝛥𝑓                                                           (3.87) 

To evaluate level accuracy is represented by each reduced model, the same voltage and 

frequency disturbances are applied to the transfer function-based full load model, the composite 

load model, and the reduced transfer function-based load model. In each case, the voltage and/or 

frequency disturbances occur at 2.33 s with a duration of 0.2 s. The mean square error (MSE) is 

added to the error evaluation together with RMSE and Relative Error, which can be calculated 

by 

𝑀𝑆𝐸 =
1

𝑛
× ∑ (𝐿𝑎 − 𝐿𝑓)

2𝑛
𝑖=1                                 (3.88) 

3.4.1  Scenario 1 - 1st Order Voltage Term 

In Scenario 1, the reduced transfer function-based load model only consider the 1st order 

voltage term alone ((3.82) and (3.83)). This is a very commonly used format for transfer 

function-based load models reported in the literature. Since there is no frequency dependency 

considered, the error caused by frequency variations must be evaluated.   

To provide proper verification, we apply two types of disturbances, one type is the voltage 

sag alone, another type is the combination of voltage sag and frequency variation. In real life, 
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both types of disturbances occur, and a voltage sag is often accompanied by a frequency 

variation.  

 
(a) 

 
(b) 

 
(c) 

Fig. 3. 7. Dynamic responses of the composite load model, and transfer function-based full 

and reduced models (Scenario 1) for an 80% voltage sag; (a) voltage sag for the three models; 

(b) real power; (c) reactive power. 

Firstly, it is assumed that the power source frequency remains constant, an 80% voltage sag 

is applied at 2.33 s with a duration of 0.2 s to the three models (the composite load model, the 

transfer function-based full model and reduced model in Scenario 1). Dynamic responses of real 
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and reactive power for this event are shown in Fig. 3.7. It is found that the three models are 

matching very well when the fault is a voltage disturbance only.   

Secondly, a combination of an 80% voltage sag and a 1Hz frequency drop is applied to the 

three models at 2.33 s with a duration of 0.2 s. Dynamic responses of real and reactive power 

for this event are shown in Fig. 3.8. It is found that the reduced model has a large discrepancy 

compared to the other two models because the reduced model does not have frequency term to 

include the frequency variation effect.   

Tables 3.5 and 3.6 show errors of dynamic responses for both real and reactive power 

between the transfer function-based full or reduced model and the composite load model. For 

Scenario 1, when the fault is only a voltage disturbance, the reduced model only shows a slightly 

higher error than the full model vs. the composite load model. However, when the fault is with 

both voltage and frequency disturbances, the reduced model in Scenario 1 create significantly 

large errors compared to the full model. For example, the MSE error of real power responses is 

2.9375 for the full model and 3.4197 for the reduced model (Scenario 1) when the fault is the 

voltage sag only. However, the MSE error of real power responses is 3.5740 for the full model 

and 8.8828 for the reduced model (Scenario 1) when the fault is a combination of a voltage sag 

and a frequency variation. The reactive power responses follow the similar trend but with a 

much higher error for a combination of a voltage sag and a frequency variation.      
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. 8. Dynamic responses of the composite load model, and transfer function-based full 

and reduced models (Scenario 1) for a combination of an 80% voltage sag and a 1 Hz 

frequency drop; (a) voltage sag for the three model; (b) frequency drop for the three models; 

(c) real power; (d) reactive power. 
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3.4.2  Scenario 2 - 1st Order and 2nd Order Voltage Terms 

In Scenario 2, the 1st order and 2nd order voltage terms ((3.84) and (3.85)) are included in 

the reduced model, the frequency term are not included. Since there is no frequency dependency 

considered, the error caused by frequency variations must be evaluated. Similar to Scenario 1, 

we apply two types of disturbances, an 80% voltage sag alone, and a combination of an 80% 

voltage sag and a 1Hz frequency drop. Both types of faults are applied to the three models, the 

composite load model, the transfer function-based full and reduced models (Scenario 2). 

Firstly, it is assumed that the power source frequency remains constant, an 80% voltage sag 

is applied at 2.33 s with a duration of 0.2 s to the three models. Dynamic responses of real and 

reactive power for this event are shown in Fig. 3.9. It is found that the three models are matching 

very well when the fault is a voltage disturbance only. With the 2nd order voltage term, its 

accuracy is improved than Scenario 1 without the 2nd order voltage term.  

Secondly, a combination of an 80% voltage sag and a 1Hz frequency drop is applied to the 

three models at 2.33 s with a duration of 0.2 s. Dynamic responses of real and reactive power 

for this event are shown in Fig. 3.10. It is found that the reduced model has a large discrepancy 

compared to the other two models because the reduced model does not have frequency term to 

include the frequency variation effect. 

For Scenario 2, when the fault is only a voltage disturbance, the reduced model have the 

exactly same errors as the full model vs. the composite load model as shown in Tables 3.5 and 

3.6. However, when the fault is both voltage and frequency disturbances, the reduced model in 

Scenario 2 creates significantly large errors compared to the full model. For example, the MSE 

error of real power responses is 4.8161 for the full model and 9.5088 for the reduced model 
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(Scenario 2). The reactive power responses follow the similar trend but with a much higher error 

for a combination of a voltage sag and a frequency variation. 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. 9. Dynamic responses of the composite load model, and transfer function-based full 

and reduced models (Scenario 2) for an 80% voltage sag; (a) voltage sag for the three models; 

(b) real power; (c) reactive power.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. 10. Dynamic responses of the composite load model, and transfer function-based full 

and reduced models (Scenario 2) for a combination of an 80% voltage sag and a 1 Hz 

frequency drop; (a) voltage sag for the three model; (b) frequency drop for the three models; 

(c) real power; (d) reactive power. 
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3.4.3  Scenario 3 – 1st Order Voltage and 1st Order Frequency Terms 

In Scenario 3, the 1st order voltage and 1st order frequency terms ((3.86) and (3.87)) are 

included in the reduced model, in this model, both voltage and frequency dependency are 

considered. A combination of an 80% voltage sag and a 1 Hz frequency drop is applied to the 

three models at 2.33 s with a duration of 0.2 s. Dynamic responses of real and reactive power 

for this event are shown in Fig. 3.11. It is found that the reduced model in Scenario 3 still has a 

large discrepancy compared to the other two models, but its accuracy is much improved than 

that of Scenarios 1 and 2.    

In Scenario 3, the MSE error of real power responses is 3.5740 for the full model and 7.0544 

for Scenario 3 (vs. 8.8828 for the reduced model in Scenario 1 and 9.5088 for the reduced model 

in Scenario 2) when the fault is a combination of a voltage sag and a frequency variation. The 

reactive power responses follow the similar trend. The error of reactive power for the reduced 

model in Scenario 3 is much reduced than that of the reduced models in Scenarios 1 and 2.  

Fig. 3.12 shows dynamic response errors for real and reactive power for the transfer 

function-based full model and three reduced models (Scenarios 1-3) compared with the 

composite load model for a combination of 80% voltage sag and 1 Hz frequency drop at 2.33 s 

with a duration of 0.2 s. The errors are calculated using (3.89) and (3.90). It shows that among 

the three reduced models, the reduced order in Scenario 3 considering both 1st order voltage 

and 1st order frequency terms is the most accurate model.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. 11. Dynamic responses of the composite load model, and transfer function-based full 

and reduced models (Scenario 3) for a combination of an 80% voltage sag and a 1 Hz 

frequency drop; (a) voltage sag for the three model; (b) frequency drop for the three models; 

(c) real power; (d) reactive power. 
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Table 3. 5: Errors of transfer function-based full and reduced models vs. the composite load 

model for real power 

Simplifications Events 
Relative 

Error (%) 

MSE 

(kw) 

RMSE 

(kw) 

Scenario 1 - 1st order 

voltage term alone 

80% voltage sag 

Full model 0.3320 2.9375 1.7139 

Reduced model 

(Scenario 1) 
0.4170 3.4197 1.8492 

80% voltage sag 

and 1 Hz 

frequency drop 

Full model 0.4925 3.5740 1.8905 

Reduced model 

(Scenario 1) 
0.8378 8.8828 2.9804 

Scenario 2 - 1st order 

and 2nd order voltage 

terms 

80% voltage sag 

Full model 0.3320 2.9375 1.7139 

Reduced model 

(Scenario 2) 
0.3320 2.9375 1.7139 

80% voltage sag 

and 1 Hz 

frequency drop 

Full model 0.4925 3.5740 1.8905 

Reduced model 

(Scenario 2) 
0.8690 9.5088 3.0836 

Scenario 3 - 1st order 

voltage and 1st order 

frequency terms 

80% voltage sag 

and 1 Hz 

frequency drop 

Full model 0.4925 3.5740 1.8905 

Reduced model 

(Scenario 3) 
0.8282 7.0544 2.6560 

Table 3. 6: Errors of transfer function-based full and reduced models vs. the composite load 

model for reactive power 

Simplifications Events 

Relative 

Error 

(%) 

MSE 

(kvar) 

RMSE 

(kvar) 

Scenario 1 - 1st order 

voltage term alone 

80% voltage sag 

Full model 0.4898  4.5528 2.1337 

Reduced model 

(Scenario 1) 
0.5972 5.9853 2.4465 

80% voltage sag 

and 1 Hz 

frequency drop 

Full model 0.5944 4.8161 2.1946 

Reduced model 

(Scenario 1) 
2.2878 19.2130 4.3833 

Scenario 2 - 1st order 

and 2nd order voltage 

terms 

80% voltage sag 

Full model 0.4898  4.5528 2.1337 

Reduced model 

(Scenario 2) 
0.4898  4.5528 2.1337 

80% voltage sag 

and 1 Hz 

frequency drop 

Full model 0.5944 4.8161 2.1946 

Reduced model 

(Scenario 2) 
2.3172 17.7057 4.2078 

Scenario 3 - 1st order 

voltage and 1st order 

frequency terms 

80% voltage sag 

and 1 Hz 

frequency drop 

Full model 0.5944 4.8161 2.1946 

Reduced model 

(Scenario 3) 
1.2 156 7.9266 2.8154 
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𝑃𝑒𝑟𝑟𝑜𝑟 = 𝑃𝑐𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒 − 𝑃𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑           (3.89) 

𝑄𝑒𝑟𝑟𝑜𝑟 = 𝑄𝑐𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒 − 𝑄𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑           (3.90) 

 
(a) 

 
(b) 

Fig. 3. 12. Errors of transfer function-based full model and three reduced models (Scenarios 1-

3) vs. the composite load model: (a) real power error in kw; (b) reactive power error in kVar. 

3.5 Conclusion 

In this paper, a transfer function-based load model is derived analytically from a composite 

load model. The developed model has 3rd order transfer-function, and this provides theoretical 

explanation why 3rd order transfer-function shows better performance in the past practice for 

the general power system load modeling.  

A comparative study is conducted between the developed transfer function-based load 

model and its original composite load model by applying various voltage and frequency 
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disturbances and their combinations. Due to the linearization process, the transfer function-

based load model loses some dynamic characteristics, but it follows the trend of the system 

response very well.  

Three simplifications are applied to the developed transfer function-based full model, 

resulting in three reduced models. It is found that for a combination of a small induction motor 

and large static load, i.e. small 𝐾pm, significant error is introduced by the reduced models. Not 

considering frequency dependency can cause significant error although this is a common 

practice for transfer function-based load models in the literature [14]-[17][22]. Of the three 

reduced models, the reduced model with the 1st order voltage and 1st order frequency terms 

shows the smallest errors due to its consideration of both voltage and frequency dependency. 
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In this chapter, the manuscript is presented with altered figure numbers, table numbers and 

reference formats in order to match the thesis formatting guidelines set out by Memorial 

University of Newfoundland. 

Abstract- There are two common forms of dynamic load models suitable for power system 

dynamic studies: a composite load model and a transfer function-based load model. The 

composite load model typically refers to a combination of an induction motor and a static load 

in the form of ZIP (constant impedance, constant current, and constant power) load. In this 

paper, the two types of load models are derived for a high motor composition load, and their 

performance is compared and analyzed through several case studies considering both voltage 

and frequency dependency of the load models. 

Keywords- Composite load model, high motor composition load, transfer function-based load 

model, ZIP. 

4.1 Introduction 

In power systems, the load is represented by “load model”. A adequate dynamic load model 

is critical in power system planning and various dynamic studies through computer simulation. 

The load model is defined to be the active power (P) and reactive power (Q) as the function of 

the bus voltage magnitude (V) and the frequency (f): P = f(V, f), and Q = f(V, f)[1]-[3]. It can be 

either in a physical component-based model or a mathematical-based model.  

For dynamic load modeling, the most commonly used model is the composite load model 

consisting of an induction motor and a static ZIP (constant impedance, constant current, and 

constant power) load [4]-[8]. Based on the worldwide survey published in 2013 on load models 

used for power system stability studies by utility companies, it is found that the dominant 
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practice in the United States is to use a combination of static (typically ZIP) and dynamic load 

model (typically induction motor), while use of static load models is prevalent in the rest of the 

world [9]. Another type of dynamic load model is transfer function-based load model, which 

has been reported in the literature [3], [8], [10]-[13].   

Although the composite load model and transfer function-based load model are well 

recognized dynamic load models, there is no comparison done between the two types of models 

for the same load in the literature. In this paper, we have created both types of load models for 

a same high motor composition load, and a comparison of the two models is demonstrated 

through case studies. Ref [14] proposes an industrial load model that consists of about 76% 

small and large motors and 24% static load. A guideline model is built using 70% induction 

motors and 30% static loads for a 108 MW coking oil refinery facility in [3]. The high motor 

composition load is very common for industrial facilities, so this study can represent an 

important load class. 

The paper is arranged as follows: the composite load model are provided in Section II, and 

the transfer function-based load model directly derived from the composite load model is 

demonstrated in the same section; A sample system with a 1500 HP induction motor and 120 

kW static load is used in the paper, and the data preparation and detailed load models of the 

sample system are determined in Section III; Four case studies are conducted using the sample 

system for load models’ voltage and frequency dependency validation in Section IV; 

conclusions are drawn in Section V. 
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4.2 The Formulation of Two Load Models 

In this paper, to conduct a comparison between the composite load model and a transfer 

function-based load model, we choose a same load for load model creation. Fig. 4.1 shows the 

two load models, and the conversion from a composite load model to a transfer function-based 

load model. As shown in Fig. 4.1, the composite load model consists of an induction motor (IM) 

and a static ZIP load. The equivalent circuit of the composite load model can be represented in 

Fig. 4.2.   

 
Fig. 4. 1. A composite load model is converted to a transfer function-based load model. 

 

 

 

Fig. 4. 2. Equivalent circuit for a composite load model. 

Using transfer-functions representing active and reactive power in dynamic load models 

for power systems was presented in [10] as follows: 

Δ𝐿(𝑆)

𝐿0
=

𝑏𝑛𝑆𝑛+Ʌ+𝑏1𝑆+𝑏0

𝑎𝑛𝑆𝑛+Ʌ+𝑎1𝑆+𝑎0

Δ𝑉(𝑆)

𝑉0
                                      (4.1) 

Induction 

motor  
ZIP  
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In (4.1), only the voltage dependency is considered, the frequency dependency is not 

included. Ref [3] proposed a transfer function-based load model for motor drive systems 

considering both voltage and frequency dependency. 

In this study, to derive the transfer function-based load model from a composite load model 

for the same load, the two components in the composite load model, an induction motor and a 

static ZIP load, must be represented mathematically. The induction motor can be represented by 

a set of differential equations [3]. The static load is a ZIP load, which can also be represented 

by a set of equations [14]. Through the linearization process of the two sets of equations, a 

transfer function-based load model is determined.  

The general formulation for the transfer function-based model is derived in this research 

and provided as follows: 

𝑃 = 𝑃0 + 𝐺𝑃1𝛥𝐸 + 𝐺𝑃2𝛥𝑓 + 𝐺𝑃3𝛥𝐸2 + 𝐺𝑃4𝛥𝐸𝛥𝑓               (4.2) 

𝑄 = 𝑄0 + 𝐺𝑄1𝛥𝐸 + 𝐺𝑄2𝛥𝑓 + 𝐺𝑄3𝛥𝐸2 + 𝐺𝑄4𝛥𝐸𝛥𝑓           (4.3) 

Where, P and Q are real and reactive power at the load bus in Fig. 4.1. P0 and Q0 are initial 

real and reactive power, respectively.  GP1 – GP4, and GQ1 – GQ4 are two sets of co-efficients 

for   real and reactive power, respectively. 𝛥𝐸 and 𝛥𝑓 are the voltage and frequency variation, 

respectively. This derived transfer function-based load model is in 3rd order.  

𝐺𝑃1 =
𝑃11𝑆3+𝑃12𝑆2+𝑃13𝑆+𝑃14

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                               (4.4) 

𝐺𝑃2 =
𝑃21𝑆3+𝑃22𝑆2+𝑃23𝑆+𝑃24

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                                  (4.5) 

𝐺𝑃3 =
𝑃31𝑆3+𝑃32𝑆2+𝑃33𝑆+𝑃34

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                                                       (4.6) 

𝐺𝑃4 =
𝑃41𝑆3+𝑃42𝑆2+𝑃43𝑆+𝑃44

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                               (4.7) 
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𝐺𝑄1 =
𝑄11𝑆

3+𝑄12𝑆
2+𝑄13𝑆+𝑄14

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                                               (4.8) 

𝐺𝑄2 =
𝑄21𝑆

3+𝑄22𝑆
2+𝑄23𝑆+𝑄24

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                                                  (4.9) 

𝐺𝑄3 =
𝑄31𝑆

3+𝑄32𝑆
2+𝑄33𝑆+𝑄34

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                                                                (4.10) 

𝐺𝑄4 =
𝑄41𝑆

3+𝑄42𝑆
2+𝑄43𝑆+𝑄44

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
                                      (4.11) 

4.3 The Sample System and Data Preparation 

Table 4. 1: Parameters of the induction motor and the zip load in the composite load model 

representing the sample system 

Components Parameters 

Induction motor [13] Nominal power = 1500 HP 

Nominal voltage 𝑣𝑏 =  2300 V(rms) 

Nominal frequency 𝑓𝑟𝑎𝑡𝑒𝑑 =  60 Hz 

𝑅𝑠 = 0.056 Ω;  𝑙𝑠 =  0.001 H; 𝑅𝑟 = 0.037 Ω 

𝑙𝑟 =  0.001 H;  𝐿𝑚 =  0.0527 H 

Inertia, 𝐽 = 44.548 kgm2 

Nominal speed, 𝑛𝑟𝑎𝑡𝑒𝑑 = 1783 rpm 

Pole pairs, 𝑝 = 2 

Load torque, 𝑇𝐿 = 6000 Nm 

Target speed, 𝑛𝑟 = 1771 rpm 

ZIP load [15] Real power in steady-state, 𝑃𝑍𝐼𝑃0 = 120 kW 

Power factor = 0.88 

𝑎𝑝 =  0.28 ; 𝑏𝑝 = 0.75; 𝑐𝑝 = −0.03 

𝑎𝑞 = 0.20 ; 𝑏𝑞 = 0.82; 𝑐𝑞 = −0.02 

𝑘𝑝𝑓 = 0.14; 𝑘𝑞𝑓 = 0.29 

Power source Rated voltage 2300 V (rms) 

Rated frequency 𝑓𝑔 =  60 Hz 

 

In the sample system, a large motor composition load is considered. The parameters of the 

induction motor and the ZIP load of the composite load model are listed in Table 4.1. The 
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induction motor is rated at 2300 V and 1500 HP. The detailed dynamic load model for the 

sample system is calculated using (4.2)-( 4.11) and provided in Table 4.2. 

To evaluate the accuracy of dynamic responses between the two load models, the RMSE 

[16] and the relative error are calculated. The RMSE is used to evaluate how accurately the 

model fits the response. A lower value of RMSE indicates a better fit. The relative error is scale 

independent and considered as a good measure. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
× ∑ (𝐿𝑎 − 𝐿𝑓)2𝑛

𝑖=1                                   (4.12) 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 =
√

1

𝑛
×∑ (𝐿𝑎−𝐿𝑓)2𝑛

𝑖=1

√
1

𝑛
×∑ 𝐿𝑓

2𝑛
𝑖=1

 × 100                                  (4.13) 

Table 4. 2: The calculated coefficients of the transfer function-based load model for the 

sample system 

Coefficients Detailed transfer-functions 

𝐺𝑃1  6.3157×105𝑆3+1.8973×107𝑆2+4.2258×108𝑆+9.1939×107

315.5287𝑆3+1.1721×104𝑆2+3.4721×105𝑆+3.6875×106   

𝐺𝑃2  2.2389×106𝑆3+1.2411×1010𝑆2+2.1452×1011𝑆+1.8763×1011

315.5287𝑆3+1.1721×104𝑆2+3.4721×105𝑆+3.6875×106   

𝐺𝑃3  100.4874𝑆3+353.5277𝑆2−9.4563×104𝑆−4.3147×106

315.5287𝑆3+1.1721×104𝑆2+3.4721×105𝑆+3.6875×106  

𝐺𝑃4  2.9235×103𝑆3+9.3925×106𝑆2+1.6291×108𝑆+1.5576×108

315.5287𝑆3+1.1721×104𝑆2+3.4721×105𝑆+3.6875×106   

𝐺𝑄1   1.9002×106𝑆3+4.0827×107𝑆2+1.4090×109𝑆−2.8144×109

315.5287𝑆3+1.1721×104𝑆2+3.4721×105𝑆+3.6875×106   

𝐺𝑄2  −3.0351×107𝑆3+2.3809×109𝑆2+1.2530×1011𝑆+1.8833×1011

315.5287𝑆3+1.1721×104𝑆2+3.4721×105𝑆+3.6875×106
  

𝐺𝑄3  1.2625×103𝑆3+2.4486×104𝑆2+8.7565×105𝑆−4.0888×106

315.5287𝑆3+1.1721×104𝑆2+3.4721×105𝑆+3.6875×106   

𝐺𝑄4  −2.1881×104𝑆3+1.8292×106𝑆2+9.5432×107𝑆+1.5322×108

315.5287𝑆3+1.1721×104𝑆2+3.4721×105𝑆+3.6875×106
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4.4 Case Studies using the Sample System 

In case studies, the two models are simulated using MATLAB/Simulink for the same load 

shown in Table 4.1, their dynamic responses are compared under several disturbances. The 

disturbances include two voltage sags (one small at 90%, one large at 50%), one large frequency 

drop (1 Hz drop), and a combination of a 50% voltage sag and 1 Hz frequency drop. These 

disturbances are intended to evaluate two important characteristics of the load model: voltage 

dependency and frequency dependency. 

4.4.1  Case 1: 90% Voltage Sag 

In Case 1, a 90% voltage sag is applied to the power source of both the composite load 

model and the transfer function-based load model in Simulink. The 90% voltage sag means that 

during the voltage sag, the remaining voltage at the load bus is 90% of the nominal bus voltage. 

The dynamic responses of the real and reactive power for the 90% voltage sag for both models 

are shown in Fig. 4.3.  

Table 4.3 shows that the relative error and RMSE of real power for Case 1 are 4.1651% 

and 52.7633, respectively. Table 4.4 shows that the relative error and RMSE of reactive power 

for Case 1 are 11.6865% and 62.0846, respectively. Therefore, dynamic responses of the transfer 

function-based load model match that of the composite load model quite accurately in Case 1. 

In Case 1, only a voltage sag is applied to the system, so the voltage dependency appears to be 

good for the derived transfer function-based load model. The frequency dependency, however, 

cannot be evaluated through this case study. 
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(a) 

 
(b) 

 
(c) 

Fig. 4. 3. Dynamic responses of both load models for a 90% voltage sag (Case 1): (a) voltage 

sag for both models; (b) real power; (c) reactive power. 
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4.4.2  Case 2: 50% Voltage Sag 

In Case 2, a 50% voltage sag is applied to the power source of both load models. The 

dynamic responses of the real and reactive power for the 50% voltage sag for both models are 

shown in Fig. 4.4.  

 
(a) 

 
(b) 

 
(c) 

Fig. 4. 4. Dynamic response of the two load models for a 50% voltage sag (Case 2): (a) 

voltage for both transfer-function load model and composite load model; (b) real power; (c) 

reactive power.  
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Table 4.3 shows that the relative error and RMSE of real power for Case 2 are 18.4402% 

and 239.1454, respectively. Table 4.4 shows that the relative error and RMSE of reactive power 

for Case 2 are 45.0440% and 362.9690, respectively. It is found that when the voltage sag 

become more severe, the dynamic response fluctuations for a 50% voltage sag are much larger 

than that for a 90% voltage sag, i.e., the errors between the two models in Case 2 are much larger 

than that in Case 1. The linearization process during the model derivation for transfer function-

based load model leads to more linear and less dynamics compared to the original composite 

load model. However, the tendency of dynamic characteristics for both models still remain quite 

similar. 

4.4.3  Case 3: 1 Hz Frequency Drop 

In Case 3, a 1 Hz frequency drop is applied to power sources of both load models to analyze 

the accuracy of the derived model under frequency disturbances. Fig. 4.5 represents the dynamic 

responses of the two load models for Case 3. Figs. 4.5(b) and 4.5(c) indicate that the dynamic 

response of the composite load model for frequency disturbance is smaller than for the voltage 

disturbance of Cases 1 and 2.  

Table 4.3 show that the relative error and RMSE of real power for Case 3 are 16.9217% 

and 16.9217, respectively. Table 4.4 show that the relative error and RMSE of reactive power 

for Case 3 are 15.8270% and 82.2352, respectively. It is interesting to note that the derived 

transfer function-based load model varies quite differently from the original composite load 

model. The tendency of dynamic characteristics between the two models is not matching very 

well for frequency disturbances.  
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(a) 

 
(b) 

 
(c) 

Fig. 4. 5. Dynamic responses of both models for a 1 Hz frequency sag (Case 3): (a) frequency 

sag for both models; (b) real power; (c) reactive power. 
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4.4.4  Case 4: A Combination of a 50% Voltage Sag and a 1 Hz Frequency 

Drop 

In Case 4, the combination of a 50% voltage sag and 1 Hz frequency drop is applied 

simultaneously to the power source of the composite load model and the transfer function-based 

load model. The dynamic response of real and reactive power for both models in this case are 

represented in Fig. 4.6.  

Table 4.3 shows that the relative error and RMSE of real power for Case 4 are 21.5008% 

and 280.5499, respectively. Table 4.4 show that the relative error and RMSE of reactive power 

for Case 4 are 47.5834% and 396.2208, respectively. The error in Case 4 is greater than that of 

the separate 50% voltage sag and  1 Hz frequency drop of Cases 2 and 3. However, the tendency 

of dynamic responses of the system in Case 4 is very similar to Case 2 with only a 50% voltage 

sag. This indicates that although the frequency does have certain influences on the dynamic 

response, the voltage remains to be a dominant factor in the overall dynamic characteristic of 

the system.   
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4. 6. Dynamic response of both models for a 50% voltage sag and 1 Hz frequency drop 

(Case 4): (a) voltage sag for both models; (b) frequency drop for both models; (c) real power; 

(d) reactive power. 
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Table 4. 3: Errors for real power between transfer function-based load model and composite 

load model   

CASES RELATIVE ERROR (%) RMSE (KW) 

Case 1: 90% voltage sag 4.1651 52.7633 

Case 2: 50% voltage sag 18.4402 239.1454 

Case 3: 1 Hz frequency drop 16.9217 215.5687 

Case 4: a combination of a 50% voltage sag and 

1 Hz frequency drop 

21.5008 

 

280.5499 

Table 4. 4: Errors for reactive power between transfer function-based load model and 

composite load model    

CASES RELATIVE ERROR (%) RMSE (KVAR) 

Case 1: 90% voltage sag 11.6865 62.0846 

Case 2: 50% voltage sag 45.0440 362.9690 

Case 3: 1 Hz frequency drop 15.8270 82.2352 

Case 4: a combination of a 50% voltage sag and 

1 Hz frequency drop 

47.5834 396.2208 

4.5 Conclusion 

In this paper, dynamic responses of two dynamic load models, a composite load model 

consisting of an induction motor and a ZIP load, and a transfer function-based load model for 

the same load are compared under several disturbances. The transfer function-based load model 

is derived from the composite load mode directly. The sample system for validation of the 

derived load models is a high motor composition load. Such load can well represent the load at 

industrial facilities, where induction motors are dominant in the load composition. The derived 

transfer function-based load model include both voltage and frequency variation terms, and in 

a 3rd order transfer-functions format. The accuracy of this derived model is evaluated 

considering both voltage and frequency dependency of the models. 



76 
 

It is found that tendency of dynamic responses of both models under various disturbances 

are matching well except the frequency disturbances. However, the voltage is dominant when 

both voltage and frequency disturbances occur, so the frequency’s effect is very small. In the 

case that only a frequency disturbance occurs, its influence on the system is much less than a 

voltage disturbance. The linearization process during deriving the transfer function-based load 

model leads to more linear and less dynamic in its dynamic responses, but the overall tendency 

remains matching with the original composite load model.     
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In this chapter, the manuscript is presented with altered figure numbers, table numbers and 

reference formats to match the thesis formatting guidelines set out by Memorial University of 

Newfoundland. 

Abstract- A highly efficient deep learning method for short-term power load forecasting has 

been developed recently. It is a challenge to improve forecasting accuracy, as power 

consumption data at the individual household level is erratic for variable weather conditions and 

random human behaviour.  In this paper, a robust short-term power load forecasting method is 

developed based on a Bidirectional long short-term memory (Bi-LSTM) and long short-term 

memory (LSTM) neural network with stationary wavelet transform (SWT). The actual power 

load data is classified according to seasonal power usage behaviour. For each load classification, 

short-term power load forecasting is performed using the developed method. A set of lagged 

power load data vectors is generated from the historical power load data, and SWT decomposes 

the vectors into sub-components. A Bi-LSTM neural network layer extracts features from the 

sub-components, and an LSTM layer is used to forecast the power load from each extracted 

feature. A dropout layer with fixed probability is added after the Bi-LSTM and LSTM layers to 

bolster the forecasting accuracy. In order to evaluate the accuracy of the proposed model, it is 

compared against other developed short-term load forecasting models which are subjected to 

two seasonal load classifications. 

Keywords- Load forecast, Stationary wavelet transform, Long short-term memory, Neural 

Network.  
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5.1 Introduction 

Load forecasting with high accuracy is very important for practical power system and smart 

grids analysis. There are three categories of load forecasting methodologies: LTLF (long term 

load forecast: more than 1 year), MTLF (medium term load forecast: within 1 month to 1 year) 

and STLF (short-term load forecast:1 hour to 1 day or 1 week ahead) [1], [9]. Among those, 

short-term load forecast is more reliable and efficient. STLF improves the efficiency and 

reliability of smart grid including home energy management, demand response implementation, 

electricity price market design [18]-[20], [23]. Two techniques are commonly used for STLF: 

statistical techniques such as the linear regression model, exponential model etc.; and artificial 

intelligence techniques [9]. 

It is studied that among all STLF techniques, artificial neural networks (ANNs) is most 

popular for short-term electric load forecasting. ANNs has distinct advantages and more 

accurate prediction compared to others [3],[6]-[8]; which influence more research on neural 

network based STLF. It is found that STLF is implemented by neural fuzzy network, recurrent 

neural network (RNN), wavelet based neural network or hybrid neural network [5],[10]-[13].  

Nowadays, hybrid neural networking has become more popular and suitable for learning 

non-stationary and complex time series data. A hybrid forecasting method consisting of discrete 

wavelet transform (DWT), autoregressive integrated moving average (ARIMA) and artificial 

neural network (ANN) is proposed in [14] to forecast daily peak load. Such hybrid model used 

load data of Fars Electrical Power Company, Iran in 2009 and predicted daily peak load of the 

system. Recently, it is invested that the performance of STLF is improved by using LSTM model 

[24] but using a single LSTM model has less accuracy than the hybrid model combined with 
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LSTM [5]. The author of [15] designed a hybrid forecasting method called a recurrent inception 

convolution neural network, a composition of 1-D convolution neural network and LSTM. This 

model is verified by using power consumption data from three large distribution complexes in 

South Korea. A combination of short-term wind power forecasting approach based on DWT and 

LSTM is proposed in [16]; and 12 months data from three wind farms in Mongolia, the 

Netherlands, and Yunnan, China were used to verify this model. The author of [4] developed a 

hybrid DWT and collaborative representation (CRT) method. In this method, DWT including 

CRT is used for feature extraction from the input vector composed by the lagged power load 

and forecasting is predicted by LSTM. The lagged load variables consist of the load values in 

last 3 hours of the same day, the last 3 hours and same hour of the day before, and the last 3 

hours and same hour of the previous week. It is found that the load features extracted from the 

lagged power load variable vector provide superior forecasting performance. t the individual 

household level, a hybrid deep learning methodology combined with LSTM neural network and 

with SWT is proposed [5], in which SWT decompose the input data into signal components and 

each signal component is fed to LSTM separately for forecasting. This developed model 

accuracy is verified by using remote sensor data of five different family houses in London, 

United Kingdom. 

They suggested that SWT alleviates the volatility and increases the data dimensions, 

improves the accuracy of LSTM forecasting. Although the developed neural network [4]-[5], 

[15]-[16] can learn the features, overfitting is a threatening problem for large neural networks 

and reduces the accuracy of forecasting. To avoid the overfitting problem of neural network, 

[17] developed an hourly natural gas demand forecasting method by adding a dropout layer in 

the neural network which prevents units from co-adapting too much [27]. This model consists 
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of multi-layer Bi-LSTM model and LSTM combined with DWT; DWT and multi-layer Bi-

LSTM model is used to decompose the actual data into sub-components and capture the features 

in the sub-components, respectively; and LSTM predict the hourly natural gas demand. A 

dropout layer is added after each Bi-LSTM and LSTM layer in this model.  

Although neural network based STLF is becoming more popular, [2] indicates that neural 

network was commonly used for an aggregate level load forecasting and limited research has 

been undertaken based on individual household [3]-[7] before. Recently, the availability of high 

frequency data collected by new smart metering system in individual households opens the 

opportunities to research on individual household load forecasting. In addition, having a large 

amount of data increases the prediction accuracy of load consumption at the individual 

household level; adding value to improve efficiency of smart grid technologies, such as home 

energy management and demand response implementation [18]-[20]. Individual household load 

forecasting will help to project future load consumption and better manage electricity use. 

Although smart meter based individual household load consumption data is highly volatile 

[21], and univariate time series load forecasting is a challenging problem for deep learning; a 

hybrid model [5] resolves this problem by using SWT combined with LSTM. The developed 

model of [5] feeds the original energy consumption values to SWT for decomposition of original 

signal; but [4] mentions that the load value at any time is correlated to the loads in the previous 

time steps. 

It is reported by Natural Resources Canada’s Office of Energy Efficiency in 2019 that in 

the Canada residential sector, the energy was distributed 63% for space heating, 19% for water 

heating, 16% for appliance and lighting; and 1% for cooling [25]. In winter, the space heating 

load is dominant which is not included in summer. This creates complexity and difficulty of 
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intro-class data fitting as space heater is completely unused at summer. In order to overcome 

the difficulty of data fitting in input and improve the accuracy of forecasting, [26] developed 

Solar photovoltaic (PV) power forecasting hybrid method based on  DWT-CNN-LSTM models; 

independently established for four weather types : sunny, cloudy, rainy, and heavy rainy days.  

In this paper, we propose a robust short-term electric load forecasting model for the 

individual household level by using the power data from smart meter, installed in house. The 

deep learning model is based on SWT with a Bi-LSTM and LSTM neural network. A set of 

lagged power load data vectors is assigned to SWT, it decomposes the vectors and creates sub-

components. In order to determine the most appropriate wavelet packet function, a comparison 

is made among the wavelet functions. The sub-components are individually fed to Bi-LSTM to 

capture the features by considering the data information bidirectionally. The abstracted features 

from Bi-LSTM are fed to LSTM for forecast learning. The power forecast is constructed from 

the predicted sub-components by using ISWT. This process is independently constructed for 

two seasonal load classifications. The evaluation of the developed model is verified for all 

seasonal classified load by using the dataset of an individual household in St. John’s, 

Newfoundland and Labrador, Canada. The power consumption profile of individual household 

is a very common scenario and reflects the power consumption profile in Canada residences, so 

this study can represent an important load profile forecasting study. 

The paper is arranged as follows: in Section II the data description and observation are 

analyzed, in Section III a curve fitting method for STLF is described; in Section IV the 

methodology included with five main parts SWT, Bi-LSTM, LSTM, Dropout layer, ISWT of 

the proposed short-term power load forecasting model are explained; in Section V the accuracy 
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of the proposed load forecasting model is evaluated by case study using experimental data; and 

in Section VI conclusions are drawn. 

5.2 Data Description and Observations 

 

 
Fig. 5. 1. 24 hourly Weekdays load profile for each month. 

 
Fig. 5. 2. 24 hourly Weekends load profile for each month. 

The power load data of a house in St. Johns was collected by installing current sensors. 

Five current sensors are installed to measure consumption of the garage, house space heater, 

domestic water heater, lights and appliances. The total power consumption is calculated by 

combining the five current sensors dataset. The data was collected every 3 minutes for three 

years, however only one-year data is used for this study. 
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The 24-hourly weekdays and weekends load profile for all months are presented in Fig. 5.1 

and Fig. 5.2 respectively. It is shown that 24 hourly load consumption profile varies from each 

month. A box and whisker plot of the seasonal profile is shown in Fig. 5.3. For each month, the 

top and bottom line corresponds to that month's overall maximum and minimum, respectively. 

The middle line of the blue box is the overall average for the whole month. The top and bottom 

of the blue box present the average of the daily maxima and minima of all of the days in the 

month, respectively. It shows that the overall average is higher from November to May than 

from June to October. 

 

 
Fig. 5. 3. One-year seasonal load profile of the house 

5.3 Curve Fitting Method 

Firstly, a curve fitting method is used to develop a prediction model for load forecasting. 

Two variable regression models have been considered here. Here x stands for hours and y stands 

for power consumption. MATLAB Surface fitting toolbox has been used to develop the models 

and to analyze the developed models’ accuracy. Five regression models, known as Sum of Sine 

(5.1), Polynomial (5.2), Power (5.3), Rational (5.4), and Weibull (5.5) models are tested to fit 
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the load forecasting model shown in Fig. 5.4. it is shown that the actual power load data at the 

individual household is non-stationary time series data and the developed five regression models 

are significantly far from the fitting with the actual power load data. 

𝑦 = 𝑎1 sin(𝑏1𝑥 + 𝑐1)                   (5.1) 

𝑦 = 𝑝1𝑥
8 + 𝑝2𝑥

7 + 𝑝3𝑥
6 + 𝑝4𝑥

5 + 𝑝5𝑥
4 + 𝑝6𝑥

3 + 𝑝7𝑥
2 + 𝑝8𝑥 + 𝑝9       (5.2) 

𝑦 = 𝑎𝑥𝑏 +c                        (5.3) 

𝑦 =
𝑝1𝑥

5+𝑝2𝑥
4+𝑝3𝑥

3+𝑝4𝑥
2+𝑝5𝑥+𝑝6

𝑥5+𝑞1𝑥4+𝑞2𝑥3+𝑞3𝑥2+𝑞4𝑥+𝑞5
                       (5.4) 

𝑦 = 𝑎𝑏𝑥𝑏−1𝑒−𝑎𝑥𝑏
                         (5.5) 

 

Fig. 5. 4. Curve fitting method for short-term power load forecasting 

 

The accuracy of the developed regression models is evaluated by sum square error (SSE), 

R-square values and root mean square error (RMSE) between experimental and calculated data 

using these equations. The R-square value represents how closely the fitted model can follow 

the variance of the actual data set. It ranges from 0 to 1 where a value closer to 1 and RMSE 

value closer to 0 represents a better fit. Regression models along with sum square error, R-

square values and RMSE are shown in Table 5.1. 
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From the Table 5.1, it can be seen that for all regression models the R-square value is close 

to 0; and the SSE and RMSE values are very high, indicating that the curve fitting models are 

unable to predict load consumption for an individual household load. 

Table 5. 1: Regression models along with sum square error, R-square values and RMSE 

Model SSE R-square RMSE 

Sum of Sine 2.648 × 106  0.1052 3.882 

Polynomial  2.517 × 106  0.1495 3.785 

Power 2.733 × 106  0.0766 3.944 

Rational  2.951 × 106  0.0028 4.099 

Weibull 4.252 × 106  0.4369 4.92 

5.4 Methodology 

This research presents short-term power load consumption forecasting for a house. The 

residential power is consumed by space heating, water heating, appliances and lighting. Water 

heater, lighting and other appliance are used daily, on the other hand space heater usage is 

influenced by variable weather conditions and human behavior. Space heater is used according 

for certain weather condition specifically November to May in a year as shown Fig. 5.5; and 

remaining months of the year, it is excluded from the load. Based on Fig. 5.1 and Fig. 5.2, 

although 24 hourly load profile for June, July, August, September and October vary slowly for 

both Weekdays and Weekends, the load profile changes abruptly for November, December, 

January, February, March, April and June. The yearly seasonal load profile Fig. 5.3 shows that 

the load with space heater consumed higher average power than the load without space heater. 

Therefore, the actual power load data is classified as two different types: 1) power loads without 

space heater, and 2) power loads with space heater. Classified data are processed individually 
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by the proposed short-term power load forecast model as shown in the overall flowchart of 

proposed model in Fig. 5.6. 

The structure of the proposed forecasting model is illustrated in Fig. 5.7. There are five 

main steps for the proposed model: (1) data preprocessing; (2) a lagged power load  variable 

vector is decomposed by SWT; (3) Bi-LSTM feature extraction from each sub-components; (4) 

LSTM based prediction with dropout layer are applied for each sub components; and (5) finally, 

ISWT based re-constructor is used to generates actual power load forecast signal by combining 

predicted sub-components. 

 
Fig. 5. 5. Yearly space heater load profile for the house. 

 
Fig. 5. 6. Overall Flowchart of the short-term power load forecasting model. 
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Fig. 5. 7. The structure of the short-term power load forecasting model. 

5.4.1  Data Preprocessing 

There are 175200 data samples collected per year by 3 minutes interval steps; 116160 and 

47040 samples are used for power loads with space heater and without space heater deep 

learning framework. 

The power load value for a certain time is corelated to the previous time steps load value. 

Hence, in order to increase the data dimension, a set of lagged power load variable vector is 

created from actual data similar to [4]. The vector is generated by considering only the load 

values in the last three hours of the same day, the last three hours and same hour of the day 

before, and the last three hours and same hour of the previous week, in 30 minute time steps as 

shown in (5.6). The developed variable vector is assigned to each point of the load curve. 
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𝑋 = [ 𝑥(𝑡 − 3431), . . 𝑥(𝑡 − 3361), 𝑥(𝑡 − 551), …  𝑥(𝑡 − 481), . . 𝑥(𝑡 − 61), . . , 𝑥(𝑡 − 1)]𝑇  

               (5.6)  

𝑋 is a set of lagged variable vectors for a certain point with dimension 𝑙 × 1, 𝑙=20. For the 

m power load samples data, the training data 𝑛 = 𝑚 − 3232,  is considered for the RNN. 

5.4.2  SWT Decomposition and Reconstruction 

The SWT algorithm is adopted to decompose a signal into wavelets as shown in Fig. 

5.8. SWT is known as non-sampling wavelet transform and a time invariance extension of 

DWT. At the 1st level of SWT, the original signal x(n) splits into approximation coefficients 

a1(n) and the detail coefficients d1(n). Then the next level, a1(n) splits into two: a2(n) and 

d2(n); and this step is continued for until the number of decomposition steps i. The 

original signal x(n) can be reconstructed through ISWT whereas x(n) is the last level 

approximation coefficients ai(n) and summation of all levels detail coefficients (i.e. d1(n), 

d2(n)……….. di(n)). 

 
Fig. 5. 8. SWT decomposition for i level 
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5.4.3  LSTM and Bi-LSTM 

LSTM is a special type of RNN and it is effective for processing time series data. LSTM 

consists of ‘self-connected’ memory cells, multiplicative gate units in the hidden state as 

shown in Fig. 5.9. Where,  i, f, g and o represent input gate, forget gate, cell candidate and 

output gate, respectively. LSTM neural network can be explained by following (5.7) to 

(5.12):  

𝑖𝑡 = 𝜎𝑔(𝑊𝑖𝑥𝑡 + 𝑅𝑖ℎ𝑡−1 + 𝑏𝑖)                        (5.7) 

𝑓𝑡 = 𝜎𝑔(𝑊𝑓𝑥𝑡 + 𝑅𝑓ℎ𝑡−1 + 𝑏𝑓)                     (5.8) 

𝑔𝑡 = 𝜎𝑐(𝑊𝑔𝑥𝑡 + 𝑅𝑔ℎ𝑡−1 + 𝑏𝑔)                (5.9) 

𝑜𝑡 = 𝜎𝑔(𝑊𝑜𝑥𝑡 + 𝑅𝑜ℎ𝑡−1 + 𝑏𝑜)                              (5.10) 

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑔𝑡                           (5.11) 

ℎ𝑡 = 𝑜𝑡 ⊙ 𝜎𝑐(𝑐𝑡)                           (5.12) 

𝑖𝑡, 𝑓𝑡 , 𝑔𝑡, 𝑜𝑡 , 𝑐𝑡 𝑎𝑛𝑑 ℎ𝑡 denote input gate, forget gate, cell candidate, output gate, cell state 

and hidden state at time step t, respectively. 𝑊,𝑅 𝑎𝑛𝑑 𝑏 represent the input weights, the 

recurrent weights, and the bias of 𝑖, 𝑓, 𝑔 𝑎𝑛𝑑 𝑜 ; respectively. State and gate activation function 

are denoted by 𝜎𝑐and 𝜎𝑔; respectively. 

 
Fig. 5. 9. The architecture of LSTM 
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In Bi-LSTM model, the same output layer connects the two separate hidden layers known 

as forward LSTM layer and backward LSTM layer [31]-[33]; as shown in Fig. 5.10. The 

previous and future data information is used in this model. The forward output layer sequence, 

ℎ⃗ 𝑡 and the backward output layer sequence, ℎ⃗⃖𝑡 are computed by using input in a positive time 

sequence and reversed time sequence, respectively. The output layer 𝑦𝑡 can be expressed as 

follows: 

𝑦𝑡 = 𝐺(ℎ⃗ 𝑡 , ℎ⃗⃖𝑡  )                            (5.13) 

Where, 𝐺 is a function, used to generate output based on ℎ⃗ 𝑡 and ℎ⃗⃖𝑡. 

 
Fig. 5. 10. The architecture of Bi-LSTM 

5.4.4  Dropout Layer 

 
Fig. 5. 11. The dropout network 
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The dropout layer improves the accuracy of forecasting by preventing the neural network 

from overfitting. The dropout network is shown in Fig. 5.11 and can represent as follows: 

𝑟𝑗
(𝑙)~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑝)                        (5.14) 

�͂�(𝑙) = 𝑟(𝑙) ∗ 𝑦(𝑙)                       (5.15) 

𝑧𝑖
(𝑙+1)

= 𝑊𝑖
(𝑙+1)

�͂�(𝑙) + 𝑏𝑖
(𝑙+1)

                      (5.16) 

𝑦𝑖
(𝑙+1)

= 𝜎(𝑧𝑖
(𝑙+1)

)                        (5.17) 

Where * presents element-wise product. 

A vector of independent Bernoulli random variables for the specific layer 𝑙, 𝑟(𝑙) each of 

which has probability being 1. 𝑦(𝑙) and �͂�(𝑙) denote outputs and thinned outputs for the specific 

layer 𝑙. �͂�(𝑙)is obtained by randomly sampled 𝑟(𝑙) multiplied elementwise with 𝑦(𝑙). Then 

generated �͂�(𝑙) are fed to the layer as input. The same process is repeated at each layer.  

5.5 Case Study 

The developed STLF model is verified by comparing with DWT_Bi-LSTM_LSTM, 

SWT_LSTM, SWT_Bi-LSTM model through MATLAB deep learning toolbox and wavelet 

toolbox using a case study. In this case study, two different cases are considered: 1) Case 1 – 

load without space heater and 2) Case 2 – load with space heater. For both cases, in order to 

select the best basis wavelet functions, the mean absolute percentage error (MAPE) of 

reconstructed signal and actual signal are compared among Haar (haar), Fejer-Korovkin filters 

(fk), Coiflets (coif), Symlets (sym), Daubechies (db), and Discrete approximation of Meyer 

(dmey) wavelets as shown in Table 5.2. It is found that Haar wavelet has comparatively less 

percentage of reconstruction error among other wavelets for both cases. Hence Haar wavelet is 
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used for SWT and ISWT. The Pearson correlation coefficient (PCC) was used in [5] to 

determine the number of wavelets and recommended three decomposition steps of SWT. 

𝑀𝐴𝑃𝐸 =
1

𝑛
× ∑ |

(𝐿𝑎−𝐿𝑓)

𝐿𝑓
|𝑛

𝑖=1  × 100                       (5.18) 

Table 5. 2: MAPE of reconstructed signal and actual signal for different basis wavelet function 

 Wavelet MAPE(%) 

Case 1 Haar 4.5113e-14 

Fejer-Korovkin filters 1.3556e-14 

Coiflets 2.6704e-10 

Symlets 1.5876e-10 

Daubechies 9.4170e-11 

Discrete approximation of Meyer 0.0012 

Case 2 Haar 5.2138e-14 

Fejer-Korovkin filters 2.0130e-14 

Coiflets 4.9429e-10 

Symlets 3.3480e-10 

Daubechies 1.8231e-10 

Discrete approximation of Meyer 0.0021 

Table 5. 3: Training option to train data in the deep learning toolbox 

Option Parameter 

Max Epochs 150 

Gradient Threshold 1 

Initial Learn Rate 0.010 

Mini Batch Size 30 

Learn Rate Drop Period 75 

Learn Rate Drop Factor 0.316 
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For both cases, during the deep learning training process, one Bi-LSTM layer with 120 

hidden units and one LSTM layer with 120 hidden units are designed for this model. Each layer 

has dropout layer with 0.3 probability. Adam optimizer is used for this case study. Table 5.3 

shows the used training option for both cases study to train data in the deep learning toolbox. 

Three statistical featured including average, median and L1 norm are determined as 

tabulated in Table 5.4 for evaluating the forecasting accuracy.  

Table 5. 4: Statistical features 

Features Equation 

Average 𝜇𝑥 = 
1

𝑛
∑ 𝑥𝑖

𝑛
𝑖=1   

Median 𝑚𝑒𝑑 =
1

2
(𝑥

|
𝑛+1

2
|
+ 𝑥

|
𝑛

2
|+1

)  

L1 Norm ‖𝐿‖1 = ∑ |𝑥𝑖|
𝑛
𝑖=1   

Where, 𝑥𝑖 is the ith sampled measurement point, i = 1, 2, …, n for n observations. 

Three different comparison: 1) Comparison 1 – among SWT_Bi_LSTM_LSTM with 

dropout layer for a set of lagged power load data vectors (i.e. proposed model) and other 

developed STLF model Comparison 2 – between proposed model and SWT_Bi_LSTM_LSTM 

with dropout layer for instantaneous power load data; and 3) Comparison 3 – between proposed 

model and SWT_Bi_LSTM_LSTM without dropout layer for a set of lagged power load data 

vectors are studied. 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (1 − |
𝑇𝑒𝑠𝑡−Forcast

Forecast
|)  × 100                                       (5.19)      
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5.5.1  Comparison 1 

Table 5. 5: Structure of other STLF model 

Model Structure 

DWT_Bi-LSTM_LSTM • DWT (Haar wavelet, three decomposition steps) 

decomposition for original data 

• Bi-LSTM (120 hidden units) 

• Dropout (0.3 probability) 

• LSTM (120 hidden units) 

• Dropout (0.3 probability) 

• Fully connected layer 

• Regression layer 

• IDWT  

SWT_LSTM • SWT (Haar wavelet, three decomposition steps) 

decomposition for original data 

• LSTM (120 hidden units) 

• Dropout (0.3 probability) 

• Fully connected layer 

• Regression layer 

• ISWT 

SWT_Bi-LSTM • SWT (Haar wavelet, three decomposition steps) 

decomposition for original data 

• Bi-LSTM (120 hidden units) 

• Dropout (0.3 probability) 

• Fully connected layer 

• Regression layer 

• ISWT 
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In Comparison 1, the proposed model is compared with other developed STLF models 

DWT_Bi-LSTM_LSTM, SWT_LSTM, SWT_Bi-LSTM to evaluate the accuracy of proposed 

model. The structure of the three developed STLM models are listed in Table 5.5. The same 

neural network properties are used to train the data for all models.  

Table 5. 6: Comparison among proposed model and other developed STLF model for Case 1 

Model Average 

power 

(KW) 

Percentage 

of 

accuracy 

for 

average 

power (%) 

Median  Percentage 

of 

accuracy 

for median 

(%) 

L1 norm Percentage 

of 

accuracy 

for L1 

norm (%) 

Test 0.7988  0.6450  19.1712  

Proposed model 0.7791 97.5338 0.7150 89.1473 18.6998 97.5411 

DWT_Bi-

LSTM_LSTM 

0.7149 89.4967 0.7382 85.5504 17.1567 89.4921 

SWT_LSTM 1.2426 44.4417 1.2607 95.4574 29.8233 44.4370 

SWT_Bi-LSTM 0.9205 84.7646 0.9211 42.8062 22.0923 84.7631 

The comparison of the proposed model vs. other STLF models are shown in Table 5.6 and 

5.7 for Case 1 and Case 2, respectively. Table 5.6 show that the proposed forecast model is 

comparatively much more accurate than the other developed models in Case 1. For example, 

the predicted daily average power consumption accuracy for the proposed model, DWT_Bi-

LSTM_LSTM, SWT_LSTM and SWT_Bi-LSTM are 97.5338%, 89.4967%, 44.4417% and 

84.7646%; respectively. For Case 2 as shown in Table 5.7, the proposed model forecast is also 

more accurate compared to the other STLF models but with a much higher error than Case 1. 

Case 2 has less prediction accuracy because Case 2 – 24 hourly daily load profile varies rapidly 
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than Case 1 as shown in Fig. 5.1 and 5.2. 

Table 5. 7: Comparison among proposed model and other developed STLF model for Case 2 

Model Average 

power 

(KW) 

Percentage 

of accuracy 

for average 

power (%) 

Median  Percentage 

of 

accuracy 

for median 

(%) 

L1 norm Percentag

e of 

accuracy 

for L1 

norm (%) 

Test 3.5190  2.4825  84.4554  

Proposed model 3.6878 95.2032 2.7958 87.3797 88.5070 95.2027 

DWT_Bi-

LSTM_LSTM 

3.7352 93.8562 3.7355 49.5267 89.6450 93.8552 

SWT_LSTM 3.7165 94.3876 3.712 50.4733 89.1951 94.3879 

SWT_Bi-LSTM 4.3726 75.7431 4.3741 23.8026 104.9413 75.7435 

5.5.2  Comparison 2 

In Comparison 2, SWT_Bi_LSTM_LSTM with dropout layer for a set of lagged power 

load data vectors (i.e. proposed model) and SWT_Bi_LSTM_LSTM with dropout layer for 

instantaneous power load data are considered. Table 5.8 shows the forecasting result of 

Comparison 2. The SWT_Bi_LSTM_LSTM with dropout layer for instantaneous power load 

data model creates significantly higher error compared to proposed model for both cases. For 

example, for Case 1: the accuracy of daily average power, median and L1 norm with respect to 

proposed model are 97.5338%, 85.5504% and 97.5411% respectively; and for the other model, 

the values are 80.6084%, 52.093% and 80.6089% respectively. Therefore, it is concluded from 

Comparison 2 that considering a set of lagged power load data vectors improves forecasting 
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accuracy. 

 

Table 5. 8: Comparison between proposed model and SWT_Bi_LSTM_LSTM with dropout 

layer for instantaneous power load data for both cases 

 Model Average 

power 

(KW) 

Percentage 

of 

accuracy 

for 

average 

power (%) 

Median  Percentage 

of 

accuracy 

for median 

(%) 

L1 norm Percentage 

of 

accuracy 

for L1 

norm (%) 

Case 

1 

Test 0.7988  0.6450  19.1712  

Proposed 

model 

0.7791 97.5338 0.7382 85.5504 18.6998 97.5411 

SWT_Bi-

LSTM_LSTM 

for 

instantaneous 

power load 

data  

0.9537 80.6084 0.9540 52.093 22.8887 80.6089 

Case 

2 

Test 3.5190  2.4825  84.4554  

Proposed 

model 

3.6878 95.2032 2.7958 87.3797 88.5070 95.2027 

SWT_Bi-

LSTM_LSTM 

for 

instantaneous 

power load 

data 

4.4892 72.4297 4.4909 80.9023 107.7406 72.4290 
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5.5.3  Comparison 3 

Table 5. 9: Comparison between proposed model and SWT_Bi_LSTM_LSTM without 

dropout layer for a set of lagged power load data vectors for both cases 

 Model Average 

power 

(KW) 

Percentage 

of 

accuracy 

for 

average 

power (%) 

Median  Percentage 

of 

accuracy 

for median 

(%) 

L1 norm Percentage 

of 

accuracy 

for L1 

norm (%) 

Case 

1 

Test 0.7988  0.6450  19.1712  

Proposed 

model 

0.7791 97.5338 0.7150 89.1473 18.6998 97.5411 

SWT_Bi-

LSTM_LST

M without 

dropout layer 

0.6692 83.7757 0.6423 99.5796 16.0613 83.7783 

Case 

2 

Test 3.5190  2.4825  84.4554  

Proposed 

model 

3.6878 95.2032 2.7958 87.3797 88.5070 95.2027 

SWT_Bi-

LSTM_LST

M without 

dropout layer 

4.1392 82.3857 4.1162 34.1913 99.3401 82.3757 

In Comparison 3, a comparison between the proposed model and SWT_Bi_LSTM_LSTM 

without dropout layer for a set of lagged power load data vectors are studied. Comparison 3 is 

conducted in order to evaluate whether adding a dropout layer after each Bi-LSTM and LSTM 

layer leads to better prediction accuracy. A comparison between proposed model and SWT_Bi-
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LSTM_LSTM without dropout layer is shown in Table 5.9. It is found that the proposed model 

has higher forecasting accuracy for both cases because adding a dropout layer after the Bi-LSTM 

and LSTM neural network boost the prediction accuracy.  

5.6 Conclusion 

The nature of variable weather conditions and random human behaviour cause randomness 

in the power consumption profile at the individual household level and create a serious difficulty 

to improve the short-term power load accuracy. A robust short-term power load forecasting has 

been developed by using wavelet transform and deep learning method in this paper. The 

developed model consists of SWT and a Bi-LSTM and LSTM neural network with dropout 

layers. 

In order to evaluate the accuracy of the proposed model, three comparisons for each of two 

cases are studied by using the real power load dataset of a house in St. John’s, Newfoundland 

and Labrador, Canada. From Comparison 1, it is found that the proposed model has higher 

forecasting accuracy compared to the other developed STLF model. From Comparison 2, it is 

found that considering a set of lagged power load data vectors introduced significantly better 

forecasting accuracy than the original data input, as this increases the dimensions of the training 

data. Comparison 3 has been conducted to evaluate the effectiveness of adding dropout layers 

after the Bi-LSTM and LSTM neural network and it shows that the dropout layer improves the 

accuracy of the proposed model.      
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Chapter 6 

Conclusion 

6.1 Summary 

The ultimate goal of this thesis is to determine a transfer function-based load model for 

commercial and industrial loads from the composite load model; and to devise an STLF method 

for an electrically heated house load by employing deep learning and wavelet transform 

techniques. The developed transfer function-based load model is verified to be effective for 

small motor composition load, or commercial load; and large motor composition load, or 

industrial load. A robust STLF model is proposed in this thesis. The main content of Chapters 

3, 4 and 5 are summarized as follows: 

In Chapter 3, the 3rd order transfer function-based load model has been derived 

mathematically from a composite load model consisting of an induction motor and a ZIP load. 

The composition of load is 25 HP induction motor and 120kW static load; the typical 25 HP 

induction motors parameters and experimentally calculated static load parameters are used in 

this model. This developed model has been verified by comparing with the original composite 

load model for commercial load. This comparison provides a complete understanding of both 

load models dynamic responses.  Next, three simplified load models are applied to the full 

transfer function-based load model developed in this chapter. From the simulation results, it is 

found that the reduced models have less accuracy compared to full transfer function-based load 

model and without frequency dependency can cause significant error. This simulation results 
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confirmed that the reduced model with the 1st order voltage and 1st order frequency terms has 

the smallest errors among the reduced models due to its consideration of both voltage and 

frequency dependency. 

Several conclusions are drawn in this chapter as follows: 1) the reason of better 

performance of 3rd order transfer-function is explained theoretically; 2) the linearization process 

during derivation causes a loss of  dynamic characteristics of the transfer function-based load 

model but it follows the trend of the dynamic system response very well; 3) after simplifying 

the full model, the reduced model has larger error compared to the full model; and 4) among 

three reduced models, the one with 1st order voltage and 1st order frequency terms shows the 

smallest errors due to its consideration of both voltage and frequency dependency. 

In Chapter 4, the 3rd order transfer function-based load model has been derived directly 

from the composite load model for industrial load. In high motor composition load i.e. 1500HP 

induction motor and 120kW static load, induction motors are dominant in the load composition. 

Next, the dynamic responses of the developed model have been verified by comparing with the 

original composite load model for various disturbances. The comparison showed that the 

dynamic responses of the developed model are less transient and more linear, due to the 

linearization process during the derivation of the transfer function-based load model. This was 

experimentally confirmed by comparing the results obtained from the transfer function-based 

load model with the results from the original composite load model. However, it has been 

determined that the tendency of the dynamic responses of both models agree under various 

disturbances, except for frequency disturbances.  

In Chapter 5, STLF model for electrically heated house is proposed based on the SWT and 

RNN techniques. The actual power load data is classified according to seasonal power usage 
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behaviour and each load classification follows the below procedure to forecast the electrically 

heated house: 

1) Generate a set of lagged power load data vectors from the historical power load data 

2) Decomposes the vectors into sub-components by SWT  

3) Extracts features from the sub-components by using a Bi-LSTM neural network layer 

with dropout layer 

4) Predict the power load from each extracted feature by using an LSTM layer with dropout 

layer 

5)  Reconstruct actual power load forecast signal by combining predicted sub-components 

by ISWT. 

The accuracy of the developed model is verified by using the real power load dataset of a 

house in St. John’s, Newfoundland and Labrador, Canada. Three comparisons for each of two 

cases are studied.  The conclusions of the three comparisons are drawn as follows: 

1) Comparison 1- the proposed model is more accurate compared to the other developed 

STLF model because the Bi-LSTM layer has the ability to learn the complicated features of the 

actual data and dropout layer stops overfitting of the neural networks.   

2) Comparison 2- a set of lagged power load data vectors generate higher prediction 

accuracy compared to the original data input. The inclusion of lagged vectors representing the 

recent past improves the accuracy of the prediction, because the behaviour of house loads is 

known to follow daily and weekly patterns. The implication is that general insights about time-

varying loads can be leveraged using the neural network model to improve forecasting ability. 
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3) Comparison 3- adding dropout layers after the Bi-LSTM and LSTM neural network 

improves the forecasting accuracy of the developed model because dropout layer prevents the 

overfitting of neural networks. 

6.2  Future Work 

Presently, the integration of smart grid technologies including renewable distributed 

generators and electric vehicles causes uncertainty and difficulty for dynamic load modeling. 

Future work on the dynamic load model could be to incorporate the transfer function-based load 

model of distributed generators and electric vehicles. The transfer function-based load model 

proposed in this work was derived from a composite load model consisting of induction motor 

and static loads. The future investigation would involve the development of dynamic load 

models, and analysis of the dynamic response of a system containing smart grid technologies. 

The proposed STLF method has been applied, and the accuracy of the model analysed 

considering the electrically heated house load. Other load classes could be modeled and 

analyzed, such as industrial and commercial loads. Different load classes are distinguished by 

several factors. Among these are motor composition (the proportion contributed by AC motors 

to the load bus), and time-varying and weather-dependent compositions. Future work would be 

to examine the performance of the proposed STLF method on different load classes. To do this 

it would be necessary to identify the composition of the load classes, to determine their 

variability with respect to weather and other factors.   

 

  



111 
 

List of Publication 

[1] Hlaumay Marma and Xiaodong Liang, “Comparative Study of Composite Load Model and 

Transfer Function Based Load Model”, IEEE Industry Applications Society (IAS) Annual 

Meeting, 2019. 

[2] Hlaumay Marma and Xiaodong Liang, “Composite Load Model and Transfer Function 

Based Load Model for High Motor Composition Load”, IEEE Canada Electrical Power and 

Energy Conference, 2019. 

[3] Hlaumay Marma, M. Tariq Iqbal and Christopher Thomas Seary, “Short-term Power Load 

Forecast of an Electrically Heated House in St. John’s, Newfoundland, Canada”, European 

Journal of Electrical Engineering & Computer Science (EJECE), 2020.  

 

 

  



112 
 

APPENDIX A Derivation of Transfer Function-Based Model 

A.1 Induction Motor 

The induction motors can be represented by the following differential equations [11]: 

𝑣𝑑𝑠 = 𝑅𝑠𝑖𝑑𝑠 − ω𝑠Ψ𝑞𝑠 +
𝑑𝛹𝑑𝑠

𝑑𝑡
                                       (A.1-1) 

𝑣𝑞𝑠 = 𝑅𝑠𝑖𝑞𝑠 + ω𝑠Ψ𝑑𝑠 +
𝑑𝛹𝑞𝑠

𝑑𝑡
                (A.1-2) 

𝑣𝑑𝑟 = 𝑅𝑟𝑖𝑑𝑟 − (ω𝑠 − ω𝑟)Ψ𝑞𝑟 +
𝑑𝛹𝑑𝑟

𝑑𝑡
               (A.1-3) 

𝑣𝑞𝑟 = 𝑅𝑟𝑖𝑞𝑟 + (ω𝑠 − ω𝑟)Ψ𝑑𝑟 +
𝑑𝛹𝑞𝑟

𝑑𝑡
                (A.1-4) 

𝑇𝑒 = 1.5𝑃(Ψ𝑑𝑠𝑖𝑞𝑠 − Ψ𝑞𝑠𝑖𝑑𝑠)                 (A.1-5) 

Ψ𝑑𝑠 = 𝐿𝑠𝑖𝑑𝑠 + 𝐿𝑚𝑖𝑑𝑟                                   (A.1-6) 

Ψ𝑞𝑠 = 𝐿𝑠𝑖𝑞𝑠 + 𝐿𝑚𝑖𝑞𝑟                                (A.1-7) 

Ψ𝑑𝑟 = 𝐿𝑚𝑖𝑑𝑠 + 𝐿𝑟𝑖𝑑𝑟                  (A.1-8) 

Ψ𝑞𝑟 = 𝐿𝑚𝑖𝑞𝑠 + 𝐿𝑟𝑖𝑞𝑟                  (A.1-9) 

𝑑ω𝑟

𝑑𝑡
=

𝑝

2𝐻
(𝑇𝑒 − 𝑇𝑚)                           (A.1-10) 

𝐿𝑠 = 𝑙𝑠 + 𝐿𝑚                                       (A.1-11) 

𝐿𝑟 = 𝑙𝑟 + 𝐿𝑚                                  (A.1-12) 

𝐽 =
2𝐻

𝑝
                                               (A.1-13) 

The stator transient of induction motor is negligible, i.e.,  

𝑑𝛹𝑑𝑠

𝑑𝑡
= 0 and  

𝑑𝛹𝑞𝑠

𝑑𝑡
= 0                          (A.1-14) 

The rotor of induction motor is shorted:    
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𝑣𝑑𝑟 = 0 and 𝑣𝑞𝑟 = 0                                         (A.1-15) 

Substitute Equations (A.1-6)-(A.1-9), (A.1-14)-(A.1-15) in Equations (A.1-1) to (A.1-

5): 

𝑣𝑑𝑠 = 𝑅𝑠𝑖𝑑𝑠 − ω𝑠(𝐿𝑠𝑖𝑞𝑠 + 𝐿𝑚𝑖𝑞𝑟)                        (A.1-16) 

𝑣𝑞𝑠 = 𝑅𝑠𝑖𝑞𝑠 + ω𝑠(𝐿𝑠𝑖𝑑𝑠 + 𝐿𝑚𝑖𝑑𝑟)               (A.1-17) 

0 =  𝑅𝑟𝑖𝑑𝑟 − (ω𝑠 − ω𝑟)(𝐿𝑚𝑖𝑞𝑠 + 𝐿𝑟𝑖𝑞𝑟) + 𝐿𝑚
𝑑𝑖𝑑𝑠

𝑑𝑡
+ 𝐿𝑟

𝑑𝑖𝑑𝑟

𝑑𝑡
         (A.1-18) 

0 = 𝑅𝑟𝑖𝑞𝑟 + (𝜔𝑠 − 𝜔𝑟)(𝐿𝑚𝑖𝑑𝑠 + 𝐿𝑟𝑖𝑑𝑟) + 𝐿𝑚
𝑑𝑖𝑞𝑠

𝑑𝑡
+ 𝐿𝑟

𝑑𝑖𝑞𝑟

𝑑𝑡
           (A.1-19) 

𝑇𝑒 = 1.5𝑃(𝑖𝑑𝑟𝑖𝑞𝑠 − 𝑖𝑞𝑟𝑖𝑑𝑠)               (A.1-20) 

Substitute Equations (A.1-20) in Equation (A.1-10): 

𝑑ω𝑟

𝑑𝑡
=

𝑝

2𝐻
(1.5𝑃(𝑖𝑑𝑟𝑖𝑞𝑠 − 𝑖𝑞𝑟𝑖𝑑𝑠)  − 𝑇𝑚)             (A.1-21) 

Linearize (A.1-16)-(A.1-19) and (A.1-21): 

𝛥𝑣𝑑𝑠 = 𝑅𝑠𝛥𝑖𝑑𝑠 − 𝜔𝑠0𝐿𝑠𝛥𝑖𝑞𝑠 − 𝜔𝑠0𝐿𝑚𝛥𝑖𝑞𝑟 − (𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0)𝛥𝜔𝑠                            (A.1-22) 

𝛥𝑣𝑞𝑠 = 𝑅𝑠𝛥𝑖𝑞𝑠 + 𝜔𝑠0𝐿𝑠𝛥𝑖𝑑𝑠 + 𝜔𝑠0𝐿𝑚𝛥𝑖𝑑𝑟 + (𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0)𝛥𝜔𝑠                            (A.1-23) 

0 = (𝑅𝑟 + 𝐿𝑟𝑆)𝛥𝑖𝑑𝑟 + (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑚𝛥𝑖𝑞𝑠 + (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟𝛥𝑖𝑞𝑟 + 𝐿𝑚𝑆𝛥𝑖𝑑𝑠 + (𝐿𝑚𝑖𝑞𝑠0 +

𝐿𝑟𝑖𝑞𝑟0)𝛥𝜔𝑟 − (𝐿𝑚𝑖𝑞𝑠0 + 𝐿𝑟𝑖𝑞𝑟0)𝛥𝜔𝑠                                            (A.1-24) 

0 = (𝑅𝑟 + 𝐿𝑟𝑆)𝛥𝑖𝑞𝑟 + 𝐿𝑚𝑆𝛥𝑖𝑞𝑠 − (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑚𝛥𝑖𝑑𝑠 − (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟𝛥𝑖𝑑𝑟 − (𝐿𝑚𝑖𝑑𝑠0 +

𝐿𝑟𝑖𝑑𝑟0)𝛥𝜔𝑟 + (𝐿𝑚𝑖𝑑𝑠0 + 𝐿𝑟𝑖𝑑𝑟0)𝛥𝜔𝑠                                                         (A.1-25) 

𝑆𝛥𝜔𝑟 =
3𝑝2𝐿𝑚

4𝐻
(𝑖𝑑𝑟0𝛥𝑖𝑞𝑠 − 𝑖𝑞𝑟0𝛥𝑖𝑑𝑠 + 𝑖𝑞𝑠0𝛥𝑖𝑑𝑟 − 𝑖𝑑𝑠0𝛥𝑖𝑞𝑟)                                (A.1-26) 

Δiqr can be determined from Equation (A.1-22): 

𝛥𝑖𝑞𝑟  =  
1

𝜔𝑠0𝐿𝑚
[𝑅𝑠𝛥𝑖𝑑𝑠 − 𝜔𝑠0𝐿𝑠𝛥𝑖𝑞𝑠 − (𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0)𝛥𝜔𝑠 − 𝛥𝑣𝑑𝑠]                   (A.1-27) 
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𝛥𝑖𝑑𝑟 can be determined from Equation (A.1-23): 

𝛥𝑖𝑑𝑟 =
1

𝜔𝑠0𝐿𝑚
[𝛥𝑣𝑞𝑠 − 𝑅𝑠𝛥𝑖𝑞𝑠 − 𝜔𝑠0𝐿𝑠𝛥𝑖𝑑𝑠 − (𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0)𝛥𝜔𝑠]                           (A.1-28) 

Substitute Equations (A.1-27) and (A.1-28) in Equation (A.1-24): 

0 = (𝑅𝑟 + 𝐿𝑟𝑆)𝛥𝑣𝑞𝑠 − (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟𝛥𝑣𝑑𝑠 + [𝜔𝑠0(𝜔𝑟0 − 𝜔𝑠0)(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠) − 𝑅𝑟𝑅𝑠 −

𝑆𝐿𝑟𝑅𝑠]𝛥𝑖𝑞𝑠 − [𝑅𝑟(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0) + (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟(𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0) + 𝜔𝑠0𝐿𝑚 (𝐿𝑚𝑖𝑞𝑠0 +

𝐿𝑟𝑖𝑞𝑟0) + 𝑆𝐿𝑟(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0) ]𝛥𝜔𝑠 + [𝐿𝑟𝑅𝑠(𝜔𝑟0 − 𝜔𝑠0)−𝜔𝑠0𝐿𝑠𝑅𝑟+𝑆𝜔𝑠0(𝐿𝑚
2 −

𝐿𝑟𝐿𝑠)]𝛥𝑖𝑑𝑠 + 𝜔𝑠0𝐿𝑚(𝐿𝑚𝑖𝑞𝑠0 + 𝐿𝑟𝑖𝑞𝑟0)𝛥𝜔𝑟              (A.1-29) 

0 = 𝑥11𝛥𝑣𝑞𝑠 + 𝑥12𝛥𝑣𝑑𝑠 + 𝑥13𝛥𝑖𝑞𝑠 + 𝑥14𝛥𝜔𝑠 + 𝑥15𝛥𝑖𝑑𝑠 + 𝑥16𝛥𝜔𝑟          (A.1-30) 

Where, 

𝑥11 = (𝑅𝑟 + 𝐿𝑟𝑆) =  𝑥112 + 𝑥111𝑆   

𝑥12 = −(𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟  

𝑥13 = 𝜔𝑠0(𝜔𝑟0 − 𝜔𝑠0)(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠) − 𝑅𝑟𝑅𝑠 − 𝑆𝐿𝑟𝑅𝑠 = 𝑥132 + 𝑥131𝑆    

𝑥14 = −[𝑅𝑟(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0) + (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟(𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0) + 𝜔𝑠0𝐿𝑚 (𝐿𝑚𝑖𝑞𝑠0 +

𝐿𝑟𝑖𝑞𝑟0) + 𝑆𝐿𝑟(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0) ] = 𝑥142 + 𝑥141𝑆    

𝑥15 = 𝐿𝑟𝑅𝑠(𝜔𝑟0 − 𝜔𝑠0)−𝜔𝑠0𝐿𝑠𝑅𝑟+𝑆𝜔𝑠0(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠)  =  𝑥152 + 𝑥151𝑆     

𝑥16 = 𝜔𝑠0𝐿𝑚(𝐿𝑚𝑖𝑞𝑠0 + 𝐿𝑟𝑖𝑞𝑟0)  

𝑥111 = 𝐿𝑟  

𝑥112 = 𝑅𝑟   

𝑥131 = −𝐿𝑟𝑅𝑠  

𝑥132 = 𝜔𝑠0(𝜔𝑟0 − 𝜔𝑠0)(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠) − 𝑅𝑟𝑅𝑠  

𝑥141 = −𝐿𝑟(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0)   
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𝑥142 = −[𝑅𝑟(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0) + (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟(𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0) + 𝜔𝑠0𝐿𝑚 (𝐿𝑚𝑖𝑞𝑠0 +

𝐿𝑟𝑖𝑞𝑟0)]  

𝑥151 = 𝜔𝑠0(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠)   

𝑥152 = 𝐿𝑟𝑅𝑠(𝜔𝑟0 − 𝜔𝑠0)−𝜔𝑠0𝐿𝑠𝑅𝑟  

Substitute Equations (A.1-27) and (A.1-28) in Equation (A.1-25): 

0 = −(𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟𝛥𝑣𝑞𝑠 − (𝑅𝑟 + 𝐿𝑟𝑆)𝛥𝑣𝑑𝑠 + [𝐿𝑟𝑅𝑠(𝜔𝑟0 − 𝜔𝑠0)−𝜔𝑠0𝐿𝑠𝑅𝑟+𝑆𝜔𝑠0(𝐿𝑚
2 −

𝐿𝑟𝐿𝑠)]𝛥𝑖𝑞𝑠 + [(𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0) + 𝜔𝑠0𝐿𝑚 (𝐿𝑚𝑖𝑑𝑠0 + 𝐿𝑟𝑖𝑑𝑟0)−𝑅𝑟(𝐿𝑠𝑖𝑞𝑠0 +

𝐿𝑚𝑖𝑞𝑟0) − 𝑆𝐿𝑟(𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0) ]𝛥𝜔𝑠  + [𝑅𝑟𝑅𝑠 − 𝜔𝑠0(𝜔𝑟0 − 𝜔𝑠0)(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠) +

𝑆𝐿𝑟𝑅𝑠]𝛥𝑖𝑑𝑠 − 𝜔𝑠0𝐿𝑚(𝐿𝑚𝑖𝑑𝑠0 + 𝐿𝑟𝑖𝑑𝑟0)𝛥𝜔𝑟                               (A.1-31) 

0 = 𝑥21𝛥𝑣𝑞𝑠 + 𝑥22𝛥𝑣𝑑𝑠 + 𝑥23𝛥𝑖𝑞𝑠 + 𝑥24𝛥𝜔𝑠 + 𝑥25𝛥𝑖𝑑𝑠 + 𝑥26𝛥𝜔𝑟          (A.1-32) 

Where, 

𝑥21 = −(𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟  

𝑥22 = −(𝑅𝑟 + 𝐿𝑟𝑆) = 𝑥222 + 𝑥221𝑆   

𝑥23 = 𝐿𝑟𝑅𝑠(𝜔𝑟0 − 𝜔𝑠0)−𝜔𝑠0𝐿𝑠𝑅𝑟+𝑆𝜔𝑠0(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠) = 𝑥232 + 𝑥231𝑆    

𝑥24 = [(𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0) + 𝜔𝑠0𝐿𝑚 (𝐿𝑚𝑖𝑑𝑠0 + 𝐿𝑟𝑖𝑑𝑟0)−𝑅𝑟(𝐿𝑠𝑖𝑞𝑠0 +

𝐿𝑚𝑖𝑞𝑟0) − 𝑆𝐿𝑟(𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0) ] = 𝑥242 + 𝑥241𝑆    

𝑥25 = 𝑅𝑟𝑅𝑠 − 𝜔𝑠0(𝜔𝑟0 − 𝜔𝑠0)(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠) + 𝑆𝐿𝑟𝑅𝑠  =  𝑥252 + 𝑥251𝑆     

𝑥26 = −𝜔𝑠0𝐿𝑚(𝐿𝑚𝑖𝑑𝑠0 + 𝐿𝑟𝑖𝑑𝑟0)  

𝑥221 = −𝐿𝑟  

𝑥222 = −𝑅𝑟   

𝑥231 = 𝜔𝑠0(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠)  
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𝑥232 = 𝐿𝑟𝑅𝑠(𝜔𝑟0 − 𝜔𝑠0)−𝜔𝑠0𝐿𝑠𝑅𝑟  

𝑥241 = −𝐿𝑟(𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0)   

𝑥242 = (𝜔𝑟0 − 𝜔𝑠0)𝐿𝑟(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0) + 𝜔𝑠0𝐿𝑚 (𝐿𝑚𝑖𝑑𝑠0 + 𝐿𝑟𝑖𝑑𝑟0)−𝑅𝑟(𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0)  

𝑥251 = 𝐿𝑟𝑅𝑠   

𝑥252 = 𝑅𝑟𝑅𝑠 − 𝜔𝑠0(𝜔𝑟0 − 𝜔𝑠0)(𝐿𝑚
2 − 𝐿𝑟𝐿𝑠)  

Substitute Equations (A.1-27) and (A.1-28) in Equation (A.1-26): 

0 = 𝑖𝑞𝑠0𝛥𝑣𝑞𝑠 + 𝑖𝑑𝑠0𝛥𝑣𝑑𝑠+(𝜔𝑠0𝐿𝑚 𝑖𝑑𝑟0 + 𝜔𝑠0𝐿𝑠𝑖𝑑𝑠0 − 𝑅𝑠𝑖𝑞𝑠0) 𝛥𝑖𝑞𝑠 + [𝑖𝑑𝑠0(𝐿𝑠𝑖𝑞𝑠0 +

𝐿𝑚𝑖𝑞𝑟0) − 𝑖𝑞𝑠0(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0)]𝛥𝜔𝑠 − (𝜔𝑠0𝐿𝑚 𝑖𝑞𝑟0 + 𝜔𝑠0𝐿𝑠𝑖𝑞𝑠0 + 𝑅𝑠𝑖𝑑𝑠0)𝛥𝑖𝑑𝑠 −

(
4𝐻

3𝑝2𝐿𝑚
) 𝑆𝛥𝜔𝑟                        (A.1-33) 

0 = 𝑥31𝛥𝑣𝑞𝑠 + 𝑥32𝛥𝑣𝑑𝑠 + 𝑥33𝛥𝑖𝑞𝑠 + 𝑥34𝛥𝜔𝑠 + 𝑥35𝛥𝑖𝑑𝑠 + 𝑥36𝛥𝜔𝑟          (A.1-34) 

Where, 

𝑥31 = 𝑖𝑞𝑠0  

𝑥32 = 𝑖𝑑𝑠0  

𝑥33 = (𝜔𝑠0𝐿𝑚 𝑖𝑑𝑟0 + 𝜔𝑠0𝐿𝑠𝑖𝑑𝑠0 − 𝑅𝑠𝑖𝑞𝑠0)    

𝑥34 = [𝑖𝑑𝑠0(𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0) − 𝑖𝑞𝑠0(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0)]  

𝑥35 = −(𝜔𝑠0𝐿𝑚 𝑖𝑞𝑟0 + 𝜔𝑠0𝐿𝑠𝑖𝑞𝑠0 + 𝑅𝑠𝑖𝑑𝑠0)  

𝑥36 = −(
4𝐻

3𝑝2𝐿𝑚
) 𝑆 = 𝑥361𝑆  

𝑥361 = −(
4𝐻

3𝑝2𝐿𝑚
)  

𝛥𝑖𝑑𝑠 can be determined from Equation (A.1-34): 

𝛥𝑖𝑑𝑠 = −(
1

𝑥35
) [𝑥31𝛥𝑣𝑞𝑠 + 𝑥32𝛥𝑣𝑑𝑠 + 𝑥33𝛥𝑖𝑞𝑠 + 𝑥34𝛥𝜔𝑠 + 𝑥36𝛥𝜔𝑟                     (A.1-35) 
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The power source voltage in dq reference frame can be expressed by 

𝑣𝑑𝑔 = 0                               (A.1-36) 

𝑣𝑞𝑔 = √2𝐸                                             (A.1-37) 

Since the source voltage is directly applied to the motor stator in this configuration, 

therefore: 

𝑣𝑑𝑠 = 𝑣𝑑𝑔 = 0                                         (A.1-38) 

𝑣𝑞𝑠 = 𝑣𝑞𝑔 = √2𝐸                        (A.1-39) 

Linearize (A.1-38) and (A.1-39): 

𝛥𝑣𝑑𝑠 = 0                                     (A.1-40) 

𝛥𝑣𝑞𝑠 = √2𝛥𝐸                                        (A.1-41) 

Substitute Equations (A.1-40) in Equations (A.1-30), (A.1-32): 

0 = 𝑥11𝛥𝑣𝑞𝑠 + 𝑥13𝛥𝑖𝑞𝑠 + 𝑥14𝛥𝜔𝑠 + 𝑥15𝛥𝑖𝑑𝑠 + 𝑥16𝛥𝜔𝑟             (A.1-42) 

0 = 𝑥21𝛥𝑣𝑞𝑠 + 𝑥23𝛥𝑖𝑞𝑠 + 𝑥24𝛥𝜔𝑠 + 𝑥25𝛥𝑖𝑑𝑠 + 𝑥26𝛥𝜔𝑟              (A.1-43) 

Substitute Equations (A.1-40) in Equation (A.1-34): 

𝛥𝑖𝑑𝑠 = −(
1

𝑥35
) [𝑥31𝛥𝑣𝑞𝑠 + 𝑥33𝛥𝑖𝑞𝑠 + 𝑥34𝛥𝜔𝑠 + 𝑥36𝛥𝜔𝑟                    (A.1-44) 

𝛥𝑖𝑑𝑠 = 𝑥41𝛥𝑣𝑞𝑠 + 𝑥42𝛥𝑖𝑞𝑠 + 𝑥43𝛥𝜔𝑠 + 𝑥44𝑆𝛥𝜔𝑟                                (A.1-45) 

Where, 

𝑥41 = −(
1

𝑥35
) 𝑥31 

𝑥42 = −(
1

𝑥35
) 𝑥33 

𝑥43 = −(
1

𝑥35
) 𝑥34 
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𝑥44 = −(
1

𝑥35
) 𝑥361 

Substitute Equations (A.1-35) in Equations (A.1-42): 

0 = (𝑦11𝑆 + 𝑦12)𝛥𝑣𝑞𝑠 + (𝑦21𝑆 + 𝑦22)𝛥𝑖𝑞𝑠 + (𝑦31𝑆 + 𝑦32)𝛥𝜔𝑠 + (𝑦41𝑆
2 + 𝑦42𝑆 + 𝑦43)𝛥𝜔𝑟  

                         (A.1-46) 

Where, 

𝑦11 = 𝑥35𝑥111 − 𝑥151𝑥31 

𝑦12 = 𝑥35𝑥112 − 𝑥152𝑥31 

𝑦21 = 𝑥35𝑥131 − 𝑥151𝑥33 

𝑦22 = 𝑥35𝑥132 − 𝑥152𝑥33 

𝑦31 = 𝑥35𝑥141 − 𝑥151𝑥34 

𝑦32 = 𝑥35𝑥142 − 𝑥152𝑥34 

𝑦41 = −𝑥361𝑥151 

𝑦42 = −𝑥361𝑥152 

𝑦43 = 𝑥35𝑥16 

Substitute Equations (A.1-35) in Equations (A.1-43): 

0 = (𝑦51𝑆 + 𝑦52)𝛥𝑣𝑞𝑠 + (𝑦61𝑆 + 𝑦62)𝛥𝑖𝑞𝑠 + (𝑦71𝑆 + 𝑦72)𝛥𝜔𝑠 + (𝑦81𝑆
2 + 𝑦82𝑆 + 𝑦83)𝛥𝜔𝑟  

                       (A.1-47) 

Where, 

𝑦51 = −𝑥251𝑥31 

𝑦52 = 𝑥35𝑥21 − 𝑥252𝑥31 

𝑦61 = 𝑥35𝑥231 − 𝑥251𝑥33 

𝑦62 = 𝑥35𝑥232 − 𝑥252𝑥33 
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𝑦71 = 𝑥35𝑥241 − 𝑥251𝑥34 

𝑦72 = 𝑥35𝑥242 − 𝑥252𝑥34 

𝑦81 = −𝑥361𝑥251 

𝑦82 = −𝑥361𝑥252 

𝑦83 = 𝑥35𝑥26 

𝛥𝑖𝑞𝑠 and 𝛥𝜔𝑟 can be determined from Equations (A.1-46) and (A.1-47): 

𝛥𝑖𝑞𝑠 =
(𝑧11𝑆3+𝑧12𝑆2+𝑧13𝑆+𝑧14 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝑣𝑞𝑠 +

(𝑧21𝑆3+𝑧22𝑆
2+𝑧23𝑆+𝑧24 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝜔𝑠          (A.1-46) 

𝛥𝜔𝑟 =
(𝑧31𝑆2+𝑧32𝑆+𝑧33 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝑣𝑞𝑠 +

(𝑧41𝑆2+𝑧42𝑆+𝑧43 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝜔𝑠                      (A.1-47) 

Where, 

𝑂1 = 𝑦21𝑦81 − 𝑦61𝑦41 

𝑂2 = 𝑦21𝑦82 + 𝑦22𝑦81 − 𝑦61𝑦42 − 𝑦62𝑦41 

𝑂3 = 𝑦21𝑦83 + 𝑦22𝑦82 − 𝑦61𝑦43 − 𝑦62𝑦42 

𝑂4 = 𝑦22𝑦83 − 𝑦62𝑦43 

𝑧11 = 𝑦51𝑦41 − 𝑦11𝑦81 

𝑧12 = 𝑦51𝑦42 + 𝑦52𝑦41 − 𝑦11𝑦82 − 𝑦12𝑦81 

𝑧13 = 𝑦51𝑦43 + 𝑦52𝑦42 − 𝑦11𝑦83 − 𝑦12𝑦82 

𝑧14 = 𝑦52𝑦43 − 𝑦12𝑦83 

𝑧21 = 𝑦71𝑦41 − 𝑦31𝑦81 

𝑧22 = 𝑦71𝑦42 + 𝑦72𝑦41 − 𝑦31𝑦82 − 𝑦32𝑦81 

𝑧23 = 𝑦71𝑦43 + 𝑦72𝑦42 − 𝑦31𝑦83 − 𝑦32𝑦82 

𝑧24 = 𝑦72𝑦43 − 𝑦32𝑦83 
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𝑧31 = 𝑦11𝑦61 − 𝑦51𝑦21 

𝑧32 = 𝑦11𝑦62 + 𝑦12𝑦61 − 𝑦51𝑦22 − 𝑦52𝑦21 

𝑧33 = 𝑦12𝑦62 − 𝑦52𝑦22 

𝑧41 = 𝑦31𝑦61 − 𝑦71𝑦21 

𝑧42 = 𝑦31𝑦62 + 𝑦32𝑦61 − 𝑦71𝑦22 − 𝑦72𝑦21 

𝑧43 = 𝑦32𝑦62 − 𝑦72𝑦22 

Substitute Equation (A.1-47) in Equation (A.1-45): 

𝛥𝑖𝑑𝑠 =
(𝑧51𝑆3+𝑧52𝑆2+𝑧53𝑆+𝑧54 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝑣𝑞𝑠 +

(𝑧61𝑆3+𝑧62𝑆
2+𝑧63𝑆+𝑧64 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝜔𝑠                     (A.1-48) 

Where, 

𝑧51 = 𝑥41𝑂11 + 𝑥42𝑧11 + 𝑥44𝑧31  

𝑧52 = 𝑥41𝑂12 + 𝑥42𝑧12 + 𝑥44𝑧32  

𝑧53 = 𝑥41𝑂13 + 𝑥42𝑧13 + 𝑥44𝑧33  

𝑧54 = 𝑥41𝑂14 + 𝑥42𝑧14  

𝑧61 = 𝑥43𝑂11 + 𝑥42𝑧21 + 𝑥44𝑧41  

𝑧62 = 𝑥43𝑂12 + 𝑥42𝑧22 + 𝑥44𝑧42  

𝑧63 = 𝑥43𝑂13 + 𝑥42𝑧23 + 𝑥44𝑧43  

𝑧64 = 𝑥43𝑂14 + 𝑥42𝑧24  

Substitute Equation (A.1-41) and 𝛥𝜔𝑠 = 2𝜋𝛥𝑓 in Equations (A.1-46) and (A.1-47): 

𝛥𝑖𝑞𝑠 =
(𝑎11𝑆3+𝑎12𝑆2+𝑎13𝑆+𝑎14 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝐸 +

(𝑎21𝑆3+𝑎22𝑆2+𝑎23𝑆+𝑎24 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝑓          (A.1-49) 

𝛥𝑖𝑑𝑠 =
(𝑎51𝑆3+𝑎52𝑆2+𝑎53𝑆+𝑎54 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝐸 +

(𝑎61𝑆3+𝑎62𝑆2+𝑎63𝑆+𝑎64 )

(𝑂1𝑆3+𝑂2𝑆2+𝑂3𝑆+𝑂4 )
𝛥𝑓          (A.1-50) 

Where, 
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𝑎11 = √2𝑧11     𝑎21 = 2𝜋𝑧21     𝑎51 = √2𝑧51     𝑎61 = 2𝜋𝑧61     

𝑎12 = √2𝑧12  𝑎22 = 2𝜋𝑧22  𝑎52 = √2𝑧52  𝑎62 = 2𝜋𝑧62  

𝑎13 = √2𝑧13  𝑎23 = 2𝜋𝑧23  𝑎53 = √2𝑧53  𝑎63 = 2𝜋𝑧63  

𝑎14 = √2𝑧14  𝑎24 = 2𝜋𝑧24  𝑎54 = √2𝑧54  𝑎64 = 2𝜋𝑧64  

The real power P and the reactive power Q of the induction motor can be formulated by 

𝑃𝐼𝑀 =
3

2
(𝑣𝑑𝑠𝑖𝑑𝑠 + 𝑣𝑞𝑠𝑖𝑞𝑠)                                 (A.1-51) 

𝑄𝐼𝑀 =
3

2
(𝑣𝑞𝑠𝑖𝑑𝑠 − 𝑣𝑑𝑠𝑖𝑞𝑠)                          (A.1-52) 

Substitute Equation (A.1-40) and (A.1-41) in Equations (A.1-51) and (A.1-52): 

𝑃𝐼𝑀 =
3

2
(√2𝐸𝑖𝑞𝑠)                           (A.1-53) 

𝑄𝐼𝑀 =
3

2
(√2𝐸𝑖𝑑𝑠)                            (A.1-54) 

For the total real power, the Taylor expansion for Equation (A.1-53) can be written as 

follows: 

𝑃𝐼𝑀 = 𝑃𝐼𝑀0 + 𝑎𝐸𝛥𝐸 + 𝑎𝑖𝑞𝑠𝛥𝑖𝑞𝑠 + 𝑎𝐸𝑖𝑞𝑠𝛥𝐸𝛥𝑖𝑞𝑠             (A.1-55) 

Where, 

𝑎𝐸 =
3

2
(√2𝑖𝑞𝑠0)          

𝑎𝑖𝑞𝑠 =
3

2
(√2𝐸0)          

𝑎𝐸𝑖𝑞𝑠 =
3

√2
          

For the total reactive power, the Taylor expansion for Equation (A.1-54) can be written as 

follows: 

𝑄𝐼𝑀 = 𝑄𝐼𝑀0 + 𝑏𝐸𝛥𝐸 + 𝑏𝑖𝑑𝑠𝛥𝑖𝑑𝑠 + 𝑎𝐸𝑖𝑑𝑠𝛥𝐸𝛥𝑖𝑑𝑠             (A.1-56) 
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Where, 

𝑏𝐸 =
3

2
(√2𝑖𝑑𝑠0)          

𝑏𝑖𝑑𝑠 =
3

2
(√2𝐸0)        

𝑏𝐸𝑖𝑑𝑠 =
3

√2
        

Substitute Equation (A.1-49) and (A.1-50) in Equations (A.1-55) and (A.1-56): 

𝑃𝐼𝑀 = 𝑃𝐼𝑀0 + 𝐺𝑃𝐸𝐼𝑀𝛥𝐸 + 𝐺𝑃𝑓𝐼𝑀𝛥𝑓 + 𝐺𝑃𝐸2𝐼𝑀𝛥𝐸2 + 𝐺𝑃𝐸𝑓𝐼𝑀𝛥𝐸𝛥𝑓                              (A.1-57) 

𝑄𝐼𝑀 = 𝑄𝐼𝑀0 + 𝐺𝑄𝐸𝐼𝑀𝛥𝐸 + 𝐺𝑄𝑓𝐼𝑀𝛥𝑓 + 𝐺𝑄𝐸2𝐼𝑀𝛥𝐸2 + 𝐺𝑄𝐸𝑓𝐼𝑀𝛥𝐸𝛥𝑓                           (A.1-58) 

Where, the coefficients are expressed by 

𝐺𝑃𝐸𝐼𝑀 =
𝐹11𝑆3+𝐹12𝑆2+𝐹13𝑆+𝐹14

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
    

𝐺𝑃𝑓𝐼𝑀 =
𝐹21𝑆3+𝐹22𝑆2+𝐹23𝑆+𝐹24

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
     

𝐺𝑃𝐸2𝐼𝑀 =
𝐹31𝑆3+𝐹32𝑆2+𝐹33𝑆+𝐹34

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
       

𝐺𝑃𝐸𝑓𝐼𝑀 =
𝐹41𝑆3+𝐹42𝑆2+𝐹43𝑆+𝐹44

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
       

𝐺𝑄𝐸𝐼𝑀 =
𝐹51𝑆3+𝐹52𝑆2+𝐹53𝑆+𝐹54

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
         

𝐺𝑄𝑓𝐼𝑀 =
𝐹61𝑆3+𝐹62𝑆2+𝐹63𝑆+𝐹64

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
         

𝐺𝑄𝐸2𝐼𝑀 =
𝐹71𝑆3+𝐹72𝑆2+𝐹73𝑆+𝐹74

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
           

𝐺𝑄𝐸𝑓𝐼𝑀 =
𝐹81𝑆3+𝐹82𝑆2+𝐹83𝑆+𝐹84

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
       

Where, 

𝐹11 = 𝑎𝐸𝑁1 + 𝑎𝑖𝑞𝑠𝑎11  
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𝐹12 = 𝑎𝐸𝑁2 + 𝑎𝑖𝑞𝑠𝑎12  

𝐹13 = 𝑎𝐸𝑁3 + 𝑎𝑖𝑞𝑠𝑎13  

𝐹14 = 𝑎𝐸𝑁4 + 𝑎𝑖𝑞𝑠𝑎14  

𝐹21 = 𝑎𝑖𝑞𝑠𝑎21  

𝐹22 = 𝑎𝑖𝑞𝑠𝑎22  

𝐹23 = 𝑎𝑖𝑞𝑠𝑎23  

𝐹24 = 𝑎𝑖𝑞𝑠𝑎24  

𝐹31 = 𝑎𝐸𝑖𝑞𝑠𝑎11  

𝐹32 = 𝑎𝐸𝑖𝑞𝑠𝑎12  

𝐹33 = 𝑎𝐸𝑖𝑞𝑠𝑎13  

𝐹34 = 𝑎𝐸𝑖𝑞𝑠𝑎14  

𝐹41 = 𝑎𝐸𝑖𝑞𝑠𝑎21  

𝐹42 = 𝑎𝐸𝑖𝑞𝑠𝑎22  

𝐹43 = 𝑎𝐸𝑖𝑞𝑠𝑎23  

𝐹44 = 𝑎𝐸𝑖𝑞𝑠𝑎24   

𝐹51 = 𝑏𝐸𝑁1 + 𝑏𝑖𝑑𝑠𝑎31  

𝐹52 = 𝑏𝐸𝑁2 + 𝑏𝑖𝑑𝑠𝑎32  

𝐹53 = 𝑏𝐸𝑁3 + 𝑏𝑖𝑑𝑠𝑎33  

𝐹54 = 𝑏𝐸𝑁4 + 𝑏𝑖𝑑𝑠𝑎34  

𝐹61 = 𝑏𝑖𝑑𝑠𝑎41  

𝐹62 = 𝑏𝑖𝑑𝑠𝑎42  
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𝐹63 = 𝑏𝑖𝑑𝑠𝑎43  

𝐹64 = 𝑏𝑖𝑑𝑠𝑎44  

𝐹71 = 𝑏𝐸𝑖𝑑𝑠𝑎31  

𝐹72 = 𝑏𝐸𝑖𝑑𝑠𝑎32  

𝐹73 = 𝑏𝐸𝑖𝑑𝑠𝑎33  

𝐹74 = 𝑏𝐸𝑖𝑑𝑠𝑎34  

𝐹81 = 𝑏𝐸𝑖𝑑𝑠𝑎41  

𝐹82 = 𝑏𝐸𝑖𝑑𝑠𝑎42  

𝐹83 = 𝑏𝐸𝑖𝑑𝑠𝑎43  

𝐹84 = 𝑏𝐸𝑖𝑑𝑠𝑎44  

A.2 ZIP Model 

A ZIP model can be represented by the following polynomial equations [3]: 

𝑃𝑍𝐼𝑃 = 𝑃𝑍𝐼𝑃0 ( 𝑎𝑝 (
𝑣

𝑣0
)
2

+ 𝑏𝑝 (
𝑣

𝑣0
) + 𝑐𝑝) (1 + 𝑘𝑝𝑓𝛥𝑓)                                                  (A.2-1) 

𝑄𝑍𝐼𝑃 = 𝑄𝑍𝐼𝑃0 ( 𝑎𝑞 (
𝑣

𝑣0
)
2

+ 𝑏𝑞 (
𝑣

𝑣0
) + 𝑐𝑞) (1 + 𝑘𝑞𝑓𝛥𝑓)                                                 (A.2-2) 

𝑎𝑝 + 𝑏𝑝 + 𝑐𝑝 = 1                                                     (A.2-3)                                                                 

𝑎𝑞 + 𝑏𝑞 + 𝑐𝑞 = 1                                                                               (A.2-4)    

The ZIP load model can be written in the similar format of real and reactive power of 

induction motor. Equations (A.2-1) and (A.2-2) can be rewritten as follows:  

𝑃𝑍𝐼𝑃 = 𝑃𝑍𝐼𝑃0 + 𝐺𝑃𝐸𝑍𝐼𝑃𝛥𝐸 + 𝐺𝑃𝑓𝑍𝐼𝑃𝛥𝑓 + 𝐺𝑃𝐸2𝑍𝐼𝑃𝛥𝐸2 + 𝐺𝑃𝐸𝑓𝑍𝐼𝑃𝛥𝐸𝛥𝑓 + 𝐺𝑃𝐸2𝑓𝑍𝐼𝑃𝛥𝐸2𝛥𝑓        

                                            (A.2-5)                                       
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𝑄𝑍𝐼𝑃 = 𝑄𝑍𝐼𝑃0 + 𝐺𝑄𝐸𝑍𝐼𝑃𝛥𝐸 + 𝐺𝑄𝑓𝑍𝐼𝑃𝛥𝑓 + 𝐺𝑄𝐸2𝑍𝐼𝑃𝛥𝐸2 + 𝐺𝑄𝐸𝑓𝑍𝐼𝑃𝛥𝐸𝛥𝑓 + 𝐺𝑄𝐸2𝑓𝑍𝐼𝑃𝛥𝐸2𝛥𝑓        

                   (A.2-6)    

Where, the coefficients are expressed by 

𝐺𝑃𝐸𝑍𝐼𝑃 =
𝑃𝑍𝐼𝑃0(𝑏𝑝+2𝑎𝑝)

𝐸0
        

𝐺𝑃𝑓𝑍𝐼𝑃 = 𝑃𝑍𝐼𝑃0𝑘𝑝𝑓          

𝐺𝑃𝐸2𝑍𝐼𝑃 =
𝑃𝑍𝐼𝑃0𝑎𝑝

𝐸0
2          

𝐺𝑃𝐸𝑓𝑍𝐼𝑃 =
𝑃𝑍𝐼𝑃0(𝑏𝑝+2𝑎𝑝)𝑘𝑝𝑓

𝐸0
       

𝐺𝑃𝐸2𝑓𝑍𝐼𝑃 =
𝑃𝑍𝐼𝑃0𝑎𝑝𝑘𝑝𝑓

𝐸0
2           

𝐺𝑄𝐸𝑍𝐼𝑃 =
𝑄𝑍𝐼𝑃0(𝑏𝑞+2𝑎𝑞)

𝐸0
          

𝐺𝑄𝑓𝑍𝐼𝑃 = 𝑄𝑍𝐼𝑃0𝑘𝑞𝑓         

𝐺𝑄𝐸2𝑍𝐼𝑃 =
𝑄𝑍𝐼𝑃0𝑎𝑞

𝐸0
2          

𝐺𝑄𝐸𝑓𝑍𝐼𝑃 =
𝑄𝑍𝐼𝑃0(𝑏𝑞+2𝑎𝑞)𝑘𝑞𝑓

𝐸0
          

𝐺𝑞𝐸2𝑓𝑍𝐼𝑃 =
𝑄𝑍𝐼𝑃0𝑎𝑞𝑘𝑞𝑓

𝐸0
2            

The 𝛥𝐸2𝛥𝑓 term in the ZIP load model represented by (A.2-5)  and (A.2-6), is ignored as 

the influence of the high order terms are much smaller.  

A.3 Overall System 

The total power of composite load model is the summation of induction motor and ZIP 

model power consumption. Therefore, the transfer function-based load model transformed from 

the composite load model is formulated as follow: 
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𝑃 = 𝑃𝐼𝑀 + 𝑃𝑍𝐼𝑃                                                 (A.3-1)    

𝑄 = 𝑄𝐼𝑀 + 𝑄𝑍𝐼𝑃                                        (A.3-2)    

The final form of the load model is 

𝑃 = 𝑃0 + 𝐺𝑃1𝛥𝐸 + 𝐺𝑃2𝛥𝑓 + 𝐺𝑃3𝛥𝐸2 + 𝐺𝑃4𝛥𝐸𝛥𝑓                                         (A.3-3)    

𝑄 = 𝑄0 + 𝐺𝑄1𝛥𝐸 + 𝐺𝑄2𝛥𝑓 + 𝐺𝑄3𝛥𝐸2 + 𝐺𝑄4𝛥𝐸𝛥𝑓                  (A.3-4)    

Where,  

The initial real power P0 and reactive power Q0 are 

𝑃0 = 𝑃𝐼𝑀0 + 𝑃𝑍𝐼𝑃0  

𝑄0 = 𝑄𝐼𝑀0 + 𝑄𝑍𝐼𝑃0  

Where, the coefficients are expressed by 

𝐺𝑃1 =
𝑃11𝑆3+𝑃12𝑆2+𝑃13𝑆+𝑃14

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
         

𝐺𝑃2 =
𝑃21𝑆3+𝑃22𝑆2+𝑃23𝑆+𝑃24

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
         

𝐺𝑃3 =
𝑃31𝑆3+𝑃32𝑆2+𝑃33𝑆+𝑃34

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
         

𝐺𝑃4 =
𝑃41𝑆3+𝑃42𝑆2+𝑃43𝑆+𝑃44

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
          

𝐺𝑄1 =
𝑄11𝑆

3+𝑄12𝑆
2+𝑄13𝑆+𝑄14

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
         

𝐺𝑄2 =
𝑄21𝑆

3+𝑄22𝑆
2+𝑄23𝑆+𝑄24

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
           

𝐺𝑄3 =
𝑄31𝑆

3+𝑄32𝑆
2+𝑄33𝑆+𝑄34

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
         

𝐺𝑄4 =
𝑄41𝑆

3+𝑄42𝑆
2+𝑄43𝑆+𝑄44

𝑁1𝑆3+𝑁2𝑆2+𝑁3𝑆+𝑁4
     

𝑃11 = 𝐹11 + 𝐺𝑃𝐸𝑍𝐼𝑃𝑁1  
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𝑃12 = 𝐹12 + 𝐺𝑃𝐸𝑍𝐼𝑃𝑁2  

𝑃13 = 𝐹13 + 𝐺𝑃𝐸𝑍𝐼𝑃𝑁3  

𝑃14 = 𝐹14 + 𝐺𝑃𝐸𝑍𝐼𝑃𝑁4     

𝑃21 = 𝐹21 + 𝐺𝑃𝑓𝑍𝐼𝑃𝑁1  

𝑃22 = 𝐹22 + 𝐺𝑃𝑓𝑍𝐼𝑃𝑁2  

𝑃23 = 𝐹23 + 𝐺𝑃𝑓𝑍𝐼𝑃𝑁3  

𝑃24 = 𝐹24 + 𝐺𝑃𝑓𝑍𝐼𝑃𝑁4     

𝑃31 = 𝐹31 + 𝐺𝑃𝐸2𝑍𝐼𝑃𝑁1  

𝑃32 = 𝐹32 + 𝐺𝑃𝐸2𝑍𝐼𝑃𝑁2  

𝑃33 = 𝐹33 + 𝐺𝑃𝐸2𝑍𝐼𝑃𝑁3  

𝑃34 = 𝐹34 + 𝐺𝑃𝐸2𝑍𝐼𝑃𝑁4     

𝑃41 = 𝐹41 + 𝐺𝑃𝐸𝑓𝑍𝐼𝑃𝑁1  

𝑃42 = 𝐹42 + 𝐺𝑃𝐸𝑓𝑍𝐼𝑃𝑁2  

𝑃43 = 𝐹43 + 𝐺𝑃𝐸𝑓𝑍𝐼𝑃𝑁3  

𝑃44 = 𝐹44 + 𝐺𝑃𝐸𝑓𝑍𝐼𝑃𝑁4     

𝑄11 = 𝐹51 + 𝐺𝑄𝐸𝑍𝐼𝑃𝑁1  

𝑄12 = 𝐹52 + 𝐺𝑄𝐸𝑍𝐼𝑃𝑁2  

𝑄13 = 𝐹53 + 𝐺𝑄𝐸𝑍𝐼𝑃𝑁3  

𝑄14 = 𝐹54 + 𝐺𝑄𝐸𝑍𝐼𝑃𝑁4     

𝑄21 = 𝐹61 + 𝐺𝑄𝑓𝑍𝐼𝑃𝑁1  

𝑄22 = 𝐹62 + 𝐺𝑄𝑓𝑍𝐼𝑃𝑁2  

𝑄23 = 𝐹63 + 𝐺𝑄𝑓𝑍𝐼𝑃𝑁3  
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𝑄24 = 𝐹64 + 𝐺𝑄𝑓𝑍𝐼𝑃𝑁4     

𝑄31 = 𝐹71 + 𝐺𝑄𝐸2𝑍𝐼𝑃𝑁1  

𝑄32 = 𝐹72 + 𝐺𝑄𝐸2𝑍𝐼𝑃𝑁2  

𝑄33 = 𝐹73 + 𝐺𝑄𝐸2𝑍𝐼𝑃𝑁3  

𝑄34 = 𝐹74 + 𝐺𝑄𝐸2𝑍𝐼𝑃𝑁4     

𝑄41 = 𝐹81 + 𝐺𝑄𝐸𝑓𝑍𝐼𝑃𝑁1  

𝑄42 = 𝐹82 + 𝐺𝑄𝐸𝑓𝑍𝐼𝑃𝑁2  

𝑄43 = 𝐹83 + 𝐺𝑄𝐸𝑓𝑍𝐼𝑃𝑁3  

𝑄44 = 𝐹84 + 𝐺𝑄𝐸𝑓𝑍𝐼𝑃𝑁4                     

  



129 
 

APPENDIX B Initial Value of Transfer Function-Based Load 

Model 

For Initialization of Transfer function-based Load Model, below Parameters Are Given: 

Using the induction motor equations, initial value of induction motor can be calculated. 

𝑣𝑑𝑠0 = 𝑅𝑠𝑖𝑑𝑠0 − ω𝑠0(𝐿𝑠𝑖𝑞𝑠0 + 𝐿𝑚𝑖𝑞𝑟0)                         (B.1-1) 

𝑣𝑞𝑠0 = 𝑅𝑠𝑖𝑞𝑠0 + ω𝑠0(𝐿𝑠𝑖𝑑𝑠0 + 𝐿𝑚𝑖𝑑𝑟0)                (B.1-2) 

0 =  𝑅𝑟𝑖𝑑𝑟0 − (ω𝑠0 − ω𝑟0)(𝐿𝑚𝑖𝑞𝑠0 + 𝐿𝑟𝑖𝑞𝑟0)                             (B.1-3) 

0 = 𝑅𝑟𝑖𝑞𝑟0 + (𝜔𝑠0 − 𝜔𝑟0)(𝐿𝑚𝑖𝑑𝑠0 + 𝐿𝑟𝑖𝑑𝑟0)                         (B.1-4) 

𝑣𝑑𝑠0 = 0                                       (B.1-5) 

𝑣𝑞𝑠0 = √2𝐸0                                          (B.1-6) 

𝛥𝑖𝑑𝑟 can be determined from Equation (B.1-3): 

𝑖𝑑𝑟0 =
1

𝑅𝑟
[(ω𝑠0 − ω𝑟0)(𝐿𝑚𝑖𝑞𝑠0 + 𝐿𝑟𝑖𝑞𝑟0)]                   (B.1-7) 

𝑖𝑑𝑟0 = 𝑢11𝑖𝑞𝑠0 + 𝑢12𝑖𝑞𝑟0                     (B.1-8) 

Where,  

𝑢11 =
𝐿𝑚

𝑅𝑟
(ω𝑠0 − ω𝑟0)  

𝑢12 =
𝐿𝑟

𝑅𝑟
(ω𝑠0 − ω𝑟0)  

𝛥𝑖𝑞𝑟 can be determined from Equation (B.1-3): 

𝑖𝑞𝑟0 = −
1

𝑅𝑟
[(𝜔𝑠0 − 𝜔𝑟0)(𝐿𝑚𝑖𝑑𝑠0 + 𝐿𝑟𝑖𝑑𝑟0)]                               (B.1-9) 

𝑖𝑞𝑟0 = 𝑢21𝑖𝑑𝑠0 + 𝑢22𝑖𝑑𝑟0                   (B.1-10) 
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Where,  

𝑢21 = −
𝐿𝑚

𝑅𝑟
(ω𝑠0 − ω𝑟0)  

𝑢22 = −
𝐿𝑟

𝑅𝑟
(ω𝑠0 − ω𝑟0)  

Substitute Equation (B.1-8) in Equation (B.1-10): 

𝑖𝑞𝑟0 =
1

(1−𝑢12𝑢22)
[𝑢21𝑖𝑑𝑠0 + 𝑢22𝑢11𝑖𝑞𝑠0]             (B.1-11) 

𝑖𝑞𝑟0 = 𝑢31𝑖𝑑𝑠0 + 𝑢32𝑖𝑞𝑠0               (B.1-12) 

Where, 

𝑢31 =
1

(1−𝑢12𝑢22)
𝑢21  

𝑢32 =
1

(1−𝑢12𝑢22)
𝑢22𝑢11  

Substitute Equations (B.1-5) and (B.1-12) in Equation (B.1-1): 

𝑖𝑑𝑠0 = 𝑢4𝑖𝑞𝑠0                               (B.1-13) 

Where, 

𝑢4 =
(ω𝑠0𝐿𝑠+ω𝑠0𝐿𝑚𝑢32)

(𝑅𝑠−ω𝑠0𝐿𝑚𝑢31)
   

Substitute Equation (B.1-13) in Equation (B.1-12): 

𝑖𝑞𝑟0 = 𝑢5𝑖𝑞𝑠0                     (B.1-14) 

Where, 

𝑢5 = (𝑢31𝑢4 + 𝑢32)  

Substitute Equation (B.1-13) in Equation (B.1-14): 

𝑖𝑑𝑟0 = 𝑢6𝑖𝑞𝑠0                        (B.1-15) 

Where, 
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𝑢6 = (𝑢11 + 𝑢5)  

Substitute Equations (B.1-6), (B.1-13) and (B.1-15) in Equation (B.1-2): 

𝑖𝑞𝑠0 = 𝑢7𝐸0                   (B.1-16) 

𝑢7 =
√2

(𝑅𝑠+ω𝑠0𝐿𝑠𝑢4+ω𝑠0𝐿𝑚𝑢6)
   

Substitute Equation (B.1-16) in Equations (B.1-13), (B.1-14) and (B.1-15); we can 

calculate 𝑖𝑞𝑟0, 𝑖𝑑𝑟0 and 𝑖𝑑𝑠0. 


