Analysis of Performance Limitations in Multithreaded Multiprocessor Architectures

W.M. Zuberek
Department of Computer Science
Memorial University of Nfld
St.John’s, Canada A1B 3X5
wlodek@cs.mun.ca

Abstract
The performance of modern multiprocessor systems is increasingly limited by interconnection delays or long latencies of memory subsystems. Instruction-level multithreading is a technique to tolerate such long latencies by switching from one instruction thread to another and continuing instruction execution concurrently with the long-latency operations. Using timed Petri net models, the paper analyzes performance limitations introduced by different components of distributed-memory multithreaded multiprocessor systems. Simulation results are used to compare performance improvements obtained by replicating critical components of the system to those obtained using components with better performance characteristics.

1. Introduction
Modern multiprocessor systems are becoming increasingly limited by the performance of components other than the processor, mainly memory subsystems and interconnections. Due to continuous progress in fabrication technologies, the performance of processors have been doubling every 18 months (the so-called Moore’s law [9]). However, the bandwidth of memory chips has been increasing by only 10% per year [16], which makes it difficult to provide the memory bandwidth required to match the processor performance. Also, the increasing density of on–chip circuits reduces the distances the electrical signals must traverse between consecutive operations, but it also increases the difference of communication delays between on–chip and off–chip operations. In effect, it is becoming increasingly the case that the performance of applications depends on the performance of components other than the processor.

Much research has focused on reducing and tolerating memory access latencies. Techniques for reducing the frequency and impact of cache misses include hardware and software prefetching [5, 12], speculative loads and speculative execution [17] and multithreading [1, 4]. As effective memory latency is reduced, memory bandwidth consumption increases. For example, when processor simultaneously fetches \( k \) data items from memory, the effective latency per data item is reduced \( k \) times, but the memory bandwidth consumption increases \( k \) times. Since the effective latency is the inverse of the consumed bandwidth [6], memory latency cannot be fully tolerated without infinite bandwidth. This is the reason that in many real machines, program performance is bounded by the limited rate at which data operands are delivered to the processor, regardless of the processor’s speed. Comprehensive analysis of bandwidth, that is required at different stages of memory hierarchy for program execution, is presented in [6]; several program transformations which improve program performance by reducing its memory bandwidth requirements are also proposed in [6].

To maximize the memory bandwidth, modern DRAM components allow pipelining of memory accesses, provide several independent memory banks, and cache the most recently accessed row of each bank [16]. While these features increase the peak supplied memory bandwidth, they also make the performance of the DRAM highly dependent on the access pattern.

In distributed–memory systems, the effects of long-latency operations are even more pronounced as the memory access requests must perform a number of hops from one node of the distributed system to another to reach its destination and then the results must be transferred back to the originating node. The delays (and congestion) in the interconnecting network is often another factor limiting the performance of the multiprocessor systems.

Instruction–level multithreading, and in particular block–multithreading [1, 2, 4], tolerates long–latency memory accesses and synchronization delays by switching to another thread rather than waiting for the completion of a long–latency operation which, in a distributed–memory system, can require hundreds or even thousands of processor cycles. A combination of multithreading and superscalar architecture is also
an approach used in high–performance microprocessors [13].

The growing mismatch between the performances of processors and their memories results in memory being often the system's bottleneck, and limiting the performance of all other components of the system. In distributed–memory systems, the interconnecting network can be another source of performance limitations. The purpose of this paper is to study the performance of distributed–memory multithreading systems, and in particular, the performance limitations introduced by memory and the interconnecting network. Since simply reducing the memory latency or the delays of interconnecting networks may not be possible, the paper studies the effects of additional concurrency introduced by replicating the critical elements of the system. In the case of memory, this corresponds to splitting the memory into thread–level independent banks. For the interconnecting network, the performance can be improved by using multiple parallel switches. Timed Petri nets [19] are used to model several multithreaded multiprocessor systems at the instruction execution level, and simulation of these models provides performance characteristics of the analyzed multithreaded systems.

2. Multithreaded multiprocessor systems

A multiprocessor system with 16 processors connected by a 2–dimensional torus–like network is used as a running example in this paper; an outline of such a system is shown in Fig.1.1.

Fig.1.1. Outline of a 16–processor system.

It is usually assumed that the requests sent from one node to another are routed along the shortest paths. It is also assumed that this routing is done in a nondeterministic way, i.e., if there are several shortest paths between two nodes, each of them is equally likely to be used. Consequently, the traffic is assumed to be uniformly distributed in the interconnecting network. The average length of the shortest path between two nodes, or the average number of hops (from one node to another) that a request must perform to reach its destination, is usually determined assuming that the memory accesses are uniformly distributed over the nodes of the system. This average length, denoted by \( n_h \), is one of modeling parameters (for a 16–processor system, with a uniform distribution of accesses over the nodes, the value of \( n_h \) is close to 2 [8]; in general, for a system with \( p \times p \) processors connected by a 2–dimensional torus network, \( n_h \) can be approximated reasonably well by \( p/2 \)).

Although many specific details refer to this 16–processor system, most of them can easily be adjusted to other systems by changing the values of only a few parameters.

Each node in the system shown in Fig.1.1 is a multithreaded processor which contains a processor, local memory, and two network interfaces, as shown in Fig.1.2. The outbound switch handles outgoing traffic, i.e., requests to remote memories originating at this node as well as results of remote accesses to the memory at this node; the inbound interface handles incoming traffic, i.e., results of remote requests that ‘return’ to this node and remote requests to access memory at this node.

Fig.1.2. Outline of a single multithreaded processor.

Fig.1.2 also shows a queue of ready threads (Processor Queue): whenever the processor performs a context switching (i.e., switches from one thread to another), a thread is selected from this queue and the execution continues until another context switching is performed. In block multithreading, context switching is performed for all long–latency memory accesses by ‘suspending’ the current thread, forwarding the memory access request to the relevant memory module (local, or remote using the interconnecting network) and selecting another thread for execution; when the result of this request is received, the status of the thread changes from ‘suspended’ to ‘ready’, and the thread joins the queue of ready threads, waiting for another execution phase on the processor.

The average number of instructions executed between context switching is called the runlength of a thread, \( \ell_t \), and is one of important modeling parame-
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Fig. 2.1. Instruction–level Petri net model of a multithreaded processor.

It is directly related to the probability that an instruction requests a long-latency memory operation. Another important modeling parameter is the probability of long-latency accesses to local, \( p_l \), (or remote, \( p_r = 1 - p_l \)) memory (in Fig. 1.2 it corresponds to the “decision point” between the Processor and the Memory Queue); as the value of \( p_l \) decreases (or \( p_r \) increases), the effects of communication overhead and congestion in the interconnecting network (and its switches) become more pronounced; for \( p_l \) close to 1, the nodes can be practically considered in isolation.

In Fig. 1.2, the memory is represented as a single “server” with the service time corresponding to the average time of performing memory operations. In real systems, the memory system is hierarchical and contains several levels of memories with different performance characteristics (e.g., assuming that the first level cache is integrated with the processor, the memory system may include the second level cache, possibly the third level cache, and main memory). It appears, however, that the detailed representation of memory hierarchy has only minor effect on the performance characteristics of the system, so a simple model (as shown in Fig. 1.2) with the average characteristics is often satisfactory.

The (average) number of available threads, \( n_t \), is yet another modeling parameter. In order to simplify the models, it is assumed that the value of \( n_t \) does not change during program execution.

3. Petri net models

Petri nets [15, 14] are popular models of systems that exhibit concurrent and parallel activities. In timed Petri nets [19], the durations of modeled activities are also taken into account in order to study the performance characteristics of the systems.

A timed Petri net model of a multithreaded processor at the level of instruction execution is shown in Fig. 2.1 [20]. As usual, timed transitions are represented by “thick” bars, and immediate ones, by “thin” bars.

The execution of each instruction of the ‘running’ thread is modeled by transition \( T_{run} \), a timed transition with the firing time representing one processor cycle. Place \( Proc \) represents the (available) processor (if marked) and place \( Ready \) – the queue of threads waiting for execution. The initial marking of \( Ready \) represents the (average) number of available threads, \( n_t \).

If the processor is available (i.e., \( Proc \) is marked) and \( Ready \) is not empty, a thread is selected for execution by firing the immediate transition \( T_{sel} \). Execution of consecutive instructions of the selected thread...
is performed in the loop \( P_{nx} \), \( T_{run} \), \( P_{end} \) and \( T_{nxt} \). \( P_{end} \) is a free–choice place with the choice probabilities determined by the runlength, \( \ell_t \), of the thread. In general, the free–choice probability assigned to \( T_{nxt} \) is equal to \( \ell_t - 1 \)/\( \ell_t \), so if \( \ell_t \) is equal to 10, the probability of \( T_{nxt} \) is 0.9; if \( \ell_t \) is equal to 5, this probability is 0.8, and so on. The free–choice probability of \( T_{end} \) is just \( 1/\ell_t \).

If \( T_{end} \) is chosen for firing rather than \( T_{nxt} \), the execution of the thread ends, a request for a long–latency access to (local or remote) memory is placed in \( \text{Mem} \), and a token is also deposited in \( \text{Pcsw} \). The timed transition \( T_{csw} \) represents the context switching and is associated with the time required for the switching to a new thread, \( t_{cs} \). When its firing is finished, another thread is selected for execution (if it is available).

\( \text{Mem} \) is a free–choice place, with a random choice of either accessing local memory (\( T_{loc} \)) or remote memory (\( T_{rem} \)); in the first case, the request is directed to \( L_{mem} \) where it waits for availability of \( \text{Memory} \), and a token is also deposited in \( \text{Pcsw} \). The timed transition \( T_{cs} \) represents the context switching and is associated with the time required for the switching to a new thread, \( t_{cs} \). When its firing is finished, another thread is selected for execution (if it is available).

\( \text{Mem} \) is a free–choice place, with a random choice of either accessing local memory (\( T_{loc} \)) or remote memory (\( T_{rem} \)); in the first case, the request is directed to \( L_{mem} \) where it waits for availability of \( \text{Memory} \), and a token is also deposited in \( \text{Pcsw} \). The timed transition \( T_{cs} \) represents the context switching and is associated with the time required for the switching to a new thread, \( t_{cs} \). When its firing is finished, another thread is selected for execution (if it is available).

The free–choice probability of \( T_{rem} \), \( p_r \), is the probability of long–latency accesses to remote memory; the free–choice probability of \( T_{loc} \) is \( p_l = 1 - p_r \).

Requests for remote accesses are directed to \( \text{Rem} \), and then, after a sequential delay (the outbound switch modeled by \( S_{out} \) and \( T_{out} \)), forwarded to \( \text{Out} \), where a random selection is made of one of the four (in this case) adjacent nodes (all nodes are selected with equal probabilities). Similarly, the incoming traffic is collected from all neighboring nodes in \( \text{Inp} \), and, after a sequential delay (the inbound switch \( S_{inp} \) and \( T_{inp} \)), forwarded to \( \text{Dec} \). \( \text{Dec} \) is a free–choice place with three transitions sharing it: \( T_{ret} \), which represents the satisfied requests reaching their “home” nodes; \( T_{go} \), which represents requests as well as responses forwarded to another node (another ‘hop’ in the interconnecting network); and \( T_{mem} \), which represents remote requests accessing the memory at the destination node; these remote requests are queued in \( R_{mem} \) and served by \( T_{mem} \) when the memory module \( \text{Memory} \) becomes available. The free–choice probabilities associated with \( T_{ret} \), \( T_{go} \) and \( T_{mem} \) characterize the interconnecting network [8]. For a 16–processor system (as in Fig.1.1), and for memory accesses uniformly distributed among the nodes of the system, the free–choice probabilities of \( T_{mem} \) and \( T_{go} \) are 0.5 for forward moving requests,
and 0.5 for $T_{ret}$ and $T_{go}$ for returning requests.

The traffic outgoing from a node (place $Out$) is composed of requests and responses forwarded to another node (transition $T_{go}$), responses to requests from other nodes (transition $T_{rem}$) and remote memory requests originating in this node (transition $T_{rem}$).

If the performance of the system is limited by the switches in the interconnecting network (i.e., if the switch is the bottleneck in this systems), the two most obvious remedies are (i) to reduce the delay introduced by the switch (i.e., the firing time associated with transitions $T_{sinp}$ and $T_{sout}$), or (ii) to introduce multiple switches which does not reduce the latency, but which increases the throughput of the interconnecting network, so it reduces the times spent on waiting in the queues, and increases the performance of the system.

A Petri net model of a processor with two inbound switches is shown in Fig.2.2. The delay of each switch is the same, $t_x$, but if there is more than one request to be forwarded to other nodes, both switches will handle the traffic at the same time, increasing the throughput of the interconnecting network and reducing the delays imposed by the network.

It should be observed that a model equivalent to that in Fig.2.2 can be obtained from the one shown in Fig.2.1 by increasing the initial marking of place $Sinp$ to the number of switches, in this case two.

In the case when the memory is the component limiting the performance of the system, and simply reducing the access time to memory is not an available option, the performance can be increased by splitting the memory into two (or more) banks in such a way that all banks are accessed with the same probability. It should be noticed that such a splitting is introduced exclusively for multithreading and should not be confused with memory interleaving and other techniques used to increase the throughput of memory at the instruction–execution level. Consequently, this thread–level splitting does not affect the memory access time, so the banks retain their original performance characteristics.

A Petri net model of a system with two memory banks is shown in Fig.2.3, in which the representation of memory (place $Memory$) is replicated with its all adjacent transitions, and connected with the remaining part of the model through free–choice places $Mem$ and $Dec$. In effect, all local memory accesses have now additional choice of selecting the first or the second memory bank (immediate transitions $T_{loc1}$ and $T_{loc2}$); similarly, remote memory access requests, after reaching the target node, must select one of the
two memory banks (immediate transitions $T_{mem1}$ and $T_{mem2}$). It is assumed that the accesses are uniformly distributed, so the selection of each memory bank is equally probable.

It should be noticed that the model shown in Fig. 2.3 cannot be equivalently represented by the model shown in Fig. 2.1 with two initial tokens in place $Memory$; the difference is due to the fact that in case of memory, several requests can be queued to the same bank while the other bank is idle.

Fig. 2.4 shows another refinement of the model shown in Fig. 2.1, which introduces two levels of memory (e.g., second level cache and main memory). These two levels of memory, with significantly different performance characteristics, are represented as additional choices for (local and remote) accesses; for example, $T_{lmem1}$ and $T_{rmem1}$ can represent accesses to second level cache and $T_{lmem2}$ and $T_{rmem2}$ accesses to main memory. The firing times associated with these transitions and their choice probabilities will typically differ by an order of magnitude.

Finally, in cases when the processor is the bottleneck, a replication of the processor (or some of its parts) should be considered. For example, in “simultaneous multithreading” [7, 18] several threads simultaneously issue instructions to a common set of execution units.

4. Performance results

It is convenient to assume that all timing characteristics are expressed in processor cycles (which is assumed to be 1 unit of time). The basic model parameters and their typical values are as follows:

<table>
<thead>
<tr>
<th>symbol</th>
<th>parameter</th>
<th>values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_t$</td>
<td>the (average) number of threads</td>
<td>2,...,20</td>
</tr>
<tr>
<td>$t_t$</td>
<td>thread runlength</td>
<td>5,10,20</td>
</tr>
<tr>
<td>$t_{cs}$</td>
<td>context switching time</td>
<td>1,2,5</td>
</tr>
<tr>
<td>$t_m$</td>
<td>memory cycle time</td>
<td>10,20</td>
</tr>
<tr>
<td>$t_s$</td>
<td>switch delay</td>
<td>5,10</td>
</tr>
<tr>
<td>$p_t$, $p_r$</td>
<td>probability of accesses to local/remote memory</td>
<td>0.1,...,0.9</td>
</tr>
</tbody>
</table>
Fig. 3.1 shows the utilization of the processor as a function of the number of available threads, \( n_t \), and the probability of long-latency accesses to local memory, \( p_c \), for fixed values of other modeling parameters.

It can be observed that, for values of \( p_c \) close to 1 (i.e., when most of memory references are to local memory), the utilization increases with the number of available threads, \( n_t \), and tends to the bound 0.5 which is determined, in this case, by the ratio of \( t_t / t_m \) (the memory is the bottleneck in this region).

For smaller values of \( p_c \), the utilization of the processor “saturates” very quickly and is practically insensitive to the number of available threads \( n_t \). This is a clear indication that some other component of the system is the bottleneck (i.e., a component with utilization close to 100%, which limits the performance of all other components of the system).

The bottlenecks can be identified by comparing service demands for the different components of the system [10]: the component with the highest service demand is the first one to reach its utilization bound (i.e., utilization of almost 100%), so it is the bottleneck that limits the utilization of all other components of the system.

The service demands (per one long-latency memory access) are [20]:

\[
\begin{array}{|l|l|}
\hline
\text{component} & \text{service demand} \\
\hline
\text{processor} & t_t \\
\text{memory} & t_m \\
\text{inbound switch} & 2 * p_c * n_b * t_s \\
\text{outbound switch} & 2 * p_c * t_s \\
\hline
\end{array}
\]

If \( t_m = 2t_t \), \( t_t = t_s \), and \( n_b = 2 \) (as in Fig. 3.1), the inbound switch becomes the bottleneck for \( p_c > 0.5 \) (or \( p_c < 0.5 \)); for \( p_c < 0.5 \) (or \( p_c > 0.5 \)) the memory is the bottleneck. The utilization of memory is shown in Fig. 3.2, and it can be easily observed that Fig. 3.2 is very similar to the utilization of the processor (Fig. 3.1) but at the level close to 100%, i.e., twice the utilization of the processor (as the consequence of \( t_m = 2t_t \)).

Fig. 3.3 shows the utilization of the processor (also as a function of the number of available threads and the probability of long-latency accesses to local memory) for the case of memory composed of two banks, with equal probabilities of accessing each of them. For values of \( p_c \) close to 1, the utilization of the processor in Fig. 3.3 tends to its limiting value which, due to the overhead of context switching, is equal to \( t_t / (t_t + t_{cs}) = 0.91 \).

The effects of splitting the memory in two independent banks are practically the same as using a single memory bank with one half of the original latency; Fig. 3.4 shows the utilization of the processor for the case when the memory cycle time is reduced from 20
to 10 processor cycles. The results in Fig.3.4 differ insignificantly from those in Fig.3.3.

Fig.3.4. Processor utilization; $t_{cs} = 1$, $\ell_t = 10$, $t_m = 10$, $t_s = 10$.

It should be also observed that the processor’s utilization is sensitive to memory latency only in the region in which the memory is the bottleneck: for small values of $p_{\ell}$ (or $p_r$ close to 1), the utilization is practically the same in all cases (Fig.3.1, Fig.3.3 and Fig.3.4).

Fig.3.5. Processor utilization; $t_{cs} = 1$, $\ell_t = 10$, $t_m1 = 5$, $t_m2 = 25$, $t_s = 10$.

Fig.3.5 shows the utilization of the processor for the case when several levels of memory are explicitly represented in the model. Two levels of memory are taken into account in this case, as shown in Fig.2.4. The parameters of memory levels are selected in such a way that the average memory access time is consistent with that in Fig.3.4 (i.e., one level of memory has access time of 5 time units and choice probability of 0.75, and the other level has access time of 25 time units, and the choice probability of 0.25). The results shown in Fig.3.5 are practically the same as in Fig.3.4 and Fig.3.3, which is another indication that a detailed model of the memory system is needed only for very accurate performance analyses.

For small values of $p_{\ell}$, the utilization of the processors shown in Fig.3.3 and Fig.3.4 is rather low which indicates that some other component of the system becomes the bottleneck in this region. Indeed, a comparison of service demands shows that it is the input switch, which, for $p_{\ell} < 0.75$, becomes the bottleneck. Fig.3.6 shows the utilization of the input switch as a function of the number of available threads, $n_t$, and the probability $p_r$ of accessing remote (not local) memory, so the front part of Fig.3.6 corresponds to the back part of Fig.3.3.

Fig.3.6. Switch utilization; $t_{cs} = 1$, $\ell_t = 10$, $t_m = 10$, $t_s = 10$.

Fig.3.6 clearly shows that with the exception of small values of $n_t$ or $p_r$, the input switch is utilized practically in 100%, which means that it is simply “too slow” for this system.

Fig.3.7. Processor utilization; $t_{cs} = 1$, $\ell_t = 10$, $t_m = 10$, $t_s = 5$. 
Fig.3.7 shows the utilization of the processor for the case when the switch delay is reduced from 10 to 5 processor cycles. The extended region of high utilization of the processor, due to the reduced switch delay, can be easily observed in Fig.3.7.

The utilization of the processor with two parallel switches (as shown in Fig.2.2) used instead of a single switch with reduced delay, is shown in Fig.3.8. These results are practically the same as in Fig.3.7.

![Processor utilization](image)

**Fig.3.8.** Processor utilization; \(t_{cs} = 1\), \(\ell_t = 10\), \(t_m = 10\), \(t_s = 2 \parallel 10\).

### 5. Concluding remarks

The presented performance analysis of multithreaded multiprocessor systems shows that performance improvements that can be achieved by using components with improved performance characteristics are practically the same as obtained by replicating the critical components of the system. This may be especially attractive when the components with improved performance characteristics are not available; the replication of critical components can still provide significant improvements of the performance of the whole systems. Such improvements can also be used to balance the system, i.e., to utilize all components of the system at (approximately) the same level.

The utilization of processors with several replicated components is shown in Fig.4.1. In this case, there are two parallel switches (as in Fig.2.2), each with delay \(t_s = 10\) time units, and two banks of memory (as in Fig.2.3), each with two levels (as in Fig.2.4) characterized by access times \(t_{m1} = 10\) time units with probability 0.75, and \(t_{m2} = 50\) time units with probability 0.25. Consequently, the maximum throughput of the memory component (when memory is the bottleneck) is 0.1 accesses per time unit which corresponds to the effective access time of 10 time units. Similarly, the effective switch delay (when switch is the bottleneck) is 5 time units.

![Processor utilization](image)

**Fig.4.1.** Processor utilization; \(t_{cs} = 1\), \(\ell_t = 10\), \(t_m = 2 \parallel (10 \times 0.75 + 50 \times 0.25)\), \(t_s = 2 \parallel 10\).

Comparing Fig.4.1 with Fig.3.7 it can be observed that significant differences are only in the region in which the values of \(p_n\) are close to 1, in which the memories and the switches are not utilized fully. In this region the performance depends on the delays introduced by individual components rather than the (total) throughputs; the results shown in Fig.4.1 represent gradual transition from the results shown in Fig.3.7 to those shown in Fig.3.7.

The results presented in this paper indicate that only a small number of threads is needed to achieve the performance close to its upper bound; the influence of additional threads beyond 6 to 8 is rather insignificant in all presented cases.

The derived models assume that accesses to memory are uniformly distributed over the nodes of the system. If this assumption is not realistic and some sort of ‘locality’ is present, the only change that needs to be done is an adjustment of the value of \(n_h\); for example, if the probability of accessing nodes decreases with the distance (i.e., nodes which are close are more likely to be accessed that the distant ones), the value of \(n_h\) will be smaller than that determined for the uniform distribution of accesses, and will result in improved performance.

The developed performance models can be used for approximate characterization of the performance [21]. For very small values of \(n_t\), queueing effects can be practically neglected, so the performance can be predicted by taking into account only the delays of system’s components. On the other hand, for large values of \(n_t\), the system can be considered in saturation, which means that one of its components will be utilized in almost 100 %, limiting the utilization of other components as well as the performance of the whole system. Identification of this limiting component (called the bottleneck) also allows to estimate the performance
of the system.

Finally, it can be observed that Petri net models of multiprocessor systems contain many “regularities” which can be used for model reduction. For example, in colored Petri nets [11], tokens are associated with attributes (called colors), so different activities can be associated with tokens of different types. An immediate application of colors is to represent the different processors (or nodes) by different colors within the same processor model; consequently, a colored Petri net will need only one processor model (for any number of processors). Some other aspects of colored net models are discussed in [8].
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