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ABSTRACT 

Nucleobases are the bricks of nucleic acids such as deoxyribonucleic acid 

(DNA)/ribonucleic acid (RNA) molecules. In the current research, ionic nucleobase self-

assemblies and base pairs were studied using gas-phase ion techniques in either a Fourier 

transform ion cyclotron resonance (FTICR) or ‘paul-type’ quadrupole ion-trap (QIT) mass 

spectrometers. Sustained off-resonance irradiation collision-induced dissociation (SORI-

CID) and infrared multiphoton dissociation (IRMPD) were used to fragment the target ions. 

IRMPD spectroscopy was employed to collect spectra by using tunable IR lasers, either an 

optical parametric oscillator or amplifier (OPO/A) or a free-electron laser (FEL). Density 

functional theory (DFT) was mainly used to study the structural information, calculate 

thermodynamic results, and perform IR frequency calculations for isomers. Besides, 

computed IR intensities were compared to experimental IRMPD spectra to explore their 

consistency. 

The study of uracil with Ca2+ clusters was presented in Chapter 3. There were 

agreements between the global minima IR spectra and the experimental results. Uracil 

tetramer, pentamer and hexamer with Ca2+ are composed of both tautomerized and 

canonical uracils, which were not proposed by previous work. Further research on 

discovering the structures of 1-methylcytosine dimers with alkali metal cations has revealed 

two possible structures; a new one which is in planar geometry containing the interbase 

hydrogen bonding as well as being bound by the metal cation (Chapter 4). There was a 

conclusion that, as alkali metal cations’ radii increased, the ion-dipole interaction weakened. 

In Chapter 5 the research dug into the effects of alkali metal cations and proton on 
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guanine:cytosine (G:C) base pair. The heavier metal cations were found less likely to 

interrupt the hydrogen bonds between Watson-Crick G:C base pairs. Moreover, an 

unexpected great abundance of protonated cytosine for the dissociation of protonated G:C 

molecule, termed an anomaly by previous works, was explained because of the high proton 

transfer barrier but not the proposed thermochemistries. Guanine-involved base pair 

mismatches with protons were discussed in Chapters 6. For (9eG:1mT)H+ and 

(9eG:9eG)H+, the lowest energy structures were sufficient to explain their IRMPD spectra 

while the global minimum of (9eG:9eG)H+ presented only one classical hydrogen bond. 

For (9eG:9mA)H+ the lowest energy structures’ weighted-average spectrum was 

substantially consistent with its IRMPD spectrum. 
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Chapter 1 Introduction 

1.1 Overview 

In vivo, the complementary pairing interactions between nucleobases provide the 

possibility to form DNA/RNA duplexes, triplexes,1 quadruplexes,2 and hairpins.3 Moreover, 

base pairs can self-assemble into homo-adducts and different types of hetero-adducts.4–6 

An example of one of these self-assemblied structures within nucleic acids is called G-

quadruplex. The G-quadruplex is a three-layered sandwiched structure of guanine tetrads 

which are better stabilized with the presence of alkali metal cations, in one, two or four 

strands of nucleic acids containing guanine-rich regions.7–11 In addition to the well-known 

roles of nucleobases in biology, they are also widely applied in synthesizing 

biomaterials,12–15 which stems from their ability to form large clusters by characteristic 

non-covalent interactions. To reveal the intrinsic binding properties of biomolecules 

interacting with metal cations and protons, gas-phase studies employing mass 

spectrometric methods have become essential. The rapid development of computational 

methods provides further insights into the structural information and thermodynamic 

properties of various isomers by comparing with gaseous experimental results. 

This chapter is a brief introduction to previous studies of nucleobase self-assemblies 

with either metal cations or protons. These studies have significant impacts on 

understanding the biological roles of nucleobase adducts and designing bio-polymers 

utilizing the clustering abilities of nucleobases.  
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1.2 The Application of Cationic Complexes of Nucleobases 

1.2.1 The Biological Role of Nucleobases and the Impacts of Metal Cations. Unveiling 

the mysteries of deoxyribonucleic acid (DNA) double-helix structure, also called the B-

form helix, is widely believed to be one of the most important scientific discoveries in the 

20th century. The structure of DNA was first published in 1953 by James Watson and 

Francis Crick in Nature.16,17 The complementary base pairs, coined Watson-Crick base 

pairs, are guanine (G) with cytosine (C) and adenine (A) with thymine (T). Nucleobases 

bound to deoxyribose are called nucleosides, and the addition of phosphate group to a 

nucleoside turns it to a nucleotide which is the monomeric component of nucleic acids.  

Another polymeric molecule that is almost identical to DNA is ribonucleic acid 

(RNA).  However, there are several seemingly small, but significant differences between 

DNA and RNA.  First, instead of pairing with T, A pairs with a similar base, uracil (U). 

Secondly, the sugar of RNA nucleotide is ribose instead of deoxyribose. Thus, the presence 

of the 2’ hydroxy group in RNA sugar increases the stability of the A-form helix (Figure 

1.2) and does not allow it to form the B-form helix that dominates the structure of DNA. 

Another difference is that RNA is single-stranded, which can form complicated secondary 

or tertiary structures by self-assembly. The functions of RNA are coding,18 decoding,19 

regulation,20 and expression21 of genes, while DNA plays the central role as a storage of 

the genetic information.22 The structures of guanine(G), adenine (A), cytosine (C), thymine 

(T), uracil (U), and the Watson-Crick base pairs in DNA are shown in Figure 1.1. 
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Figure 1.1 Schematics of five natural nucleobases and canonical Watson-Crick (WC) 

paring, G:C and A:T. 
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Guanine Adenine 
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Various conformations of DNA have different biological functions. B-form DNA 

is the most common structure existing in cells,23 which is right-handed and having the base 

pair perpendicular to the double-helix axis. A-form DNA is a shorter chain with a smaller 

twist angle compared to the B-form; this is considered as a self-protection transition form 

of DNA under dehydrating conditions.24 Z-form DNA is a left-handed form in a zigzag 

pattern. These three forms of DNA contain Watson-Crick base pairs, and the structure of 

duplex held by Hoogsteen base pairs is shown in Figure 1.2. Hoogsteen base pairing was 

reported after Watson-Crick base pairing and provided another base-pairing method for 

A:T and G:C base pairs.25 The formation of G-quadruplex secondary structures, one of the 

self-assemblied nucleobases adducts, relies on the Hoogsteen base pairing between 

guanines.  

 

 

Figure 1.2 Side view of A-form (a), B-form (b), Z-form (c) DNA and the duplex structure 

(d) held by the Hoogsteen base pairs. From reference 26 with permission. 
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Metal cations can affect the interactions between base pairs and the functions of 

nucleic acids.27–29 Previous works have illustrated that the presence of metal cations such 

as Cu2+ and Zn2+ can induce changes in the DNA double-helical structures between A-form, 

B-form and Z-form DNA.26,30 The impacts of metal cations to nucleic acids are affected by 

the properties of the metal itself,27,31 the concentration of metal ions,31 the size and the form 

of nucleic acids,32 the polarity of solvents,33 the pH value of solutions, and some other 

physical environmental parameters like temperature.34 

The first discovered metal ion-nucleobase interaction was published in 1956,35 

which was concerned with the pH-dependent interactions between Mg2+ and adenosine 

triphosphate (ATP). Since then, Mg2+ has been considered as one of the most important 

divalent metal cations in vivo. It also contributes to the interaction with oxyanions of RNA 

–  non-bridging oxygens of phosphate of the nucleic acid backbone.32,36,37 Mg2+ binds 

bidentate to 3’ and 5’ phosphate of RNA affected by strong electrostatic interactions as 

well as complicated non-electrostatic components, including the charge transfer, the 

polarization of PO- and the weak exchange interaction. The O-s coordinate with Mg2+ in its 

first coordination sphere with the strong binding energy. Mg2+ is selected by nature not 

only because the radius of Mg2+ (0.65 Å) is suitable for the vacancies between oxyanions 

on RNA backbones, but also its higher charge density compared to Na+ and Ca2+.  

Nucleobases are also ligands for metal-containing complexes, such as platinum 

(Pt).38 The electron pairs on bare oxygen and nitrogen can form coordination bonds to 

transition metals. Cisplatin (Pt(NH3)2Cl2), an anti-cancer chemotherapy drug containing Pt, 

has captured scientists' attention for several decades. The structure of cisplatin is depicted 

in Figure 1.3(a). Cisplatin can kill cancer cells by damaging their DNA and inhibiting 
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DNA synthesis.13,39–42 There are many components in the cell that can react with Pt, 

including RNA and proteins. However, the interaction between DNA and cisplatin is the 

most crucial step to realize the tumour cure. Once the cisplatin enters the cell, hydrolysis 

of cisplatin will substitute a water molecule for Cl- (Figure 1.3(b)), which allows the 

hydrolyzed cisplatin to interact with G:C base pair (N7 of G) in the DNA helix (Figure 

1.3(c)). The formation of cisplatin-DNA adducts impacts the hydrogen bonds between base 

pairs in the DNA double helix and the π-π stacking interaction between nucleotides of the 

DNA strand, which is shown in Figure 1.3(d). The interaction between cisplatin and the 

DNA double helix can cause damage and even cancer cell death.43 However, there are many 

side effects of cisplatin, such as neurotoxicity, ototoxicity, and tumour resistance.44 Many 

other complexes with transition metals, Ti4+, Ru3+ etc., have also been studied to reveal 

their anti-cancer capabilities.45  

Alkali metals are reactive and regularly exist as monocations, which are in great 

abundance both in nature and organisms, and bound to nucleic acids by ion-dipole 

interactions.46 At low concentrations, they prefer to bind to the negatively charged 

phosphate backbones of nucleic acids by ionic interactions. However, at high 

concentrations, alkali metal cations interact with the nucleobases and can cause the 

structural distortion of base pairs by interrupting the hydrogen bonds holding base pairs 

together.5,47,48 Additionally, alkali metal cations can modulate the structures of the nucleic 

acids. For example, RNA synthesis is potentially affected by the presence of alkali metal 

cations; metal cations can inhibit the chain initiation process of RNA by interacting with 

the transcribing enzyme.49,50 Lots of research on alkali metal cationized DNA/RNA 

structures has been dedicated to understanding the alkali metal-nucleobase interactions, 
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which may induce permanent mutations. For example, base pair mismatches are regarded 

as the highest potential reason to cause the destabilization of DNA double helix. The 

presence of a mismatch can destabilize a duplex by 7.1 – 41.8 kJ mol-1, which has been 

investigated in particular dependence on the concentration of Na+.26,51,52 It is also 

manifested by a lowering of the melting temperature of DNA double helix. Alkali metal 

cations are functional for the formation of quadruplexes in DNA. There was the discovery 

of a stabilized G-quartet by forming the strong interactions between Na+ and K+ with the 

carbonyl groups of four guanines.53 G-quadruplexes were also found to be most stable in 

the presence of K+,7,10,54–56 which exists at the end region of the chromosomes called 

telomeres. Telomeres preserve the integrity of genetic information during the replication 

process and obstruct the fusion of individual chromatids.57 Also, many kinds of cancer cells 

can preserve telomere length during replication, which can prevent the death of cancer cells. 

Thus, telomeres are also considered as a potential valid drug target by cancer therapists.58  
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Figure 1.3 The main biochemical activity of cisplatin. (a) cisplatin first entered the cell; 

one water molecule is incorporated into the complex to displace one chlorine and form the 

aqua complex(b). (b) attacks the N7 positions of the adjacent G:C base pairs (c) to form the 

Pt–DNA intra-strand cross-link adduct (d). Reproduced from reference 43 with permission. 

 
 
1.2.2 Materials Applications of Nucleobase/Metal Ion Complexes. The research of base 

pairing not only revolutionized the subjects of biology and medicine, but it also inspired 

the development of supramolecular chemistry. It is based on the unique intrinsic properties 

of nucleobases, such as the high fidelity and their versatility to form hydrogen bonds in a 

number of ways (Watson-Crick, Hoogsteen and Wobble).12 Researchers focus on the use 

of non-covalent interactions between nucleobases to create supramolecular 

polymers.12,13,59–61 Research on employing non-covalent interactions between nucleobases 
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to design biomaterials is on account of the discovered characteristics of nucleobases; they 

can self-assemble by forming non-covalent interactions. These materials are ‘smarter’ than 

the covalently bound structures; they can rapidly respond to the change of extrinsic stimuli 

such as temperature12 and pH value.59  Non-covalently bonded structures can still preserve 

some physical properties of covalent bond concatenated materials. Examples of the chains 

formed by nucleobase monomers and the created polymers cross-linked by the hydrogen 

bonds between nucleobases12 (side-chain) are shown in Figure 1.4. Supramolecular 

materials containing nucleobases were discovered to have other advantages. For example, 

crosslinked supramolecular hydrogels designed by utilizing the hydrogen bonding between 

G:C base pairs have demonstrated faster and better drug release performance in vitro.62  

Besides the materials designed by utilizing non-covalent interactions of 

nucleobases, metal ions and metal-containing complexes can also play a role in the material 

construction by forming coordination bonds and/or ion-nucleobases interactions. The 

combination of the coordination bond formed between metal cations and nucleobases and 

the hydrogen bond existing between nucleobases provides the possibility of creating metal-

involved supramolecular structures, if there are suitable spaces and appropriate 

configurations for metals and nucleobases.15,63 Zn2+ is proposed to interact with both the 

N7 of adenine and an oxide of the 5' phosphate group of 5'-adenosine monophosphate (5'-

AMP) to form the Zn2+-bound 5'-AMP dimer. 5'-AMP can interact with Zn2+ to form a 

hydrogel, which is a fibrous structure and has been imaged by transmission electron 

microscopy.59,64,65 In another study, the significance of alkali metal cations on guanosine 

monophosphate (GMP) molecules were examined and its potential to stabilize the 

supramolecular structures.66 The presence of the K+ located at the center of GMP-quartets 
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was first attempted to create a transparent gel, even though it is not able to be crystallized.67 

The utilization of borate esters helps to stabilize the guanosine quartets, and it forms the 

stable nanofibers in the hydrogel with the K+ located at the center of G4. The structure of 

the stabilized guanosine quartets monomer is shown in Figure 1.5.68,69 

 

 

 

 

Figure 1.4 (A)The self-assembled supramolecular polymer via hydrogen bonds between 

nucleobases. (B) The chains linked by a hydrogen bond between nucleobases to form the 

supramolecular polymer.  (C) The supramolecular polymers cross-linked by the side-chain 

nucleobases’ hydrogen bonds. Reprinted from reference 12 with permission 
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Figure 1.5 The structure of the borate ester stabilized guanosine quartets monomer with 

K+ located at the center. Reprinted from reference 69 with permission. 

 

1.3 Gas-Phase Studies of Cationized Nucleobases. 

There have been increasing numbers of works published exploring gas-phase 

properties of nucleobase adducts with different metal cations. Since the late 1980s,70 

electrospray ionization (ESI) has allowed researchers to study gas-phase biomolecules 

without destroying their weak non-covalent interactions. Furthermore, computational 
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methods can be used to help provide a deeper understanding of the experimental results. 

The main point of this section is to review the studies of nucleobase complexes with protons, 

alkali metal cations and calcium cation (Ca2+). The reason to study these cations with 

nucleobases is due to their high abundance in nature, especially for the alkali metal cations 

and protons. There are numerous exciting works accomplished concerning nucleobase 

complexes with other metal cations which are not included in this chapter.71–78 

1.3.1 Protonated Nucleobase Complexes. The first accurate calculation of proton 

affinities (PA), as well as deprotonation enthalpies of the N-H bond of all five nucleobases 

using density functional theory (DFT) were conducted and compared by Chandra et al. in 

1999.79,80 They employed the B3LYP exchange correction functional81–83 coupled with 6-

31+G(d,p) basis set, and corrected the basis set superposition errors (BSSE)84 using 

counterpoise method. The results illustrated that the highest PA sites for uracil, thymine, 

guanine and adenine are O4(C5 side), O4(C5 side), N7, and N1, respectively. For cytosine, 

there is only a slight difference between the PA’s at O2(N3 side) and N3. Both the intrinsic 

basicities and acidities of nucleobases are crucial for further understanding of the properties 

of hydrogen bonds between nucleobases, and the potential solvent effects on the base pair 

interactions. Several years later, vibrational spectra in the fingerprint region of protonated 

uracil (UH+), thymine (TH+)  and cytosine (CH+)  were collected using infrared multiple 

photon dissociation (IRMPD) spectroscopy at the Centre Laser Infrarouge d’Orsay (CLIO) 

free-electron laser facility (FEL) in France.85 The B3LYP/6-31++G(d,p) computed spectra 

of the lowest energy isomers of all three protonated molecules were in good agreement with 

the experimental IRMPD spectra. The comparison of the experimental and computed 
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spectra of UH+ and TH+ are in Figure 1.6. U2_ha and T2_ha are conformers that illustrated 

the proton bound to O2 (N3 side) accompanying the tautomerization of H3 from N3 to 

O4(N3 side). The computed IR spectra of these two lowest energy isomers reproduce their 

experimental IRMPD spectra, respectively, except a weak absorption at 1800 cm-1. This 

weak band at 1800 cm-1 could be some of the a) isomers (first panel), U1_ha and T1_hd, in 

both cases. U1_hd and T1_hd are the isomers consistent with the conclusions by Chandra 

et al., being protonated at O4(C5 side), which has a weak 1800 cm-1 absorption indicating 

a free C=O stretching vibration. It is noteworthy that the lowest energy structure observed 

in each case is an enol tautomer by N3O4 tautomerism. 

                           

 

Figure 1.6 The spectra of UH+ on the left and the spectra of TH+ on the right. In both cases, 

isomer a) is the second lowest energy isomer and isomer b) is the predominant structure. 

Reprinted from reference 85 with permission 
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The proton affinities of cytosine were reported as 955.5 kJ mol-1 at N3 and 956.8 

kJ mol-1 at O2(N3 side), which are slightly lower than that of N7 of guanine (960.1 kJ mol-

1) computationally.79 The N3 and O2(N3 side) of cytosine show almost identical basicities, 

which were further explored using IRMPD spectroscopy. Computed IR spectra of two 

lowest-energy species of CH+ and their comparison with IRMPD spectra are shown in 

Figure 1.7. The isomer C1_hc is protonated at O2(N3 side) and is almost isoenergetic with 

C1_hb showing protonation at N3; C1_hc shows the slightly higher stability than C1_hb, 

0.3 kJ mol-1, which is consistent with the previously computed PA results. However, C1_hc 

better reproduces the spectra of CH+ except for a small absorption at 1800 cm-1, similar to 

UH+ and TH+. It was concluded that C1_hc is the predominant isomer of CH+ mainly 

because of its consistency with the IRMPD spectrum, and there is a small amount of 

contribution by C1_hb. 

The slightly higher energy isomers for UH+, TH+ and CH+ were not able to be ruled 

out as existing either on a thermodynamic nor an experimental basis. The enol isomers of 

all three cases have been shown experimentally and computationally to be the lowest 

energy structures and the most abundant species, whereas the isomers consistent with the 

PA calculations originally done by Chandra also seem to exist to a small extent for 

protonated bases in the gas-phase.   
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Figure 1.7 The spectra comparison of CH+. a) The second lowest energy isomer, C1_hb. 

b) The concluded predominate and most stable isomer, C1_hc. c) The IRMPD spectrum of 

the CH+ molecule. The figure is reprinted from reference 85 with permission.  

 

Some research has also been conducted to explore the protonated homo- and hetero-

dimeric nucleobase complexes.6,86–93 The stability of cytosine dimer, the basis of the i-motif 

(C2H
+) structure in nucleic acids, relies on the presence of protons. The i-motif structure is 

considered to be unstable and virtually non-existent at basic physiological pH.86 However, 

in vivo i-motif structures may be in charge of gene expression in the regulation and 

telomeric regions in human DNA.94 A theoretical study of the protonated cytosine dimer 

was first published in 2006,86 long before the discovery of i-motif in vivo in 2018. 
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B3LYP/6-311+G(2d,p) and MP2 computational methods were used to calculate the 

dissociation energy and the energy barrier for proton transfer between two cytosines in i-

motif, which were found to be 172.4 kJ mol-1 and 6.7 kJ mol-1, respectively. The lowest 

energy structure of protonated cytosine dimer was determined to be in the symmetric planar 

geometry with two cytosines anti-parallel to one another. Further, the proton is bound to 

the N3 of one cytosine with a bridging hydrogen bond to N3 of the other monomer. The 

optimized protonated cytosine dimer and its computed transition state are shown in Figure 

1.8.  

IRMPD spectrum of the protonated dimer of 1-methylcytosine (1mC) was collected 

in 2010, and the N1 position is blocked because it is the binding site to sugar in DNA.87 

The results revealed that the structure of the protonated dimer is the one where proton is 

located between two N3s. As well, a CO2 laser was used to irradiate and dissociate the 

protonated dimer complex to the protonated 1mC monomer, (1mC)H+ (and neutral 1mC), 

and collect the IRMPD spectrum of (1mC)H+. This spectrum was compared to another 

spectrum of (1mC)H+ electrosprayed directly from the solution. These two IRMPD spectra 

are compared with computed IR spectra of (1mC)H+ isomers in Figure 1.9. The black trace 

in the first panel is the (1mC)H+ IR spectrum born by dissociation of the dimer, and the red 

trace is the spectrum of the electrosprayed protonated monomer. The two spectra are 

consistent. By comparison with the IRMPD spectra, the O4 protonated isomer is 

predominant (second panel in Figure 1.9), and the N3 protonated isomer also seems to 

present in small abundance (third panel in Figure 1.9) as the result of the presence of an 

absorption at 1800 cm-1. The N-protonated imino and amino isomers are unlikely to exist 

based on comparisons of their computed IR spectra with the experimental IRMPD spectrum. 
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This study reveals that there is a proton transfer from N3 to O2 that occurs as the protonated 

dimer dissociates to CH+ and neutral cytosine.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.8 A schematic of the protonated dimeric cytosine (On the top) (a) The optimized 

global minima of the cytosine dimer with a proton bound to N3 (b) The transition-state of 

the dimeric cytosine structures. Reprinted from reference 86 with permission. 
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Figure 1.9 Experimental IRMPD spectrum of the protonated monomer of 1-

methylcytosine, m/z 126, at the top panel: black trace from the dissociation of the proton-

bound dimer by CO2 laser photolysis; red trace sourced from electrospray ionization. The 

spectra comparison with normal modes calculated at B3LYP/6-31G** (for which 

frequencies >850cm-1 have been scaled by 0.97, with 20 cm-1 Gaussian broadenings) for 

four possible tautomers. Reprinted from reference 87 with permission. 

 

Protonated base pairs have also attracted significant attentions.88–90,93,95,96 A 

theoretical investigation of the protonated GC base pair (GCH+) showed that the C---H+G 

isomer is less stable than CH+---G isomer, despite guanine having a slightly higher PA than 

cytosine.88 Collision induced dissociation (CID) methods90,97 with different collision 

energies and IRMPD spectroscopy experiments89 in the fingerprint region were performed 
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on the protonated GC base pair. The most recent study of GCH+ system by Han’s group97 

concluded that there are different dissociation fragmentation ratios for protonated 1-

methylcytosine:9-ethylguanine (1mC:9eG)H+ and protonated 1-methylcytosine:1-

methylguanine (1mC:1mG)H+. The predicted structures of (1mC:9mG)H+ and 

(1mC:1mG)H+ were found to have geometries analogous to the Hoogsteen G:C base pair 

with the proton bound to cytosine in both cases shown in Figure 1.10, despite the higher 

proton affinity for N7 of guanine.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.10 The predicted structure of the (a) (1mC:1mG)H+ and b) (1mC:9mG)H+  at the 

B3LYP/6-311+G(2d,2p) level with the Gaussian 09 suite of programs. Reprinted from 

reference 97 with permission.  
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Furthermore, based on the computed gas-phase basicities of 1mC, 1mG and 9mG, 

the expected abundance of (1mC)H+ should only be about 55% and 10% for CID of 

(1mG:1mC)H+ and (9mG:1mC)H+. However, in these systems the abundance of (1mC)H+ 

was shown to be 80% for (1mC:1mG)H+ and 40% for (1mC:9mG)H+ dissociation. As the 

computed stability of fragments is in the order of (9mG)H+ > (1mC(O2))H+> (1mG)H+ > 

(1mC(N3))H+ on the potential energy diagram, shown in Figure 1.11, the difference 

between the experimental fragmentation ratios in two cases was explained by the proton 

transfer process of (1mC)H+ from N3 to O2, which is observed by previous protonated 

cytosine research.87 (9mG)H+, which is 60% of the fragment products of (1mC:9mG)H+ 

dissociation, is more stable relative to (1mC)H+. In the (1mC:1mG)H+ case, the (1mC)H+ 

with proton bound to O2(N3 side) is preferred than (1mG)H+. However, the anomalous 

CID abundance is not able to be predicted based on their computed gas-phase bacisities.  

In another study, the IRMPD spectra of GCH+ were electrosprayed from solutions 

at two pH values, 5.8 and 3.2, in the 900-1900 cm-1 region.89 At pH=5.8, the precursor ion 

was fragmented by the FEL laser to produce GH+ and CH+ products in an 85:15% ratio. 

Based on the IRMPD spectrum, this ion was the protonated Watson Crick G:C base pair 

with proton at N7 of guanine, (WC N(7)GH+), despite it being ~20 kJ mol-1 higher in 298K 

Gibbs energy compared to the lowest energy Hoogsteen G:C base pair with the proton 

bound to N3 of cytosine (Hoo N(3)CH+). The relative Gibbs energy diagram of the three 

lowest energy isomers is shown in Figure 1.12. On the other hand, at pH=3.2, the 

dissociation of the electrosprayed dimer presented a GH+: CH+ ratio near 50:50. Moreover, 

the IRMPD spectrum of GCH+  in this solution is reproduced by the lowest energy 
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Hoogsteen isomer, Hoo N(3)CH+. The spectra of GCH+  from the two different pH solutions 

are shown in Figure 1.13.  

 

 

 

 

 
 
 
 
 

Figure 1.11 Computed dissociation diagrams of (a) (1mC:9eG)H+ and (b) (1mC:9eG)H+ 

from their lowest energy structures. The predicted energies, D0/ΔH/ΔG (dissociation 

energies, relative enthalpies and relative Gibbs energies), were obtained by using the CBS-

QB3 theory in kJ mol-1 at 298.15 K. ΔPA=ΔPA(1mC)- ΔPA(xmG). Reprinted from 

reference 97 with permission. 
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Figure 1.12. The Hoo N(3)CH+ is the global minima, followed by Hoo N(7)GH+. The WC 

N(7)GH+ is the third lowest 298K Gibbs energy structure concluded for GCH+ produced 

from the pH=5.8 solution. The computed structures were optimized at the M06-2X/6-

311G++(d,p) level. Reprinted from reference 89 with permission. 

Figure 1.13. Experimental IRMPD spectra of the protonated dimeric molecule, GCH+, in 

top panels: black trace and pink trace from the dissociated proton-bound G:C dimer by FEL 

laser for solution A, pH=3.2, and solution B, pH=5.8. Bottom panels: the red, green and 

blue curves stand for the computed IR intensities for Hoo N(3)CH+, Hoo N(7)CH+ and WC 

N(7)GH+, respectively, at the M06-2X/6-311G++(d,p) level with the Gaussian 09 suite of 

programs. Reprinted from reference 89 with permission. 
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1.3.2 Metal Cationized Nucleobase Complexes. Alkali metal cations are known to be in 

great abundance in nature and organisms. As we previously mentioned, alkali metal cations 

have been discovered to be capable of stabilizing the G-quadruplex in DNA in vivo. Many 

studies7,9,53,98–101 on G-quartets and G-quadruplexes in the presence of different alkali metal 

cations have been published since its first discovery in 1962.102 To understand the intrinsic 

intermolecular bonding properties and thermostabilities, the first spectroscopic study of the 

gas-phase sodium cationized G-tetrads were published in 2014 by Fraschetti and co-

workers103 following several previous gas-phase computational works on G-tetrads and G-

quadruplexes with alkali metal cations.7,101,104–107 The IRMPD spectra of gaseous 9-

ethylguanine tetrads bound with alkali metal cations ((9eG)4M
+, M=Li, Na, K, Rb, Cs) were 

collected in both the fingerprint and C-H/N-H/O-H regions and were used to determine the 

structures of alkali metal cationized G-tetrads. It was suggested that alkali metal cations 

were centrally bound to the carbonyl oxygen of guanines that were in turn bound to two 

other neighbouring guanines by two hydrogen bonds with each.108 The computed structure 

is illustrated in Figure 1.14. Energy-resolved CID was also employed to determine the 

relative gas-phase stabilities of the tetrads. The (9eG)4Na+ was found to be the most stable 

to CID, following by (9eG)4Li+ > (9eG)4K
+ > (9eG)4Rb+ > (9eG)4Cs+, while there is only 

slight difference of the collision energies needed among K+, Rb+ and Cs+ complexes. 

However, the expected ion-dipole interactions between metal cations and nucleobases 

follow a sequence of Li+>Na+>K+>Rb+>Cs+ as a result of the decreasing electron density 

of the metal cation; Li+ would be expected to bind most strongly to 9eG in tetrad among all 

five metals. The anomaly was probed further by computing the distortion or destabilization 

energies of (9eG)4M
+ due to the metal cation.  This destabilization energy was defined as 
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the difference between the energy of the neutral G-tetrad and the single point energy of 

each (9eG)4M
+ with the metal cation removed. As Li+ has the largest impact on G-tetrad 

by twisting the geometry of the hydrogen bound guanines, it also destabilizes the hydrogen 

bonding in the tetrad, which offsets the strong ion-dipole interactions.  Na+ occupies the 

centre of a planar tetrad and destabilizes the hydrogen bonding interactions much less than 

Li+ resulting in the higher overall stability of (9eG)4Na+ to dissociation.  

 

Figure 1.14 The computed structure of alkali metal cationized G-tetrad, top view (left) and 

side view (right). >OOM is the angle of two opposite Os and an alkali metal cation. 

Reprinted from reference 108 with permission. 

 

Further studies on the gas-phase G-quadruplex, (9eG)8M
+, revealed that the K+ 

complex was by far the most stable structure to thermal blackbody infrared radiative 

dissociation (BIRD) followed by the Rb+ complex and the Cs+ complex, and finally, the 

least stable complex was the (9eG)8Na+ (the Li+ quadruplex was not observed).109 The 

experimental BIRD breakdown plots for (9eG)8K
+ and (9eG)8Na+ are shown in Figure 1.15. 
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Comparing to (9eG)8Na+, (9eG)8K
+ has a higher decomposition temperature (over 50 K 

higher) over the same time frame and similar dissociation. Another difference is that while 

(9eG)4Na+ dissociates via loss of a single 9eG monomer, (9eG)8K
+ dissociates by losing a 

neutral tetrad. The first-order BIRD kinetics plots indicate only one conformer exists for 

each (9eG)8M
+ complex. The lowest energy conformer for both M=Na and K is a 

sandwiched structure with metal cation between parallel tetrads. The Arrhenius activation 

energy for (9eG)8K
+ was found to be much higher than that of (9eG)8Na+ (176 vs 74 kJ 

mol-1), which was verified computationally. In conclusion, the (9eG)8K
+ has higher 

stability than Na+-mediated octamer, which is different from the results of G-tetrad with 

alkali metal cation. It is explained: the cavity of G-tetrad is in the best fit for Na+ leading 

to the presence of Na+ at the center of the planar G-tetrad. For Na+ to form quadruplex, it 

must be pulled from the centre of the tetrad to interact with the other tetrad. However, the 

heavier metal, K+, sits above the tetrad is capable of binding another G-tetrad strongly. K+ 

has been found to be associated with the G-quadruplex in nature despite lower 

concentration in the cell compared to Na+.  As such the reason for the presence of K+ has 

garnered much attention. Previous computational work7 in the solution phase determined 

the reason that Na+ is not associated with G-quadruplexes is that it has larger hydration 

energy than K+ such that Na+ would rather be solvated than bound in the quadruplex. 

However, the gas-phase work done by Azargun et al.109 where the K+ tetrad is far more 

stable to dissociation in the gas phase, in the absence of solvent, contradicts to some extent 

that the presence of K+ in quadruplexes is due solely to the higher hydration energy of Na+. 
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Figure 1.15 BIRD breakdown plots for (9eG)8Na+ (top) and (9eG)8K
+ (bottom) at 341 K 

and 399 K, respectively. Reprinted from reference 109 with permission. 

 

Figure 1.16. Three lowest energy conformers of divalent complex, (H2 – AGAG)2+. The 

stability of three isomers is in the sequence of (H • I)2 
2+ ≈ (H • II)2 

2+ > (III’)2 
2+. Reprinted 

from reference 93 with permission. 
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Gaseous nucleobase monomers, dimers, tetramers and larger clusters with alkali 

metal cations have been investigated by different groups.5,93,101,107,110–116 The guanine-

adenine mixed tetramer (AGAG), which is analogous to G-tetrads, constituted by two 

guanines and two adenines and bound by either protons or alkali metal cations (H+, Li+, 

Na+ and K+) has been investigated computationally.93 The structures of the three lowest 

energy structures of the (H2-AGAG)2+ are shown in Figure 1.16. (H • II)2 
2+ is in a similar 

geometry as the most stable conformer for neutral AGAG. It is protonated at adenine’s 

most basic site, N1, which is hydrogen-bonded to N7 of guanine, the most basic site of 

guanine. Conformer  (H • I)2 
2+ is protonated at N7 of each adenine and is hydrogen bonded 

to N7 of guanine. Protonating at N7 of adenine reduces the repulsive forces between lone 

pairs of nitrogens (N7 of adenine and N7 of guanine), leading to (H • I)2 
2+ being a 

competitive conformer compared to (H • II)2 
2+ with the existence of protons.  The planar 

(III’)2 
2+ structure is less stable than (H • II)2 

2+ by 28.0 kJ mol-1 and 24.7 kJ mol-1 298K 

Gibbs energy in the aqueous and gas phase, respectively, and it is also computed to be less 

stable in the solid state according to the previous calculation.117  

Other attempts to avoid the repulsion forces between the nitrogens of adenine and 

guanine used alkali metal cations in the AGAG quartets instead of protons.93 Na+ and K+ 

both induce distortions, leading to non-planar structures shown in Figure 1.17(a). These 

structures have significantly longer and weaker intramolecular hydrogen bonds compared 

to the protonated AGAG quartets in the gas phase. In the aqueous phase, the structures 

(K•I)2
2+ and (Na•II)2

2+ are twisted into two paralleled mismatches interacted by π-π 

interactions, but not hydrogen bonds. Li+ has fewer distortion effects on the AGAG quartet 

structure compared to Na+ and K+. The near-planar structures are stabilized by two Li+ in 
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both the gas and solution phase, analogous to the protonated AGAG tetramer. The inter-

base hydrogen bonds are still observed, and Li+ is tridentate to N7 and O6 of guanine and 

N1 or N7 of adenine. The two optimized semi iso-energetic conformers of  (Li2 – AGAG)2+ 

in the gaseous and aqueous phases are shown in Figure 1.17(b). Based on the computed 

thermodynamic results and structural parameters such as bond distance and bond angle, Li+ 

is predicted to be the most preferred alkali metal cation to stabilize the AGAG-quartet, 

which can stabilize the structure when there are two alkali metal cations introduced into the 

tetrads. 

The interactions between metal cations and nucleobases, especially the effects of 

metal cations on nucleobase tautomerization, have been studied in the gas-phase by both 

experimental and computational strategies.118 The adenine-M+ was determined to exist in 

the tautomeric form which has the hydrogen bound to N7 (N7 tautomer) instead of N9. The 

N7 tautomer was found to exist when adenine complexed with Li+, Na+, K+, Cs+; while the 

metal cations were found to bidentate to N3 and N9 of adenine. This was explored by both 

the IRMPD spectroscopy and theoretical methods (B3LYP/6-31+G(d,p) and MP2).118,119 

So far, there has been no evidence provided for tautomerization of guanine induced by 

complexing with alkali metal cations. For purines, cytosine shows the highest preference 

to keep the canonical form with Li+, Na+, K+, Rb+ and Cs+ bound to O2 and N3, which was 

verified by IRMPD spectroscopy and computational methods.118,120 Both the experimental 

and computational methods were also employed to explore thymine and uracil monomer 

with Li+ and Na+, which were both determined to be mono-coordinated by Li+ or Na+ at the 

same binding position, O4, of the canonical isomer.50,118,121,122 However, the divalent 

cations, such as Mg2+ and Zn2+, have the capability to induce tautomerization in thymine 
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theoretically; the canonical thymine-cation isomer is ~100 kJ mol-1 higher in energy than 

the amide tautomer with the cation, while the neutral keto-enol tautomer is ~ 42.7 - 114.6 

kJ mol-1 higher than canonical thymine before metal complexation.118 Thus, the higher 

energy uracil tautomer needs to be considered when it interacts with divalent metal cations. 

Even though the uracil monomer with alkali metals has not shown the preference of 

tautomerization, complexation with divalent cations such as Mg2+, Ca2+, Sr2+, Ba2+, Pb2+ 

can tautomerize uracil.72,123–125 A theoretical study for the complex between uracil and Ca2+ 

illustrates that the proton on N3 prefers to tautomerize to O4, which allows Ca2+ to interact 

with O2 and N3 bidentate.125 The IRMPD spectrum in the mid-infrared region of 

deprotonated dimeric uracil with Ca2+, (Uracil)(Uracil-H)Ca+ was collected.123 Schematics 

of preferred thermodynamic structures of UracilCa2+ and (Uracil-H)(Uracil)Ca2+ are 

depicted in Figure 1.18. The spectra comparison is also consistent with the computational 

results. The lowest energy structure of UracilCa2+ and (Uracil)(Uracil-H)Ca2+ contains the 

N3O4 iminol tautomer, which allows Ca2+ bidentate to this tautomerized uracil by N3O2 

(It is also referred to keto-enol tautomerization in Chapter 3). In (Uracil)(Uracil-H)Ca2+, 

the deprotonated uracil is formed by losing a proton at N3. Thus, the metal cation is tetra-

dentated to N3O4 (deprotonated uracil)/ N3O2 (tautomerized uracil), and there is a 

hydrogen bond between monomers, O4-H4 (tautomer)---O2 (deprotonated uracil). 

Furthermore, larger clusters of uracil self-assemblies, U4 to U14, with Ca2+
  were examined 

by both theoretical and experimental methods.126 Master equation modelling of blackbody 

infrared radiative dissociation (BIRD) kinetics data were performed and compared to 

experimental BIRD values to determine Arrhenius parameters and threshold dissociation 

energies. The obtained threshold dissociation energies and theoretically calculated binding 
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energies of U6Ca2+ are higher than other more massive clusters, which indicates that U6Ca2+ 

can be the inner core for UnCa2+ (n=7-14).  

 

 

 

(a) 
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(b) 

Figure 1.17. (a) Two preferred structures, (M • I)2
2+ and (M • II) 2

2+, where M = Na, K, in 

the gas phase and water phase. (b)Two preferred structures, (Li • I)2
2+ and (Li • II) 2

2+, of 

(Li2 – AGAG)2+ in the gas phase and water phase. Both the top and side views of the 

structures are shown. Gas-phase and COSMO stand for the structures optimized in the gas 

phase and water phase, respectively. Reprinted from reference 93 with permission. 

 

                            

 

Figure 1.18. Schematic of the UracilCa2+ (left) and the (Uracil-H)(Uracil)Ca2+ (right). 

 

UracilCa2+ (Uracil)(Uracil-H)Ca2+ 
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1.4 The Content of This Thesis.  

 In this thesis, mass spectrometric and computational methods are applied to study 

protonated and metal cationized nucleobase complexes. In Chapter 2, there are detailed 

descriptions of the methods.  

In chapter 3 and chapter 4 self-assemblies of nucleobases with cations are discussed. 

Previous studies on the 4- to 14-mer uracil complexes with Ca2+ pointed out that 6-mer 

uracil cluster played as the center of larger molecules, and proposed structures of the 

tetramer, pentamer and hexamer were constituted only by the canonical uracils. However, 

uracil has shown the preference to form N3O4 keto-enol tautomer when interacting with 

Ca2+ (monomer and deprotonated dimer). In Chapter 3, the structures of uracil tetramer, 

pentamer and hexamer bound by calcium dication were investigated by IRMPD 

spectroscopy in both fingerprint and C-H/O-H/N-H regions and computational methods.  

The symmetric anti-parallel planar structure was concluded as the only contributor 

to the cytosine dimer with Li+, Na+ and K+
 in the gas phase experimentally and 

thermodynamically.110 However, in the potassium cationized cytosine dimer the red-shifted 

shoulder absorption in the high energy region (experimentally) attracted our attention. 

Research on the self-assemblied 1mC dimers with alkali metal cations are discussed in 

Chapter 4. The red-shifted NH2 absorption in CH/OH/NH region spectra can be interpreted 

by intrinsic binding properties, thermodynamic results and spectra comparison. 

The contents of chapter 5 and chapter 6 focus on mixed base pairs interacting with 

cations. The anomalous abundance of fragments for protonated G:C molecules (including 

the alkyl G:C) indicates the direction to discover the reason for this anomaly further.  
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Furthermore, the effect of alkali metal cations to G:C base pair has not been discussed. In 

chapter 5 guanine and cytosine base pairs, employing 9-ethylguanine and 1-methylcytosine 

to eliminate the hydrogen bonding possibilities from the sites bound to sugar in nucleic 

acids, with H+, Li+, Na+ K+, Rb+ and Cs+ complexes are described in Chapter 5, studied by 

both computational and experimental methods. While the protonated guanine-containing 

mismatches are discussed in Chapter 6 because these molecules have been investigated as 

the most stable mismatches structures, and the proton is in great abundance in nature.  
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Chapter 2 Experimental and Computational Methods 

2.1 General Introduction to Chapter 2  

Fourier transform (FT) ion cyclotron resonance (ICR) and quadrupole ion trap (QIT) 

mass spectrometers are methods developed to trap the ions in the gas phase for a relatively 

long period of time, and analyze them based on their mass to charge ratios (m/z). Prior to 

mass detection, trapped ions can be internally excited and dissociated. In this chapter 

excitation methods such as collision-induced dissociation (CID) and infrared multiple 

photon dissociation (IRMPD) are described in detail. IRMPD conducted with a tunable 

infrared laser can be used to collect vibrational spectra of complexes. IRMPD spectroscopy 

will also be described in this chapter.  

Besides experimental techniques, density functional theory (DFT) is the primary 

theoretical method used for performing structural optimizations and thermodynamic 

calculations of the gaseous complexes in this thesis, including various isomers of 

complexes to determine the most preferred isomers as well as transition states to gain 

insight on preferred reaction pathways. The computed IR intensities of each structure can 

be used to compare with vibrational IRMPD spectra collected. Various approximation 

functionals and basis sets have been used for thermostability comparisons. 

2.2 Experimental Methods 

The mass spectrometric methods used in this thesis are described below, beginning 

with the electrospray ionization used for volatilizing the ionic complexes of interest. This 
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is followed by the descriptions of instruments used for trapping and determining the m/z of 

gaseous ions. Then, general descriptions of various structure determination techniques are 

also provided. 

2.2.1 Electrospray Ionization. Electrospray ionization (ESI) is a type of ion source1 used 

to generate gaseous ions from the solution phase for their introduction into mass 

spectrometers. The ions in solution assemble at the tip of capillary to which is applied a 

high electric potential at the counter electrode; a potential difference of about 3-5 kV is 

typically applied between the capillary tip and the entrance to the mass spectrometer. The 

assembled charge forms a Taylor cone,2 from which charged droplets containing analyte 

ions are formed. In the spray chamber, a heated drying gas (ie. N2) flowing counter to the 

ion’s motion is applied to help remove and evaporate neutral molecules and solvent from 

droplets. As the droplet undergoes the process of evaporation, it has an ever-decreasing 

droplet size, which increases the charge density on droplet’s surface. When the repulsive 

force of charges on the surface of the droplet is sufficiently high (surpass the Rayleigh 

limit), droplet fission, also called Coulombic explosion, generates smaller droplets. This 

process continues until individual singly or multiply charged ions are present in the gas 

phase. These single gas-phase ions then enter into the mass analyzer. The ESI process is 

depicted in Figure 2.1. Both positive and negative ions can be produced by the ESI method 

depending on the electronic fields supplied between the sprayer and counter electrode.  
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Figure 2.1 Schematic of ESI method for the case of producing positive ions.  

 

ESI is considered a very soft ionization technique because it can introduce 

biomolecules and complexes containing non-covalent interactions into the gas phase 

without breaking it apart. ESI is widely used as an ion source coupled with FTICR or ion-

trap mass spectrometers to produce ionic complexes for the bio-molecules that are non-

volatile and thermally labile. Another advantage of ESI method is its ability to produce 

multiply charged ions. The molecular weight of analyzed precursor ions extends from kDa 

to MDa, which can be applied to study the accurate structural information of large 

molecules. The structural completeness of large biomolecules, such as proteins, peptides 

and nucleotides, can be kept during the ionization process of ESI, although the present work 

does not deal with such large species. 
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2.2.2 Overview of Mass Analyzers and Fragmentation Methods  

Two main fragmentation methods with two types of ion trapping mass analyzers 

were used for performing experiments in this thesis. In both FT-ICR and QIT mass 

spectrometers, ions can be stored for a long period of time. A combination of static 

magnetic and electric fields is used to trap ions in the FT-ICR, whereas the QIT employs 

oscillating electric fields to trap ions. These analyzers, as well as fragmentation techniques, 

are described next.  

2.2.3 Fourier-Transform Ion Cyclotron Resonance Mass Spectrometer (FT-ICR-MS) 

Ion cyclotron resonance was first introduced by Sommer et al.3 to be applied in a 

mass spectrometer in 1951 to determine the charge-to-mass ratio of the proton. In the early 

1970s, McIver and other groups introduced the trapped ion cell, also called ICR cell, to trap 

ions.4,5 It allows the ions to be trapped, manipulated and detected within the same space, 

differentiated from the conventional drift cell. Since the mid-1970s, Fourier Transform was 

applied to ICR by MB Comisarow and AG Marshall at the University of British Columbia.6 

The advantage of using the Fourier transform is to speed up the data analysis process. The 

application of Fourier transform to raw data, collected as a time-domain signal, can analyze 

the cyclotron frequencies of all ions in the ICR cell at one time, which dramatically 

increases the speed of data analysis by a factor of ~105 faster than scanning the spectrum 

to obtain a mass spectrum as a function of frequency. By adapting the Fourier transform to 

ion cyclotron resonance, FT-ICR became a matured, widely used, high-resolution 

analytical instrument applied to study gaseous molecules.7–12 A schematic of the ESI-

FTICR-MS used for present studies presents in Figure 2.2 (a), which contains ion source 
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(ESI), ion funnels (to focus and transmit a beam of ions), hexapole and quadrupole ion trap 

(for ion accumulation), collision cell (for ion fragmentation), and ICR cell. A photo of 

optical parametric oscillator/amplifier (OPO/A) laser coupled to Bruker Apex-Qe 7T FT-

ICR-MS in the Laboratory for the Study of Energetics, Structures, and Reactions of 

Gaseous Ions at Memorial University is presented in Figure 2.2 (b).  

2.2.3.1 Trapping of FT-ICR-MS. Firstly, positive (or negative) ions are volatilized by ESI 

and accelerated by an electric field and then focused into ICR cell. The presence of a 7 T 

magnetic field traps the ions in two dimensions (x-y plane), perpendicular to the magnetic 

field (z-axis), by causing ions to travel in a circular motion around the z-axis. Ergo, the ions 

are not able to escape the magnetic field in two dimensions. In order to achieve trapping in 

the third dimension, a small electric potential, ~1-2 V, is applied to two trapping plates, 

perpendicular to the magnetic field.13 The mass dependence of trapped-ion motion in the 

ICR cell is described below.  
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(a) 

 

 

(b) 

Figure 2.2 (a) Schematic description of the structure of FT-ICR-MS with ESI ion source 

and (b) Photo of the ESI-FT-ICR with OPO/A laser at Memorial University 
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When ions of mass, m, moving with a constant velocity, 𝑣⃗, and charge, q, enter into 

a uniform magnetic field, 𝐵⃗⃗, they are influenced by the Lorentz force 𝐹⃗, 

𝐹⃗ = 𝑞𝑣⃗ 𝐵⃗⃗                                                                    (2.1) 

As ions enter the ICR cell along the magnetic field, ions are "kicked" by an electric field, 

thereby given a velocity perpendicular to the magnetic field. The path of ion is a circle of 

radius r in the ICR cell around the z-axis. The Lorenz force is balanced by the centrifugal 

force of ion’s circular motion, 

𝑞𝑣𝐵 =
𝑚𝑣2

𝑟
                                                                       (2.2) 

In the static magnetic field, the relation between cyclotron frequency ωc, linear velocity 𝑣 

and the radius of the charged moving particle is defined by the equation  

𝑣 = ωc𝑟                                                                        (2.3) 

The relation between m/q and the magnetic field strength and cyclotron frequency are 

acquired by rearranging equation 2.2 and combining with equation 2.3, 

𝑚

𝑞
=

𝐵

ωc
                                                                           (2.4) 

Or, since 𝑞 = 𝑧𝑒, where z is the number of charge and e is the charge 

𝑚

𝑧
=  

𝐵𝑒

ωc
                                                                          (2.5) 

According to equation 2.5, for a fixed magnetic field, the m/z ratio of the ion can be 

determined by measuring the cyclotron frequencies of ions orbiting the magnetic field. The 

electric potential along the z-axis applied to trapped ions causes a harmonic oscillation at a 

very low frequency and is not considered here. The cyclotron motion of a positive ion is 

shown in Figure 2.3. 
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Figure 2.3 Schematic of the circular motion trajectory of a positive ion in the constant 

magnetic field, 𝐵0. 

 

After trapping in the ICR cell, the ions can be excited by applying resonant radio 

frequency voltage to excitation plates and then detected by a pair of detection plates. Before, 

the ions can be trapped in the ICR cell for several hours; while after excitation, trapping 

can still last for up to several minutes. 

 

 

2.2.3.2 Excitation and Detection of FT-ICR-MS. There are three reasons to excite the 

ions in the ICR cell.14 The first, discussed here, is to increase the cyclotron radius making 

ions detectable in the ICR cell. A pair of excitation (E) plates and a pair of detection (D) 

plates are orthogonal to each other and composed of the ICR cell, as seen in Figure 2.4. 

First, a resonant radio frequency (RF) excitation pulse is alternately applied to the 

excitation plates to stimulate ions to have higher kinetic energy; since the frequency 
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remains the same, this higher kinetic energy means ions have larger orbits after excitation. 

The frequencies of pulses are swept over the full range of different ions’ frequencies 

(typically corresponding to m/z ~20 to ~1000) in order to excite all ions trapped in the ICR 

cell. Ions having the same m/z with increased radii are called an ion packet, and each ion 

packet has its characteristic cyclotron frequency according to equation 2.4 and 2.5. The 

increased radii of ion packets’ orbits allow them to be in proximity to a detection plate and 

induce an image charge of electrons to one detection plate. As an ion packet leaves the 

vicinity of the first plate and moves to that of the second plate, the electrons composing the 

image charge travels through a detector to the second electrode. The signal collected by the 

detector is called an image current, which is a sinusoidal oscillation and measured as a 

function of time as the ions continue to orbit the magnetic field in the ICR cell. The 

frequency of the induced image current is the same as that of an ion packet’s cyclotron 

motion. Motions of an ion packet during the excitation and detection processes are shown 

in Figure 2.4. 

 

 

 

Figure 2.4 Schematic of the cross-section in the ICR cell while the ion pocket is 

experiencing the excitation to increase the radius and detection. The Ds are the detection 

plates, and the Es are the excitation plates. 
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All ion packets, each composed of different mass ions and thus different frequencies, 

are detected simultaneously. The magnitude of image current is proportional to the number 

of ions in each ion packet, and the signal of oscillated image current is called free induction 

decay (FID), a time-domain signal. The FID signal is amplified and then translated by 

Fourier transform into the frequency-domain spectrum of different ion packets. The useful 

mass spectrum of various ion packets is then obtained by the conversion and calibration of 

the frequency-domain spectrum. Figure 2.5 depicts the process of data processing. 

Figure 2.5 Data analysis process to obtain the mass spectrum from the original FID signal 

of the detector. 

 

The second use of the excitation process is to remove some (or all) trapped ions out 

of the ICR cell. The ions will be accelerated to a cyclotron radius larger than the radius for 

detection and then be discharged on the ICR cell walls. This process is used for isolating 

ions. By exciting and removing all ion packets but one, the desired ions are preserved and 

isolated in the ICR cell. Isolation is a crucial process prior to all fragmentation techniques 

for the characterization of ions as it guarantees the origins of fragment ions.  
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The third reason to excite an ion is to increase the kinetic energy of ions in the ICR 

cell to collide them into a neutral "target" atom or molecule to convert their translational 

energy into internal energy. The collision-induced dissociation that happened in the ICR 

cell is called sustained off-resonance irradiation collision-induced dissociation (SORI-CID) 

and is described below. It is a process of gradually depositing a large amount of energy to 

ions in a long activation time, which enables ions to go through its dissociation pathway. 

In SORI-CID, ions are irradiated slightly off-resonance; and the difference between 

ion’s natural cyclotron frequency and RF excitation frequency (𝛥𝑣) can be around 500-

1500 Hz. The RF pulse is applied to the trapped ions for a period of time (0.1-1s)15 (250 

ms for work in this thesis), hence it is the term ‘sustained’, and increases the kinetic energy 

of the trapped ions. Thus, by applying the off-resonance potential to the excitation plates, 

the orbital radius of ion cyclotron motion expands and contracts rather than simply 

expanding during resonant irradiation pulses described previously. The interference 

between cyclotron frequency (fc) and excitation frequency (fexc) is termed as a beat 

frequency (fb),  

𝑓𝑏 =  𝑓𝑒𝑥𝑐 −  𝑓𝑐                                                        (2.6) 
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and the amplitude of fb is proportional to the kinetic energy obtained by ions. The relation 

between fc , fexc and fb are shown in Figure 2.6. 

 

 

 

 

 

 

 

 

Figure 2.6 The frequency of ion cyclotron motion fc, and that of excitation pulse fexc. The 

interference of two frequencies is fb. All three are the time-domain signals. The higher 

amplitude of fb indicates larger kinetic energy of the ion. Reprinted from reference 15 with 

permission. 

 

The kinetic energy is steadily changed, and the average kinetic energy of ions is 

expected to be about 2/3 the maximum lab frame kinetic energy which can be calculated 

by the equation,16 

 

Elab = (
ß2𝑞2𝑉𝑝−𝑝

32𝜋2𝑚𝑑2𝛥𝑣2
)                                                                (2.7) 

 

where m is the mass of the ion, q is the charge of the ion, Vp–p is the peak to peak excitation 

voltage, ß is a geometrical factor of the ICR cell (0.92 in the present case), d is the diameter 

of the ICR cell  (6 cm for the Bruker Apex-Qe 7T), and 𝛥𝑣 is the difference between the 
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ion’s natural cyclotron frequency and RF excitation frequency (~500 Hz). To convert the 

lab frame energy to the center of mass frame energy (kinetic energy) transferred by each 

collision, there is a need to multiply Elab by mAr/ (mAr + mcomplex) where Ar is the collision 

gas.  

During excitation, accelerated ions (<10eV) undergo multiple (tens to hundreds) 

collisions with the target gas (typically Ar) that is pulsed into the ICR cell at a pressure of 

about 10-5 to 10-6 mbar.16 It is a relatively high pressure compared to the regular 10-8 to 10-

10 Torr in the ICR cell. The maximum energy transferred to the ion in a particular collision 

ranges from a few tens to a few hundreds kJ mol-1. With each collision, the ion's internal 

energy is increased, followed by the rapid process of intramolecular vibrational energy 

redistribution (IVR), which randomizes the energy among other internal coordinates. Once 

the total internal energy accumulated by multiple collisions surpasses the lowest energy 

dissociation threshold, the dissociation of ion occurs, and its observation depends on 

molecular kinetics.12 Often, products of different competing dissociation reactions or 

consecutive fragmentations can be observed, which can sometimes be distinguished by 

multiple stages of isolation or tandem mass spectrometry. 

SORI-CID a soft technique and can dissociate the complex typically through its 

lowest dissociation pathways, which promotes the widespread use of this method to couple 

with the ESI-FTICR-MS to study the weak intermolecular non-covalent interactions in 

large biomolecules.17–24  

There is a wide range of applications of FTICR-MS for the study of biomolecules, 

like nucleobases,8,25–29 nucleotides26,30–33 and DNA/RNA-related molecules28,31–36 due to 

some advantages of this technique compared with classical mass spectrometers. First, the 
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superconducting electromagnet of ICR cell, made from coils of superconducting wire, 

presents better stability than the created for other mass spectrometers, such as quadrupole 

ion trap and time of flight mass spectrometer (TOF-MS), which contributes to the higher 

resolving power (~10-100X higher). The features of high accuracy of m/z detection, high 

resolution and high sensitivity of FTICR-MS also benefit from an extended trapping time 

(seconds) without colliding with unrelated background molecules, thanks to the very low 

pressure in ICR cell.9 Thus, FT-ICR-MS can deal with the complicated mixtures of ions 

because of its high resolution expressed by the sharp peaks and its potential to perform the 

tandem MS experiments. Secondly, besides the advantage of resolution, the FTICR-MS 

technique is different from some other mass analyzers, ie. TOF-MS, which typically eject 

ions to hit a detector. In this case, ions are detected by the detection plates and can be 

trapped in the ICR cell for a much longer time. 

There are some other fragmentation techniques also executed in the ICR cell besides 

SORI-CID, such as infrared multiphoton dissociation (IRMPD) spectroscopy and 

blackbody infrared radiative dissociation (BIRD). The IRMPD fragmentation method is 

introduced in 2.2.5, while the BIRD is not described in this chapter as it was not used in 

this work.   

2.2.4 Quadrupole Ion-Trap (QIT) Mass Spectrometer 

Besides the FTICR-MS, the other mass spectrometer used in this research is the 

QIT, also called the 3D quadrupole or Paul-type ion trap. Both free-electron lasers at the 

FELIX (free electron laser for infrared experiments) facility in Amsterdam and CLIO 

(Centre Laser Infrarouge d'Orsay) facility in Paris are equipped with 3D QIT instruments. 
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Bruker amazon speed ETD Paul-type ion trap is coupled to FELIX, while the QIT mass 

spectrometer at CLIO is a Bruker Esquire 3000+ 3D ion trap.   

2.2.4.1 Trapping of Ions in QIT. Earnshaw's theorem states that charged particles cannot 

be trapped in the static electric fields in three dimensions (3D).37 However, it is possible to 

limit the motions of ions to a specific range by trapping them in oscillating electric fields. 

This is the fundamental theory of the 3D quadrupole ion trap. The use of quadrupole electric 

fields to manipulate ions was initially investigated by Wolfgang Paul et al. in the early 

1950s;38 the research resulted in the joint Nobel Prize in Physics in 1989 with Hans Georg 

Dehmelt who won it for his work on the Penning trap which is closely related to the FT-

ICR mass spectrometer. The QIT was commercialized in the mid-1980s.39  

The QIT is composed of two hyperbolic metal end-cap electrodes with their foci 

facing each other, and a ring electrode (r) placed symmetrically between them, as shown in 

Figure 2.7. This geometry establishes a potential field when an oscillating AC potential is 

applied between the hyperbolic electrodes. Thus, ions are stabilized in the axial direction 

but unstable in the radial direction (x-y plane). Then, the applied AC potential of constant 

frequency (RF) but variable amplitude to the ring electrode can create a 3D potential well 

to confine ions in all three dimensions. 

 However, in this quadrupole field, the overall force that ion felt is not averaged to 

zero but towards the center of the oscillating field. Thus, ions will experience a focusing 

power back to the center of the device as the ion's oscillating trajectory deviates far from 

the quadrupole field. The cell is filled with inert gas (e.g. He) at ~1 mTorr to help dampen 

the kinetic energies of ions and shrink their trajectories to the center of the cell. A sample 

trajectory of a single ion in the QIT is in Figure 2.8.  
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This quadrupole field can be described by solutions to the second-order linear 

differential equation expressed initially by Matthieu in interpreting the mathematics of 

vibrating skins (ie. drums).40  The Mathieu equation is:  

𝑑2𝑢

𝑑𝜉2
+ (𝑎𝑢 − 2𝑞𝑢 cos 2𝜉)𝑢 = 0                                           (2.8) 

where u is a function of three-dimensional axes x,y and z, 𝜉 is a dimensionless parameter 

which is equal to Ω𝑡/2, and Ω is the radial frequency of RF potential applied to the ring 

electrode while t is time, 𝑎𝑢  and 𝑞𝑢  are two trapping parameters without considering 

dimensional information. 

 

Solutions to the Matthieu equation provide stability and instability regions. Without getting 

into the mathematics, the solutions to the Matthieu equation provide trapping parameters, 

az and qz, as follows, 

𝑎𝑧 =  −16 
𝑒𝑈0

𝑚(𝑟0 
2+2𝑧0

2)𝜔0
2                                                               (2.9) 

𝑞𝑧 =  −8 
𝑒𝑉0

𝑚(𝑟0 
2+2𝑧0

2)𝜔0
2                                                        (2.10) 

as well as ar and qr, 

𝑎𝑟 =  8 
𝑒𝑈0

𝑚(𝑟0 
2+2𝑧0

2)Ω2
                                                               (2.11) 

𝑞𝑟 =  −4 
𝑒𝑉0

𝑚(𝑟0 
2+2𝑧0

2)Ω2                                                      (2.12)       

∅0 = 𝑈0 + 𝑉0𝑐𝑜𝑠Ω𝑡                                                         (2.13)       

where ∅0 is the applied AC potential to the ring electrode, 𝑉0𝑐𝑜𝑠Ω𝑡 is the RF potential, and 

U0 is the static DC potential, r0 and z0 represents the distance between the central axis of 

cylindrical symmetry to the ring electrode and either end-cap electrode, respectively, Ω is 
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the radial frequency of the RF potential applied to the ring electrode, az , qz and ar, qr are 

different dimensional trapping parameters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.7 Depicts of the three-dimensional quadrupole field of QIT. Figure reproduced 

from reference 41 with permission. 
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Figure. 2.8 The sample trajectory of an ion in the QIT is reprinted from reference 42 with 

permission. 

 

  

 

 

 

 

 

 

 

 

 

Figure 2.9 The overlapped regions of r-stable and z-stable, A and B, are the regions of 3D 

ion stability. Reproduced from reference 43 with permission. 
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The regions where the stored ions are stable within the QIT are those simultaneous 

overlapped regions (A and B) in ar/qr and az/qz spaces shown in Figure 2.9. The labelled 

areas, 'r-stable', provide the regions where the stored ions are stable in r-direction, and the 

other parts labelled 'z-stable' means ions are stabilized in z-direction in these fields. 

Commercial instruments use the stability region close to the origin of this au/qu plot. 

At FELIX, after 0.05 - 50 ms of ion accumulation, ions enter the trap field through 

the first hyperbolic electrode. The RF field is of 400-800 Vpp at 781 kHz. In the trapping 

field, the cell is filled with inert background gas, He, tuned from at about 10-3 mbar pressure 

to cool ions to the center of the trap.44 To enable optical access to ions in the cell, the ring 

electrode is modified to have two 3 mm holes centred in its top and bottom to give access 

to IRMPD (described in 2.2.5).   

2.2.4.2 Excitation and Isolation of QIT. As ions are confined in both axial and radial 

axis, resonance excitation can affect ions by changing their secular frequencies at either 

or both axes. Secular frequency is the oscillating frequency of ions, which is lower than 

the fundamental frequency applied to the trap. Resonance excitation with the axial secular 

frequencies of ions is a powerful technique used to executive the excitation and isolation 

in QIT at FELIX. 

 Before performing resonance excitation to ions, the ‘ion cooling’ process is used 

to dampen the kinetic energies of ions to ~ 0.1 eV by colliding with the background buffer 

gas molecules (He), which makes the ions’ trajectories skewing from the center of the cell 

less than 1 mm. Then, oscillating potentials same to ion’s secular frequencies is applied 

to the end-cap electrodes with an amplitude of a few hundreds mVs, exciting the 

translational motion of ions along the z-axis. The applied oscillating potentials allow ions 
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to move further from the center of the trapping field and, thus, to experience more 

acceleration from the trapping field until the kinetic energies of ions reach tens of eVs.  

 Ion excitation can be used for multiple processes. First, to isolate a particular ion 

species, different resonance frequencies are applied to hyperbolic electrodes to excite the 

unwanted ions in a wide range of m/z, which can amplify the magnitude of motion and 

remove these ions out of the trap field. There is a single or a small range of m/z of ions 

isolated in the cell. Also, by ions excitation, the kinetic energy of ions can be increased.  

The collisions between the excited ions and neutral gas, typically He, can be used to affect 

collision-induced dissociation (CID). Details about the CID in QIT are not described as it 

is not reported in this thesis. 

2.2.4.3 Detection of Ions in QIT. Different to the detection plates existed in the ICR cell, 

ions are detected by an external detector outside of the QIT. There are two ways for ion 

detection, either a Faraday Cup (FC) or an Electron Multiplier (EM). As EM is a type of 

detector used at FELIX, it is introduced below.  

 Ions first hit the conversion dynode to which is applied a high voltage (5-20 kV) 

opposite to the charge of ions after sequentially ejecting them out of ion trap from the 

second end-cap electrode. After hitting the conversion dynode, the signal intensity of ions 

is increased because the electrons are released from the conversion dynode and join the 

ions’ stream. The EM is a vacuum-tube structure with high negative voltage composed of 

either several discrete dynodes or a cone-shaped dynode, which is shown in Figure 2.10. 

As electrons or positive ions are accelerated to strike the surface of dynode with high 

velocity, there are more electrons ejected from the surface of the dynode. This process is 

called secondary electrons emission. A cascade of electrons is accelerated in the direction 
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of the end of EM and hits the surface of the dynode repeatedly to cause more electrons 

releasement. Thus, electrons are multiplied by several strikes and finally emitted from the 

end of EM. For each entering ion, there is a minimum of 105 and a maximum of 108 

electrons emitted. The ion signal is produced by detecting the electron current which is 

differentiated by m/z of ions.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.10 The figure on the top illustrates the process of electron accumulation in the 

discrete EM and the bottom one is that in the continuous EM. Reprinted from reference 45 

with permission. 

 

The QIT is an extraordinary mass spectrometer with high efficiency and high 

sensitivity. Even though the resolution of QIT is only about 1 Da at regular (high) scan 

speed, which is relatively poor, it is not as expensive as the FT-ICR-MS. Even though the 



64 
 

principle of the QIT is different from FTICR, it also can trap ions for a long time, which 

allows various ion-molecule reactions to be studied for the isolated ions, such as IRMPD 

and CID.   

2.2.5 IRMPD Fragmentation  

Fragmentation techniques are used to perform gas-phase ion dissociation to 

determine the intrinsic molecular structures and thermochemical characteristics of ionic 

complexes. Once the internal energy of the precursor ion surpasses the dissociation energy 

threshold, it can fragment. Fragments of IRMPD are typically similar to that of SORI-CID, 

but the infrared photons are the source of energy instead of energetic collisions.12,44,46 

IRMPD is a technique to fragment ions in the gas phase and is coupled to different 

mass spectrometers, such as the FTICR and QIT mentioned above. Infrared multiphoton 

dissociation spectroscopy is a type of consequence spectroscopy employing tunable IR 

lasers. It provides more direct evidence of gaseous molecular structures by collecting their 

vibrational spectra (infrared spectra). Tunable laser systems are used to execute the 

dissociation process for spectroscopic purposes.  

2.2.5.1 Description of IRMPD Process. The essential characteristic of ions that can 

undergo the IRMPD fragmentation is that they are IR-active, which means there is a change 

in dipole moment upon the absorption of IR radiation. The first step of IRMPD process is 

to have a photon at certain wavenumber produced by laser absorbed by precursor ion. It 

means the photon must be resonant with an ion's ground-state vibrational mode. However, 

as the molecular vibrations are not harmonic, energy differences between different 
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vibrational states decrease as the internal energy increase. The anharmonic vibrational 

ladder is compared to that of an imaginary harmonic ladder for diatomic molecule is 

presented in Figure 2.11, showing that the vibrational energy levels are not evenly spaced 

as they are for the anharmonic oscillator. Thus, for the anharmonicity of vibrations, the 

process of multiple photons absorption could not be based on the absorption process as 

below 

v=0      v=1     v=2     v=3…... 

which is called ‘ladder-climbing’ style process.   

 

Figure 2.11 Schematic of the vibrational energy levels. The red one is the harmonic 

oscillator, and the black one is the Mores Potential, which can undergo dissociation once 

the internal energy over the dissociation threshold. DE is the well depth, D0 is dissociation 

energy.   
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As the numerous energy absorption is required to increase the internal energy of the 

ion to cause dissociation, a key step in IRMPD is intramolecular vibrational energy 

redistribution (IVR) that happens immediately after a photon is absorbed, which means the 

energy of the photon is redistributed to and stored within other vibrational degrees of 

freedom of the molecule. Since the absorbing vibrational mode relaxes back to ground-

state, v=1 to v=0, the original vibrational mode is able to absorb another resonant photon 

carrying the same energy. The process of IRMPD at certain wavenumber can be described 

as,   

(AB)+/-(v=0)  →  (AB)+/-(v=1)  →  (AB)*+/-(v=0)  ….  → A + B+/- 

where * signifies that the energies of the photons are redistributed in other internal modes 

of the ion through IVR. As more and more photons are absorbed, the molecule will go 

through the dissociation pathway once the accumulated internal energy is over the 

dissociation threshold of the molecule. The energy accumulation process as a molecule 

irradiated by IRMPD is also shown in Figure 2.12. 

Figure 2.12 Schematic of the IRMPD process. After absorbing the energy of a photon, the 

IVR process redistributes the energies to increase the internal energy of the molecule and 

excited-state vibration relaxes back to the ground-state to irradiate with the next photon. 
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A tunable IR laser is used to perform IRMPD spectroscopy by scanning the IR 

regions. An IRMPD spectrum is collected by tuning a laser at different frequencies and 

produce the photons having different energies. IRMPD spectra in this thesis were collected 

by scanning the fingerprint (1800-600 cm-1) and C-H/O-H/N-H (3800-2800 cm-1) regions 

of the infrared. Then the wavelength-dependent IRMPD efficiencies were calculated as the 

negative of the logarithm of fragments’ intensities divided by the sum of the total ion 

intensities shown as Equation 2.15. 

 

IRMPD efficiencies = -log (
∑ 𝐹𝑟𝑎𝑔𝑚𝑒𝑛𝑡 𝑖𝑖

∑ 𝐹𝑟𝑎𝑔𝑒𝑚𝑒𝑛𝑡 𝑖+𝑃𝑎𝑟𝑒𝑛𝑡 𝑖𝑜𝑛𝑖
)                        (2.14) 

 

Several different types of tunable infrared laser systems have been employed to 

perform IRMPD spectroscopy, such as free-electron laser (FEL)12,47 and optical parametric 

oscillator/amplifier (OPO/A).12 Laser systems are not introduced in detail in this thesis, and 

the application of IRMPD to determine structures of nucleobase adducts with metals and 

protons will be discussed in chapters 3, 4, 5 and 6. 

2.3 Computational Methods 

Computational chemistry is a branch of methods of solving chemical problems by 

theoretical simulations. It can be used for, but is not limited to, studying the structural 

properties (such as bond length, bond angles, and non-covalent interactions), absolute and 

relative energies, dipole moments, HOMO-LUMO gap energies and vibrational 

frequencies. It is considered a powerful approach that can also be used to investigate the 
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kinetics and dynamics of chemical reactions. The purpose of this part of Chapter 2 is to 

introduce the different functionals under density functional theory (DFT), which is an 

important computational modelling method mainly used to deeply probe the physical 

chemistry information of systems researched in later chapters.  

2.3.1 DFT 

The wavefunctions for many-body systems contain all the quantum information of 

the molecule. However, it is fairly costly to solve the accurate Schrödinger equation of the 

complicated N-body system to obtain its accurate wavefunction. The Born-Oppenheimer 

(BO) is an approximation assumed that the nuclei and electrons could be treated 

separately.48 Thus, as the nuclei are assumed to be static relative to electrons motion, the 

terms of the nuclear-nuclear Coulombic energy and the kinetic energy of the nuclei is 

approximated to be constant and zero, respectively. However, even though the electrons 

are not affected by the motions of nuclei in their lattice sites, they still can feel the potential 

force from other electrons. There are several terms of energy in the Hamiltonian, including 

the nuclei-electron potential energy, electron-electron potential energy, and the kinetic 

energy of electrons.  The molecular energies can be broken down into components: 

     Etotal = Eelectronic + Evibrational + Erotational + Etransitional.                                         (2.15) 

 

Along with the success of BO assumption, molecular orbital (MO) theory uses the states of 

molecular orbitals, also named as the states of electrons, to calculate the electronic 

structures of the molecule. It stems from the linear combination of atomic orbitals (LCAO) 
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approximation. LCAO approximation considers the wavefunction of the molecule as a 

simple linear sum of weighted atomic orbitals of every atom. 

Several theories have different approximations, including the Hartree-Fock method 

and density functional theory (DFT). DFT has been used to perform nearly all the 

calculations in this thesis. Other methods, such as the complete basis set (CBS), will not be 

introduced in detail in this chapter. 

In the Hartree-Fock approximation, the electrons are assumed to move 

independently of each other, and every single electron feels the average static field from all 

the other N-1 particles in the N-body system. The spin orbital is defined as two electrons 

containing two types of spin function, which can fill one orbital satisfying the Pauli 

exclusion principle. It ensures that only two anti-spin electrons fill in one orbital. The 

wavefunction of the molecule is written in the form of a single determinant called Slater 

Determinant by the spin orbitals of N atoms, which can guarantee the wavefunction is kept 

anti-symmetric when the interexchange of two electrons happens. The Hartree-Fock 

method, also termed as a self-consistent-field (SCF) method, is a solution to find the lowest 

energy of the ground-state atom from the Slater determinant, and that of system, with the 

consideration of electron correlation.   

DFT is a method moving beyond the Hartree-Fock method. Hohenberg and Kohn49 

first determined the usage of DFT in theoretical chemistry by a theorem called Hohenberg-

Kohn theorem (H-K). The H-K theorem states that the electron density can be used to 

determine the properties of the ground-state N-body system by using three spatial 

coordinates for every single electron. Thus, the electronic wavefunction in DFT method is 

represented by a function of 3N variables, x, y, z coordinates of the N-body system, which 
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is greatly simplified than the traditional wavefunction of the system. It is further developed 

as a statement of the Kohn-Sham (K-S) theory. K-S theory provides the solution for all the 

complicated interacting electrons in the system by creating an imaginary system for every 

single particle, which considers the static effective potential which can have the same 

impacts as the original (real) interacting electrons. This means every electron is resolved to 

be affected by an assumed effective potential that includes the external potential and 

interelectronic interaction. The interelectronic interaction, also called Coulomb interactions, 

incorporates the exchange and correlation interactions. The most challenging assumptions 

of DFT is the exchange and correlation interactions, which derives from the solution of an 

idealized problem (a free electron gas). Overall, DFT is considered as a semi-empirical 

technique as there is the inclusion of the empirical parameters. This semi-empirical 

technique significantly lowers the computational cost compared to the H-F method, thus it 

is more efficient, which makes it attractive in the practical use of computational chemistry 

research. DFT is capable of calculating the properties of large systems containing hundreds 

of atoms.  

In practice, the DFT computational method is widely applied to investigate the 

structural, magnetic, electronic, and thermodynamic properties of systems. Many examples 

have shown that DFT functionals, such as “Becke, 3-parameter, Lee-Yang-Parr” hybrid 

functional (B3LYP), can provide robust results and generally performs with better 

computational expediency than most of the post Hartree-Fock methods.  

 

2.3.1.1 B3LYP. B3LYP is a type of hybrid functionals. The term hybrid functional stands 

for the hybridization of implicit exchange energy derived from the H-F theory, and 
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correlation-exchange energy obtained from the empirical data or fit from ab initio methods. 

The exchange-correlation functional of B3LYP is : 

𝐸𝑥𝑐
𝐵3𝐿𝑌𝑃 =  𝐸𝑥

𝐿𝐷𝐴 + 𝑎0 (𝐸𝑥
𝐻𝐹 −  𝐸𝑥

𝐿𝐷𝐴) +  𝑎𝑥(𝐸𝑥
𝐺𝐺𝐴 −  𝐸𝑥

𝐿𝐷𝐴) + 𝐸𝑐
𝐿𝐷𝐴 + 𝑎𝑐 (𝐸𝑐

𝐺𝐺𝐴 −  𝐸𝑐
𝐿𝐷𝐴)  

(2.16) 

where a0= 0.20, ax= 0.72 and ac = 0.81. The subscripts ‘x’ and ‘c’ of all terms refer to the 

‘exchange’ and ‘correlation’, respectively. The superscript LDA stands for the local-

density approximation, which approximates the exchange and/or correlation energy 

functional and only depends upon the electron density at coordinates. The superscript GGA, 

generalized gradient approximation, stands for a better approximation compared to LDA, 

which expands the LDA based on the gradient change of electron density in the 

coordination. The 𝐸𝑥
𝐺𝐺𝐴  and 𝐸𝑐

𝐺𝐺𝐴  are the exchange functional of Becke (B)50 and the 

correlation functional of Lee, Yang and Parr (LYP),51 respectively. The first three 

correction terms in the equation above stand for the number "3". Thus, this method is 

termed "B3LYP". B3LYP is considered as the most popular hybrid functional in the DFT 

family.52 

2.3.1.2 Dispersion Correction. London dispersion force is a weak non-covalent interaction 

between two particles. It is not included in the standard DFT methods because the 

fluctuation of the electron distribution is not described. Thus, the dispersion correction, 

which is not included in the B3LYP method, is needed to provide accurate computational 

results. D3 is the third version of the developed dispersion correction for B3LYP by 

Grimme in 2010.53 It has been shown to provide a higher accuracy for intramolecular 
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interactions and thermodynamic results compared to the uncorrected B3LYP and D2 

version correction.  

 Other than B3LYP, the Minnesota 06 series method, M06-2X,54 was also employed 

for structural optimization and confirming the relations of thermodynamic results of 

isomers in this thesis. It was described as one of the best methods for studying the main 

group molecules’ thermodynamics, kinetics, and non-covalent interactions such as the 

hydrogen bond in biomolecules without additional dispersion correction needed.55  

2.3.1.3 M06-2X. As it was mentioned, generalized gradient approximation (GGA) is a 

better exchange-correlation approximation comparing to LDA. Whereas the more accurate 

approximation is called meta-GGA which contains the second derivative of electron density 

and all other terms of GGA.56 Thus, this extension approximation of GGA includes electron 

density, electron density gradient and the non-interacting kinetic energy density as inputs 

to the functionals.  

M06-2X54 belongs to the family of Minnesota functionals developed by the group 

of Prof. Donald Truhlar at the University of Minnesota in 2007. It is a global hybrid 

functional using 29 fitted parameters57 for optimization on a training set. M06-2X is a 

functional based on the meta-GGA with 54% non-local (or called exact) exchange 

treatment. This method can provide great performance for main-group thermochemistry, 

kinetics and noncovalent interactions, especially the reasonable accuracy in standard 

noncovalent interactions’ tests. However, it is not recommended for transition-metal 

chemistry because of its high percentage of non-localized exchange hybridization. The 

other weakness for all Minnesota functionals, including M06-2X, is the strong 
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underestimation of binding energy.58 Some work presented that M06-2X functionals have 

a better performance than B3LYP on the systems containing dispersion and ionic hydrogen 

bond.59 

2.3.2 Basis Sets  

As mentioned above, the LCAO approximation considers the wavefunction of the 

molecule to be a linear accumulation of the weighted atomic orbitals. The basis set is made 

up of a finite number of basis functions by using LCAO approximation to represent the 

electronic wavefunction, which is centred at every nucleic of the molecule. The earliest 

numerical basis functions are the nodeless Slater-type orbitals (STOs), which are the 

solutions to the Schrödinger equation for hydrogen-like atoms. However, STOs lead to the 

problematic integral calculation. The Gaussian-type orbitals (GTOs), a type of 

approximation to STOs by the linear combinations method, were used to expand the atomic 

orbitals and to save the calculation cost.60–63 Gaussian functions are in the form  

𝑔𝑖𝑗𝑘(𝑟) = 𝑁 𝑥𝑖  𝑦𝑗  𝑧𝑘 𝑒−𝛼𝑟2
                                              (2.17) 

where x, y, and z are the position coordinates measured from the nucleus; i, j, and k are 

nonnegative integers, and the 𝛼 is an orbital exponent.  

Different subshells are calculated with different i, j, and k numbers. For example, 

the sum of i+j+k is equal to 0, 1 and 2, meaning the s, p and d orbitals. In the practical 

computational chemistry process, the basis set is not constituted by several independent 

Gaussian functions but constructed by the normalized linear combinations of GTOs with 

the specific coefficients, which can provide more precise descriptions of orbitals. There are 
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several different types of basis sets, including minimal basis sets, split-valence basis sets, 

polarization basis sets, and the diffuse functions incorporated basis sets introduced below.  

2.3.2.1 Minimal Basis Sets and Split-Valence Basis Sets. The smallest basis set is 

minimal basis sets, which is corresponding to use the minimum number of functions to 

describe the atoms – a single basis function for one orbital. However, the shortcoming of 

the minimal basis set arises from the molecular bonding, which makes the three Cartesian 

coordination need to be treated individually as inner shell and outer shell have the different 

coefficients when the valence electrons form a bond.64  

Split-valence basis sets address the deficiency of minimal basis sets. The split-

valence basis set is commonly used to provide the solution by combining different numbers 

of sets of functions and different numbers of Gaussian functions on the core atomic orbitals 

and valence atomic orbitals, separately. For example, in 6-31G split-valence basis sets, the 

six before the hyphen stands for six Gaussian functions used for the core orbitals, and the 

three and one after the hyphen means the valence electrons are described by two functions 

which contain three and one Gaussian components each. The expansion coefficients and 

Gaussian exponents used in 6-31G basis sets have been determined by the H-F method on 

ground-state atoms. For all the split-valence basis sets, the bigger basis sets can be 

distinguished by the more numbers after the hyphen; how many numbers after hyphen 

represents how many sets of Gaussian functions corresponding to valence electron orbitals 

used. Two, three and four sets of Gaussian functions described the valence electron orbitals 

are also named as double, triple, and quadruple-zeta(ζ) basis sets.65  
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2.3.2.2 Polarization and Diffuse Functions. Furthermore, polarization functions are 

introduced into the basis sets to move the center of the electron distribution to the bonding 

positions, the d-orbital on the main group elements and the p-orbital on hydrogen, which 

has expanded valence electrons to p and s orbital, respectively. The addition of the 

polarization functions gives more flexibility to the wavefunction to change the shape which 

can be more asymmetric. The addition of (d,p), which is synonymous to **, stands for a set 

of five d-type Gaussian polarization functions adds to the Li to Ca atoms (valence p orbitals) 

and a set of three p-type Gaussian polarization functions to H (valence s orbitals). The p-

type polarization is essential for the accurate description of some H-involved bonds. By 

including * in the basis set, d- and f- type polarizations are added to main group atoms and 

some transition metals.  

The diffuse functions are crucial for the electrons loosely associated with the nuclei, 

which are generally related to the hydrogen bonds and lone pairs. The accurate computed 

intramolecular hydrogen bonds, dipole moment and anions molecule highly rely on 

including diffuse functions. Notation + uses for indicating the inclusive diffuse functions, 

which integrates a set of diffused s-type and p-type functions on non-hydrogen atoms. 

Furthermore, notation ++ means the hydrogens are also described by adding on the s-type 

diffuse functions. 

Both the polarization and diffuse functions can lead to more reliable geometries, 

energies, and vibrational frequency calculations. For biomolecules forming the 

intramolecular hydrogen bonds in this research, the 6-31+G(d,p) were employed as the 

primary basis sets to optimize the structures and calculate the vibrational frequencies of 
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molecules accompanying with the B3LYP-D3 or M06-2X. It has been determined to be 

efficient and accurate in many previous works.66–70 

As 6-31+G(d,p) is only defined for the atoms of H through Kr, the other split-

valence basis sets with polarization functions, Def2-SVP, was introduced to couple with 6-

31+G(d,p) for heavy atoms. The inner shell orbitals are replaced by the effective core 

potentials (ECP) by this double-zeta functional for Rb+ and Cs+ in Chapters 4 and 5, which 

is a method of using pseudopotential instead of regular Gaussian functions for inner core 

orbitals.   

2.3.3 Basis Set Superposition Error (BSSE).  

Interaction energies, or binding energies, between monomer A and B can be 

calculated by  

Eint =𝐸𝐴𝐵
𝐴𝐵 (AB) – 𝐸𝐴

𝐴(A) - 𝐸𝐵
𝐵(B)                                             (2.18) 

where the subscript indicates the geometry, the superscript indicates the basis set, and in 

the parenthesis indicates the component. However, in computational chemistry Eint 

predicted by equation 2.18 is always bigger than the experimental/theoretical estimation on 

interaction energy, indicating the weaker interaction, and the distance of monomers A and 

B is larger than expected. This is as the result of the increasing basis set size between A 

and B in complex AB; the overlap between monomers A and B drives more basis sets used 

for describing it in complex AB comparing to separate monomer. The more accessible basis 

sets are used for describing the wavefunctions, the lower energy is evaluated. Such problem 

is referred to basis set superposition error, BSSE.71 
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Counterpoise Method (CP) is an approximation solution to BSSE. The basis sets 

applied for wavefunction description of each product is the same as the complex, which 

can be presented as equation 2.19 

Eint =𝐸𝐴𝐵
𝐴𝐵 (AB) – 𝐸𝐴

𝐴𝐵(A) - 𝐸𝐵
𝐴𝐵(B)                                            (2.19) 

where the subscript indicates the geometry, the superscript indicates the basis set, and in 

the parenthesis indicates the component. While for each monomer, the BSSE can be 

described as  

EBSSE (A) = 𝐸𝐴
𝐴𝐵(A) - 𝐸𝐴

𝐴(A)                                                  (2.20) 

EBSSE (B) = 𝐸𝐵
𝐴𝐵(B) – 𝐸𝐵

𝐵(B)                                                  (2.21) 

It is essential to consider BSSE in the dimeric system containing hydrogen bonds.72 

In this thesis, it was decided not to use BSSE for proton affinity calculations as they are 

generally very small due to the small basis sets used for H. 

2.3.4 Single Point Energy Calculation  

Single point energy calculations were carried out starting from the structures 

optimized by B3LYPD3/6-31+G(d,p) or B3LYPD3/6-31+G(d,p)/Def2-SVP. 6-

311+G(3df,3pd) is a larger basis set with more polarization function, providing more 

accurate computed energetic results comparing to 6-31+G(d,p), or at least a point of 

comparison. In this research, the triple-zeta Karlsruhe, Def2-TZVP, is used for the larger 

atoms when single point energy calculation is conducted with 6-311+G(3df,3pd) for C, N, 
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O and H. The following thermochemical relations determine the absolute energy of  

isomers obtained by larger basis sets: 

H = Eelectronic + Eenthalpy correction                                                            (2.22)                                         

G = Eelectronic + EGibbs energy correction                                                        (2.23) 

   

where the enthalpy (Eenthalpy correction) and Gibbs energy (EGibbs energy correction) corrections are 

computed by 6-31+G(d,p) and the electronic energy (Eelectronic) is calculated by 6-

311+G(3df,3pd). This is because the optimization and frequency calculations are not 

sensitive to the size of basis sets.73 

 There are numerous theories and basis sets used to conduct calculations on different 

systems, such as Møller–Plesset (MP) perturbation theory and quantum chemistry 

composite methods, which are beyond the scope of this thesis and not described in this 

chapter. 
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Abstract:  

The structures of doubly-charged uracil (U) complexes with Ca2+, UnCa2+ (n=4,5,6), were 

studied by infrared multiphoton dissociation (IRMPD) spectroscopy and theoretical 

methods. Ions were produced by electrospray ionization (ESI) and were isolated in the gas 

phase in a Fourier-transform ion cyclotron resonance mass spectrometer (FT-ICR-MS). 

The recorded IRMPD spectra in both the fingerprint and the C-H/N-H/O-H stretching 

regions and computed vibrational spectra reveal that the structures present in the greatest 

abundance consist of both canonical uracil as well as the lactim (or colloquially “enol”) 

tautomer of uracil. U4Ca2+ consists of two hydrogen-bonded dimers of uracil, one canonical 
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and one tautomer, with each uracil interacting with Ca2+ through a carbonyl oxygen. The 

structures most consistent with the vibrational spectra of U6Ca2+ consist of two hydrogen-

bonded uracil trimers, in turn composed of two canonical and one tautomeric uracil, with 

each uracil also interacting with Ca2+ through carbonyl oxygen. The computed structures 

whose vibrational spectra best agree with the experimental vibrational spectra are also the 

lowest-energy structures for all three complexes. 
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3.1 Introduction. 

 Adenine, guanine, thymine, cytosine, and uracil are nucleobases comprising 

deoxyribonucleic acid (DNA) and/or ribonucleic acid (RNA). During the process of DNA 

and RNA replication, metal cations exhibit different effects depending on their 

concentrations. At high concentrations, they can interact with the nucleobases and disrupt 

normal hydrogen bonding patterns between base pairs. Their presence at high 

concentrations, therefore, can cause the mismatching of nucleobases which is considered 

to be the main reason for mutations, as they interfere with the native conformations of the 

nucleic acid polymers.1,2 However, at lower concentrations, metal cations interact with the 

phosphate groups of the nucleic acids, stabilizing the double helix of DNA.3 In the 1960s, 

guanosine 5’-monophosphate was found to form planar G-tetrad complexes that exhibit 

Hoogsteen paired motifs.4 Further research in the 1980s revealed that these structures could 

form in DNA, stabilized by monovalent cations.5,6 Studies of G-tetrads were of interest due 

to their biological relevance as they are found within the guanine-rich telomeric regions 

near the ends of chromosomes1,5,7 and within the promoter regions of oncogenes.8 Therefore, 

the G-tetrad has been investigated as a potential target for cancer therapies.9 Whether these 

structures exist in vivo was controversial; there is evidence that they are formed in living 

cells, as proteins that recognize the G-tetrad have been found.10,11 More recently, there has 

been evidence found that telomere end-binding proteins (TEBPs) regulate G-quadruplex 

DNA formation in vivo.12 

 Cation-bound self-assembled nucleobase complexes have attracted the attention of 

scientists not only in biological fields but also materials chemistry. Specific knowledge of 
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self-assembled nucleobase structures bound to metal cations can be applied in the fields of 

supramolecular chemistry and nanotechnologies where the ability to selectively produce 

molecular-scale structures is pivotal. By better understanding non-covalent interactions 

such as hydrogen bonds, ion-dipole interactions and π-π interactions in the complexes of 

nucleobases and metal cations, this knowledge can be implemented for analogous self-

assembly and molecular recognition processes to form supramolecular polymers,13 

nanofibres,14 and nano-scale electronics.15 Stable uracil tetramers containing metal cations 

at their centers, with Hoogsteen-bonding patterns analogous to the guanine quartets, have 

been found to exist in four-stranded RNA molecules.16 

 Uracil complexes in the gas phase have been studied by density functional theory 

(DFT) and electrospray ionization-mass spectrometry (ESI-MS) by Zins et al.17 Lithium, 

sodium, and calcium cations (Li+, Na+, Ca2+) were found to bond to uracil producing a 

series of different adducts; notable among these was a decameric complex that appeared to 

have unusual stability for such a complex structure. The decamer was identified as a magic 

number cluster, which has a high relative intensity compared to the other ions present. 

Potassium was not capable of forming the uracil decamer, but the calcium cation led to the 

formation of particularly large clusters such as 18-mers (U18Ca2+) and even 24-mers 

(U24Ca2+). These results indicate that both the size and the charge of the metal cation affect 

uracil aggregation. Theoretical calculations showed that a low energy decamer structure of 

Na+ and Ca2+ were the same, with two quasiplanar uracil pentamers on two sides with 

cations in the center. The uracil pentamer is stabilized by ten NH-O hydrogen bonds 

between uracil molecules. The metal cation interacts with two uracil pentamers by cation 

dipole interactions. These calculations also showed that the lithium cation may be too small 
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to form sufficient ion-dipole interactions to occupy the space between two uracil pentamers 

so the Li+ ion forms octameric complexes with the cation existing between two uracil 

tetramers. Of course, these mass spectral observations did not provide evidence to support 

the theoretically determined structures. 

 Further research into the structure of uracil pentamer complex [U5M]+ (M=K+, Na+, 

Cs+) was conducted using electrospray ionization mass spectrometry (ESI-MS).18 The 

proposed structure for these pentamers contains two hydrogen bonds between two 

neighbouring uracils forming a cyclic structure with the metal cation in the middle. The 

uracil pentamer system has a non-planar geometry with K+ in the center while Na+ bonded 

complex is not exactly a metal-centered structure. The U5Na+ is not as thermodynamically 

stable as U5K
+ because there are fewer interactions with Na+ as a result of its off-center 

structure. The results also indicated that the suitable size of the metal cation is vital for 

stabilizing such a complex. Work by Gillis et al.19 investigated the energetics of 

dissociation of trapped gas-phase uracil cluster ions consisting of 4-14 uracil units and a 

divalent calcium ion center (UnCa2+ where n=4-14) by blackbody infrared radiative 

dissociation (BIRD) kinetics and theoretical methods. It was determined that the energy of 

dissociation for U6Ca2+ is significantly greater than that for the larger clusters (n=7-14) 

consistent with collision induced dissociation (CID) studies by Zins et al.20 and indicated 

that the clusters are composed of an inner solvent shell of six uracil molecules bound 

directly to the Ca2+, with additional uracils bound in a second solvation shell through 

hydrogen bonding to the inner shell uracil molecules. Theoretical and experimental results 

also revealed an odd-even alternation of dissociation threshold energies for the larger 

clusters, where complexes with an even number of uracil molecules were found to be more 



91 
 

stable to dissociation, indicating that the large clusters of uracil, beyond n=6, may be 

composed of hydrogen-bonded dimeric units of uracil bound to the inner U6Ca2+ core. In 

this work, plausible structures were suggested, but only those containing canonical uracil 

were contemplated, and no spectroscopic evidence for the structures was available.  

 The present work aims to provide more direct experimental insight into the 

previously proposed structures of the UnCa2+ (n=4-6), using infrared multiple photon 

dissociation (IRMPD) spectroscopy in the 1000–1900 cm−1 and 2800-3800 cm-1 regions. 

The experimental IRMPD spectra are compared to theoretical infrared (IR) spectra from 

electronic structure calculations. Different computation methods and basis sets are used to 

compare the energies of isomeric structures. By comparing theoretical and experimental 

results, the precise structures of uracil complexes are determined.  

3.2 Methods. 

3.2.1 Computational Methods. Geometry optimizations and frequency calculations were 

performed using the Gaussian 09 suite of programs using B3LYP density functional theory 

and the 6-31+G(d,p) split-valance basis set for all atoms from which the relative 298 K 

Gibbs energies and enthalpies of various isomers were compared. The computed IR spectra 

were scaled by 0.97 and 0.95 in the lower (900-2000 cm-1) and higher (2700-4000 cm-1) 

energy regions, respectively, to compare with the experimental IRMPD spectra. The single 

point energies for all lowest energy structures are performed by B3LYP/6-311+G(3df,3pd) 

for comparison as well. For all calculations, an empirical dispersion correction was done 

using Grimme’s D3 version with the original D3 damping function, B3LYPD3.21   
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3.2.2 Experimental Methods. For the IRMPD spectroscopy, two different instruments 

were used, one for each of the fingerprint and C-H/N-H/O-H stretching region. For both, a 

Bruker Apex-Qe 7 Fourier-transform ion cyclotron resonance mass spectrometer (FT-ICR-

MS) with an Apollo II electrospray ion source was used.  Uracil and calcium chloride were 

purchased from Sigma-Aldrich and used without further purification. The solution 

producing the uracil tetramer (U4Ca2+) was 1.7 mmol L-1 uracil in 50/50 water and methanol 

and 5-10 drops of 10 mmol L-1 in CaCl2. U5Ca2+ and U6Ca2+ were prepared to 

concentrations of 2.5 mmol L-1 uracil in a 50/50 mixture of water and acetonitrile and 

contained 130 µmol L-1 CaCl2. Solutions were injected using a 1 mL syringe at a flow rate 

of 112 µL h-1. The temperature of the dry gas was set at 90 oC. Prior to IRMPD, ions were 

isolated by standard FT-ICR isolation techniques.  

For IRMPD experiments in the fingerprint region, the FT-ICR-MS was coupled to 

a free electron laser (FEL) at the Centre Laser Infrarouge d’Orsay.22,23 Irradiation times 

were between 1 and 2 s and the FEL was scanned at 5 cm-1 intervals. In the C-H/N-H/O-H 

stretch region, isolated ions were irradiated with an optical parametric oscillator/amplifier 

(OPO/A) in the Laboratory for the Study of Energetics, Structures, and Reactions of 

Gaseous Ions at Memorial University.24 Ions were irradiated by the laser for 1 s, and the 

scan step was set as 2 cm-1. The IRMPD efficiencies (intensities) are the negative of the 

logarithm of the product ion intensities divided by the sum of the total ion intensities. 

3.3 Results and Discussion. 

3.3.1 Infrared Multiple Photon Dissociation of UnCa2+. Mass spectra following 3420 cm-

1 irradiation of the isolated U4Ca2+, U5Ca2+, and U6Ca2+ complexes are displayed in Figure 
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S10 A, B, and C, respectively. U4Ca2+ (m/z 244) undergoes charge separation to UH+ (m/z 

113) and (U3Ca-H)+ (m/z 375), the latter of which loses uracil to form (U2Ca-H)+ (m/z 263). 

U5Ca2+ (m/z 300) undergoes loss of uracil (m/z 244) which undergoes the same 

fragmentation as just described for U4Ca2+.  

U5Ca2+ also undergoes charge separation forming UH+ and (U4Ca-H)+ (m/z 487) 

the latter of which undergoes successive losses of uracil forming m/z 375, 263 and 151.  

U6Ca2+ (m/z 356) presumably undergoes loss of uracil to form m/z 300 exclusively 

as no U5Ca-H)+ (m/z 599) is observed. The U5Ca2+ then undergoes charge separation and 

loss of uracil as just described. 

All parent and fragment ions are accounted for when determining the IRMPD 

efficiency to construct the IRMPD spectra which will be discussed below. 

 

3.3.2 IRMPD Spectra for UnCa2+. In Figure 3.1, the IRMPD spectra in the fingerprint 

and C-H/N-H/O-H stretching region for U4Ca2+, U5Ca2+, and U6Ca2+ are presented. Clearly, 

in both regions, the spectra of each complex are quite similar to one another, so similar 

structures might be expected. In the high energy region, sharp N-H stretching bands are 

observed at about 3420 cm-1 and broad hydrogen bonded N-H (or O-H—vide infra) are 

observed between about 3400 and 2800 cm-1. In the fingerprint region, the most intense 

bands are observed between about 1575 cm-1 and 1800 cm-1 correspond to strong C=O 

stretching for uracil. These bands are quite indicative of the structure of the complex and 

can be broken down into three regions. The first, indicated by ‘A’ in Figure 3.1, is the most 

red-shifted of the three regions and the band centred at about 1635 cm-1 is the stretching of 

the C=O bound to the metal cation. The second region, B, has absorptions centred around 
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1730 cm-1 and the third, C, weak shoulders are observed at about 1775 cm-1. Region C is 

where strong free C=O stretching vibrations would be expected and just to the red, region 

B, C=O stretching that has been slightly redshifted by an interaction such as a hydrogen 

bond is expected.  

 

 

 

Figure 3.1 Comparison of the experimental IRMPD spectra for UnCa2+ (n=4,5,6) in the 

fingerprint and the CH/NH/OH stretching regions. 

A 
B 

C 



95 
 

 In previous work,17,19,20 only canonical (or diketo) uracil was considered when 

trying to obtain the lowest energy structures of Ca2+/uracil complexes. The lowest energy 

structure found for U4Ca2+ (Scheme 3.1 A) had each of the uracils bound to Ca2+ through 

O4 and a hydrogen bond between N3H and O4 of the neighbouring uracil. This structure 

is called C4a, where C4 indicates four canonical uracils and ‘a’ represents the lowest energy 

structure. While this structure is consistent with the spectra in the higher energy region—a 

free N-H group and hydrogen bonding N-H stretching—the four free C=O groups would 

be expected to produce intense features in region C at about 1800 cm-1 in the fingerprint 

region of the infrared spectrum. The structures of the U4Ca2+, U5Ca2+, and U6Ca2+ 

complexes will be discussed in more detail below. 

 

Scheme 3.1. (A) The lowest energy U4Ca2+ composed of all diketo uracils determined in 

previous works.17,19,20 (B) Dimeric Ca2+/uracil structure composed of one diketo and one 

N3O4 tautomer comprising another U4Ca2+ isomer. 
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3.3.3 U4Ca2+. In some recent studies, it was shown that in the presence of ions uracil25–30 

and thymine31 tautomerize preferentially where the N3 hydrogen is instead on O4 (N3O4 

tautomer) and the ion interacts with O2 and N3. While the canonical structure for uracil 

and thymine is significantly lower in energy than any of the enol tautomers, the N3O4 

tautomer of thymine bound to a dication can be lower in energy by some 100 kJ mol-1 than 

the canonical tautomer bound to a dication.31  Therefore, the normally low energy tautomers 

of uracil, seen in Scheme 3.2 need to be considered. 

 

 

Scheme 3.2. Four tautomers of uracil including the numbering convention for pyrimidine 

bases such as uracil. 

 

 Based on this previous work and armed with the spectroscopy in Figure 3.1, a 

structure for U4Ca2+ composed of two dimers of uracil, each with one canonical and one 

N3O4 tautomer, both bound to Ca2+ (see Scheme 3.1 B) was constructed. In this structure, 

canonical uracil is bound to Ca2+ through O4 and the N3O4 tautomer is bound to Ca2+ 

through O2 providing the strong band in region A. There is a hydrogen bonded N-H group 

and a hydrogen bonded O-H group, as well as two free N-H groups, consistent with the 
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spectra in the high energy region. There is a hydrogen bonded carbonyl providing the strong 

band in region B and no free carbonyl group, again consistent with the infrared spectrum. 

The U4Ca2+ complex based on these dimers is named C2T2a (C for canonical uracil and T 

for tautomeric uracil) is calculated to be lower in 298 K Gibbs energy by 51.3 kJ mol-1 (see 

Figure 3.2) than the lowest energy structure determined with all canonical uracils. 

In Figure 3.2, the experimental IRMPD spectra (grey traces) are compared with the 

computed IR spectra (black traces) for the structures depicted in the centre of the figure. It 

is clear that the computed spectrum for the lowest energy structure, C2T2a, compares very 

well with the entirety of the recorded IRMPD spectrum. It is equally apparent that the 

computed infrared spectrum for the C4a structure, discussed above, is not consistent with 

the C=O stretching region of the experimental IRMPD spectrum. The obvious 

disagreement is the absence of a strong free C=O stretch in the experimental IRMPD 

spectrum, which is predicted by the calculations, and the presence of the hydrogen bonded 

C=O stretch in the IRMPD spectrum, which is not predicted by the calculations. Figure 

3.2 also shows the second and third lowest energy structures from Gillis et al.,19 which are 

also high in energy compared to C2T2a, and have similar inconsistencies with the IRMPD 

spectrum mainly in the 1700-1800 cm-1 region.  

There are other isomers of U4Ca2+ consisting of two dimers composed of one 

canonical and one tautomeric uracil. C2T2b is similar to C2T2a except the tautomeric uracil 

has the N3 hydrogen shifted to O2 and this uracil is bound to Ca2+ through O4, see Figure 

S1 (supplementary material). This results in a structure that is only 8.0 kJ mol-1 higher in 

298 K Gibbs energy than C2T2a. The IRMPD spectrum in the fingerprint region is also  
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Figure 3.2 Comparison of the experimental IRMPD spectrum (grey trace) for U4Ca2+ and 

the B3LYP/6-31+G(d,p) computed IR spectra (black traces) for four different isomers. The 

298 K enthalpies and Gibbs energies relative to structure C2T2a are also shown (also 

computed using B3LYP/6-31+G(d,p)), kJ mol-1. 

 

consistent with the computed IR spectrum for C2T2b. In the higher energy region, there is 

a pronounced red-shift computed for the hydrogen bonded O-H stretch; however, this is 

not enough to rule out a contribution to the experimental spectrum from C2T2b. C2T2a/b 

contains one dimer each as the ones in C2T2a and C2T2b and results in a structure that is 

computed to be only 3.9 kJ mol-1 higher in 298 K Gibbs energy than the lowest energy 

C2T2a isomer. Assuming a thermal distribution, it would be expected that C2T2a/b 

contributes about 20% of the mixture of ions. It is clear that C2T2a/b also reproduces the 
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experimental spectrum quite well and unlike C2T2a predicts the weak band observed at 

about 1530 cm-1. 

 C2T2c and C2T2d both have the canonical uracil bound to Ca2+ through O2 and differ 

from each in the same way that C2T2a and C2T2b differ from one another. C2T2c and C2T2d 

are more than 20 kJ mol-1 higher in energy than C2T2a and their computed spectra do not 

compare as well with the experimental IRMPD spectrum. It is concluded from these 

experiments and calculations that the main contributor to the experimental IRMPD 

spectrum is the C2T2a structure with a tetrahedral arrangement of two uracil hydrogen 

bonded dimers with one member of the dimer canonical and one which is a keto-enol 

tautomer. 

 Some other higher energy structures for U4Ca2+ are shown in Figure S7 along with 

their computed energies and a comparison of the computed and experimental vibrational 

spectra. These include structures based on four N3O4 or N1O4 tautomeric uracils whose 

computed vibrational spectra do not reproduce the experimental spectra. 

 

3.3.4 U6Ca2+.To construct a structure for U6Ca2+, like U4Ca2+, that is consistent with its 

experimental vibrational spectrum, a third dimer as in Scheme 3.1 B is added to U4Ca2+ to 

form an octahedral structure. The complex optimizes to the octahedral structure labelled 

C3T3a in Figure 3.3. This isomer, based on the three dimers, “collapses” such that two of 

the dimers have a - stacking interaction. The agreement between the computed IR 

spectrum for this structure and the IRMPD spectrum is certainly not poor enough to rule 

the structure out.  
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Another way to form the U6Ca2+ is to add canonical uracil to each of the dimers, 

constructing two trimers with two canonical uracils and one of the tautomers in each, as in 

Scheme 3.3, where both canonical uracils are hydrogen bonded to the tautomeric uracil. 

The added uracil in this trimer (iii in Scheme 3.3) is also bound to Ca2+ through O4. The 

 

 

Figure 3.3 Comparison of the experimental IRMPD spectrum (grey trace) for U6Ca2+ and 

the B3LYP/6-31+G(d,p) computed IR spectra (black traces) for five different isomers. The 

298 K enthalpies and Gibbs energies relative to structure C4T2a are also shown (also 

computed using B3LYP/6-31+G(d,p)), kJ mol-1.  
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addition of this third uracil to each of the dimers in the lowest energy tetramer structure, 

C2T2a, results in a structure where the two trimers are perpendicular to each other, forming 

a roughly octahedral complex, and is lower in 298 K Gibbs energy than C4T2f by 36.1 kJ 

mol-1. Distortion of the complexes from an octahedral structure is due to the inter-trimer 

uracil hydrogen bonding. The computed infrared spectrum for this lowest-energy structure, 

C4T2a, can be seen in Figure 3.3 and compares very well—better than C4T2f—with the 

experimental spectrum in the fingerprint region and the higher energy region (see Figure 

S2). This structure, along with C4T2b, C4T2c, and C4T2e, compared in Figure S3, maximize 

the number of hydrogen bonds with two N-H to O=C, one O-H to O=C, and one N-H to N.  

However, C4T2a matches the IRMPD spectrum in the fingerprint region much better. C4T2b 

differs in that one canonical uracil (iii in Scheme 3.3) is bound through O2 rather than O4 

and is 13 kJ mol-1 higher in energy. C4T2c and C4T2e have the two canonical uracils 

hydrogen bonded together and are higher in energy by 16 and 30 kJ mol-1, respectively. 

 

 

 

  

 

Scheme 3.3 Lowest energy trimeric Ca2+/uracil structure composed of two canonical 

uracils and one N3O4 tautomer comprising the lowest energy U6Ca2+ isomer. 
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 Another structure that has a computed IR spectrum that compares favourably with 

the IRMPD spectrum is C4T2d (Figure 3.3 and Figure S2). This structure, like C4T2c and 

C4T2e, differs from C4T2a in that the two canonical uracils in each of the trimers are 

hydrogen bonded together, in the case of C4T2d via an N3-H to O4 hydrogen bond and a 

C5-H to O2 interaction. While this structure is consistent with the IRMPD spectrum, it is 

24.6 kJ mol-1 higher in 298 K Gibbs energy which makes it unlikely to be observed.  

 As was the case for the tetramers, the previously determined hexameric structures 

based solely upon canonical uracils,19 ie. C6a and C6b in Figures 3.3 and S2, are higher in 

energy than C4T2a and their computed IR spectra do not compare well with the IRMPD 

spectra. The main problem with the computed spectra is that they contain a free C=O stretch 

(region C) and do not predict the hydrogen bonded C=O stretch (region B) which is 

observed experimentally. Some other higher energy structures and their computed spectra 

are shown in Figure S9, including those where the two trimers are mixed in that they 

contain a trimer of C4T2a and one of either C4T2b, c, or e. These ‘mixed’ complexes are 

intermediate in energy; for example, C4T2a/b is higher in energy than C4T2a, but lower in 

energy than C4T2b. They are not nearly as good a fit to the IRMPD spectra in comparison 

to C4T2a (Figure S9). 

 

3.3.5 U5Ca2+.The IRMPD spectrum of U5Ca2+ is compared to the computed IR spectra of 

several isomers in Figures 3.4, S4, S5, S6, and S8. Removal of one of the canonical uracils 

(iii in Scheme 3.3) from the lowest energy U6Ca2+ structure results in two very similar 

structures, C3T2a and C3T2b (in Figures 3.4 and S4, respectively) which only differ in 298 
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K Gibbs energy by 0.6 kJ mol-1. They do not differ significantly in structure, simply 

whether tautomeric or canonical uracil in the remaining dimer is closest to the trimer. The 

IR spectrum of C3T2a is consistent with the experimental IRMPD spectrum, but certainly, 

C3T2b cannot be ruled out spectroscopically or energetically. C3T2c and C3T2d differ from 

C3T2a and C3T2b in that uracil iii in the trimer is bound through O2 rather than O4 and 

results in structures that are a little less than 8 kJ mol-1, higher in 298 K Gibbs energy. 

While neither of these structures can be ruled out spectroscopically, they do not agree as 

well as the two lower energy structures in the C=O stretching region.  C3T2e and C3T2f 

differ in that the trimeric moiety is composed of tautomeric uracil bound to a canonical 

uracil bound to Ca2+ via O2 and the second canonical uracil is bound through O4, but 

hydrogen bonded to canonical uracil. This results in structures just slightly higher than the 

previously discussed structure and their computed IR spectra are not as good a match to the 

experimental vibrational spectrum in the fingerprint region. Other computed IR spectra for 

higher energy structures are compared in Figure 3.4 and the supplementary material. 

 In Figure S6, the computed IR spectra for the three lowest energy C5-based 

structures that were determined previously19 are compared to the experimental IRMPD 

spectrum. Besides being between 23 and 33 kJ mol-1 higher in energy than C2T3a, 

spectroscopically these isomers can be ruled out based on the poor agreement in the C=O 

stretching region as discussed previously for the U4Ca2+ and U6Ca2+ complexes. 

 

3.3.6 Other Observed U5,6Ca2+ Structures.  In the IRMPD spectra for U5Ca2+ and U6Ca2+, 

there is a weak but pronounced shoulder observed in region C of Figure 3.1, just to the red 
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of 1800 cm-1. The band can only be attributed to a free C=O stretch which is not present in 

any of the lowest energy structures. The only structures found that contain a free C=O  

 

Figure 3.4 Comparison of the experimental IRMPD spectrum (grey trace) for U5Ca2+ and 

the B3LYP/6-31+G(d,p) computed IR spectra (black traces) for five different isomers. The 

298 K enthalpies and Gibbs energies relative to structure C3T2a are also shown (also 

computed using B3LYP/6-31+G(d,p)), kJ mol-1. 

 

stretch are those not based on the dimer or trimer containing an N3O4 tautomer. Because 

the lowest energy structures of pentamer and hexamer clusters lack the free C=O stretch, 

the existence of higher energy clusters is likely due to the presence of this shoulder peak at 
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1800 cm-1 observed in the experimental spectrum. For example, the lowest energy isomer 

containing a free C=O stretch for U6Ca2+, is C6a. This isomer is also some 33 kJ mol-1 

higher in 298 K Gibbs energy than C4T2a, and if present, it must be kinetically trapped, 

probably during the electrospray process. Tautomerization of the all keto tautomer of uracil 

to the enol-keto tautomer proceeds with a very high activation energy, some 200 kJ mol-1 

for neutral uracil.32 The tautomerization barrier is computed to be lower, but still 

considerable (70 kJ mol-1, 298 K Gibbs energy barrier) for both the protonated and water-

assisted tautomerization33 and an intramolecularly assisted uracil tautomerization in (U2-

H)Cu+.28 

 

3.3.7 Computed Energies. The B3LYPD3/6-31+G(d,p) lowest energy structures for 

U4Ca2+ as well as for the lowest energy C3T1 and C4 structures, were submitted to a single 

point calculation at the same level of theory but with the larger 6-311+G(3df,3pd) basis. 

The calculations are compared in Table 3.1, using the thermal corrections to the 298 K 

enthalpy and Gibbs energy from the vibrational calculations with a smaller basis. Clearly, 

there is very little difference between the computed energies using the smaller or larger 

basis sets. A similar set of calculations were performed on various U5Ca2+ and U6Ca2+ 

isomers with the same conclusion (see supplementary Tables S2 and S3). 

 

3.4 Conclusions 

 A combination of IRMPD spectroscopy and computational chemistry was used to 

show that the structures of three doubly charged uracil/calcium clusters: U4Ca2+, U5Ca2+, 
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and U6Ca2+, all contain two N3O4 enol-tautomerized uracils. The lowest energy structure 

for the U4Ca2+ complex consists of two uracil dimers, each consisting of one canonical and 

one tautomeric uracil, with two hydrogen bonds between them. The lowest energy U6Ca2+ 

 

Table 3.1 Comparison of basis set on the 298 K energetics (top relative enthalpies, bottom 

relative Gibbs energies) in kJ mol-1 of some U4Ca2+ structures. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

complex consists of two uracil trimers, the same dimeric structure as in U4Ca2+ but a second 

canonical uracil doubly hydrogen bonded to the other side of the tautomeric uracil. The 

Structure B3LYPD3/6-31+G(d,p) B3LYPD3/6-311+G(3df,3pd) 

C2T2a 

0.0 

0.0 

0.0 

0.0 

C2T2b 

7.3 

8.0 

6.8 

7.5 

C2T2c 

21.7 

22.4 

21.7 

22.3 

C2T2d 

24.6 

25.6 

24.3 

25.4 

C3T1a 

35.9 

31.8 

35.2 

31.2 

C4a 

54.8 

51.3 

58.0 

54.5 
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lowest energy U5Ca2+ consists of one dimer and one trimer as in the U4Ca2+ and U6Ca2+, 

respectively. The computed IR spectra for the lowest energy structures for each of the 

complexes were consistent with the experimental IRMPD spectra in all cases. 

 For U4Ca2+ a second structure, only a few kJ mol-1 higher than the lowest energy 

structure, with an IR spectrum also consistent with the IRMPD spectrum also accounts for 

a small absorption at about 1530 cm-1. A weak shoulder observed in the free C=O stretch 

region for both U4Ca2+ and U4Ca2+ are thought to be due to a small amount of higher energy, 

kinetically trapped complexes with only canonical uracils, as these are the only ones with 

predicted absorptions in these regions. 

The structures determined for U4Ca2+, U5Ca2+, and U6Ca2+ are vastly different than 

those previously determined and only composed of canonical uracils.17,19,20 This is easily 

seen in the C=O stretch region where there is the absence of a strong absorption in the 

IRMPD spectra due to a free C=O group which is predicted for canonical uracil based 

structures and the presence of a hydrogen bonded C=O stretch in the IRMPD spectrum 

which is not predicted for the canonical uracil based structures.  

In previous experiments19 the BIRD dissociation kinetics of UnCa2+ were observed 

where n=5-14. The thermochemistries of dissociation led to the conclusion that U14Ca2+ 

was composed of a U6Ca2+ core surrounded by four hydrogen bonded dimers of uracil in 

the second solvation shell, each hydrogen bonded to the core. This conclusion was based 

on the even uracil (n=14, 12, 10, 8) containing complexes being more strongly bound than 

the odd uracil containing complexes (n=13, 11, 9, 7), the difference between the successive 

dissociations, ie. n=14 and 13 being about the strength of a hydrogen bond, 10 kJ mol-1. 

While a detailed computational study of these larger complexes is beyond the scope of this 
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study, it is interesting to contemplate a structure for the U14Ca2+ complex that also explains 

this even-odd dissociation energy observation. One such structure is proposed in Scheme 

3.4 (only showing half the uracils in the complex) based on a core containing the C4T2a 

isomer of U6Ca2+. In this structure, each uracil dimer is bound to the complex via three 

interactions. The uracil labelled ‘a’ in Scheme 3.4 is bound by three hydrogen bonds, one 

to the other dimer, and might be the first to be lost, leaving the uracil labelled ‘b’ bound by 

only two hydrogen bonds and the second to be lost. Uracil ‘c’ is bound by three interactions 

and would be the third uracil lost followed by ‘d’ which is only bound to the core by two 

hydrogen bonds. 

Scheme 3.4 Possible structure of one half of U14Ca2+ with the 6 mer core composed of two 

trimeric structures. 
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Abstract: 

The structures of alkali metal cation bound 1-methylcytosine (1-mCyt) dimers were 

explored using vibrational spectroscopy in the form of infrared multiple photon dissociation 

(IRMPD) spectroscopy and by computational methods. For the smaller alkali metal cations, 

Li+ and Na+, only non-hydrogen bonded symmetric anti-parallel structures were observed 

in agreement with the lowest energy computed structures. For K+, Rb+, and Cs+ the 

vibrational spectra in the N-H stretch region showed strong evidence for hydrogen bonding 

in agreement with the lowest energy structures which contained hydrogen bonding 

interactions between the amine group of one cytosine and the carbonyl oxygen of the other 

cytosine.  The lowest energy structures for these complexes were compared to previously 

studied cytosine complexes [(Cyt)2M]+ where M = Li, Na, and K. The calculations are in 
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agreement that only the non-hydrogen bonded structures would be observed for these 

cytosine complexes.    
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4.1 Introduction 

Large biomolecules, such as DNA can twist themselves into rather interesting 

self-assembled structures that are largely governed by intramolecular interactions 

within the molecule itself. Their structures are also affected by solvent molecules, 

other biomolecules, as well as the presence of metal cations. As the crucial part of 

G-quadruplex formation, the interactions and stabilization of G-quadruplexes by 

monovalent metal cations have been studied1–4 since the discovery of G-tetrads in 

the sequence of human telomere in vitro in the 1980s.2,5–8 The structures of, and 

intramolecular interactions within, G-quadruplexes are formed by folding in single 

strands or multi-strands of guanine-rich regions of DNA/RNA.9–14 Alkali metal 

cations were found to stabilize the structure of the 9-ethylguanine (9eG) tetrad where 

Na+ is greatly preferred over the other alkali metal cations in the solution phase.15 A 

subsequent study conducted on gas-phase metal cationized tetrads16 agreed with the 

stability ordering of the tetrads by alkali metal cations, Na+ > Li+ > K+, Rb+, Cs+ 

determined in the solution phase.  Studies on G-quadruplexes have concluded that 

stronger hydration of Na+ compared to K+ was responsible for the fact that it is K+ 

that is associated with G-quadruplexes in biology.17 However a study of gas-phase 

quadruplexes, (9eG)8M
+, composed of two tetrads bound by Na+, K+, Rb+, or Cs+ 

revealed that even in the absence of solvent the quadruplex stabilized by K+ is 

significantly more strongly bound than (9eG)8Na+, meaning that there is an intrinsic 

stability of the K+-G-quadruplex18 and shows the importance that gas-phase studies 

can have on the fundamental understanding of biomolecule interactions. 
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Similar to guanine, cytosine is a nucleobase in DNA and RNA which can 

form highly ordered structures. One such structure is called the i-motif which can be 

formed from four nucleic acid strands or by a single strand that can fold into four-

stranded structures in cytosine rich regions.19–22 While guanine quadruplexes are 

formed from tetrads, the i-motif is composed of pairs of cytosine protonated dimers; 

the guanine tetrad and protonated dimer of cytosine are shown in Scheme 4.1 (a) 

and (b), respectively.  The i-motif is not particularly stable under basic physiological 

pH due to the requirement of protonation.23 At lower pH though, the i-motif is quite 

stable and is predicted to have dissociation energy of 172 kJ mol -1 and a 6.7 kJ mol-

1 proton transfer barrier between the two cytosines.24 The i-motif has been found in 

the regulatory regions and telomeres of human cells25, and it plays a key role in 

regulating gene expression in vivo.  

Scheme 4.1 Hydrogen bonding in a) the G-quadruplex and b) the i-motif.  c) The reported 

symmetric anti-parallel (SAP) structure of the alkali metal cation bound dimer of cytosine, 

(Cyt)2M
+, M=Li, Na, and K. The conventional ring numbering for cytosine is shown in b) 
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 It has been shown 26–28 that methyl group substitution donates more electrons 

to certain sites of nucleobases which can affect the proton or electron affinity. For 

example, the proton affinity of the N3 and O2 sites of cytosine are predicted to be 

practically the same whereas methyl substitution at N1 enhances the proton affinity 

of the N3 site.29 Infrared multiple photon dissociation (IRMPD) spectroscopy has 

been used to confirm the structure of the protonated dimers of both cytosine and 1-

methylcytosine shown in Scheme 4.1 (b).26,30  

 The effect of metal cations on i-motif DNA has been studied for several years 

and depends on metal cation concentration and solution temperature.31 In their 

interactions with nucleobases, metal cations can destroy the normal hydrogen 

bond,32 can induce stronger interactions,33 and as well as tautomerization.34,35 In fact, 

metal cations are considered as a main cause of mutations in DNA.36,37 Uracil, for 

example, has been shown, both theoretically and experimentally, to be most stable 

as an imide tautomer when interacting with some metal cations.35,38–41  

 Besides the biological interest in i-motifs, it has been studied for its potential 

to develop materials, such as nanowires, DNA supermolecular hydrogels and DNA 

motors due to its sensitivity to pH.42–44 In the gas phase, the alkali metal cations 

lithium, sodium, and potassium-bound dimer of cytosine have been studied and 

compared to the protonated, Cu+, and Ag+ bound dimers.45 The results show that the 

lowest energy structures for the three alkali metal cation-coordinated dimers of 

cytosine are tetra-dentate, with the metal cations bound to N3 and O2 of both 

cytosines, and are of planar symmetric anti-parallel (SAP) geometry as shown in 

Scheme 4.1 (c). The Cu+ bound dimer, on the other hand, is bi-coordinate—bound 
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to N3 of each cytosine and is similar in geometry to the protonated dimer of cytosine 

Scheme 4.1 (b). 

 In this work, the alkali metal cationized 1-methylcytosine (1-mCyt) dimers, 

(1-mCyt)2M
+ (M=Li, Na, K, Rb, and Cs), were examined in the gas phase by infrared 

multiple photon dissociation (IRMPD) spectroscopy in both the 1000 - 1800 cm-1 

and 2800 - 3800 cm-1 regions. The methylation of cytosine in the 1 position blocks 

the site attached to ribose/deoxyribose in DNA/RNA. Electronic structure 

calculations are compared to the gas-phase experimental spectra. A comparison of 

thermodynamic stability between (1-mCyt)2M
+ structures is provided by 

computational methods. 

 

4.2 Methods 

4.2.1 Computational Methods. B3LYP density functional theory has been used to 

reliably model bioorganic and bioinorganic systems with hydrogen bonds 

successfully.46 Geometry optimizations and frequency calculations were performed 

using the Gaussian 16 (G16) suite of programs47 using B3LYP density functional 

theory and the 6-31+G(d,p) split-valence basis set for all atoms except Rb and Cs 

for which the Def2-SVP basis set and relativistic core potential was employed. 

Single point energy calculations for all optimized structures were performed using 

B3LYP/6-311+G(3df,3pd) on all atoms except for Rb and Cs for which Def2-TZVP 

was used. For all B3LYP calculations, an empirical dispersion correction was done 

using Grimme’s D3 version with the original D3 damping function, B3LYPD3.48 
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M06-2X49,50 is also considered to be highly reliable for the gas-phase ionic 

biomolecules with intramolecular interactions. Thus, calculations using the M06-2X 

method with the 6-31+G(d,p) (Def2-SVP on Rb and Cs) were also performed to 

compare with the B3LYP thermochemical results. The computed IR spectra were 

scaled by 0.97 and 0.945 in the lower (900-2000 cm-1) and higher (2800-3800 cm-1) 

energy regions, respectively51–53, and convoluted with a Lorentzian profile with a 

width (FWHM) of 15 cm−1 to compare with the experimental IRMPD spectra. The 

relative 298 K Gibbs energies and enthalpies for structures were compared. Reported 

dissociation energies were calculated by the equations below and corrected for BSSE 

using the counterpoise correction in G16. 

ΔdissH
o = ΔHo (dimer) - ΔHo (monomer) - ΔHo((monomer)M+) + BSSE 

ΔdissG
o = ΔGo (dimer) - ΔGo (monomer) - ΔGo((monomer)M+) + BSSE 

 

4.2.2 Experimental Methods. A Bruker Apex-Qe 7 Fourier-transform ion cyclotron 

resonance mass spectrometer (FT-ICR-MS) with an Apollo II electrospray ion 

source was used for all experimental work. To conduct IRMPD spectroscopy in the 

fingerprint region, the FT-ICR-MS was coupled to a free electron laser (FEL) at the 

Centre Laser Infrarouge d’Orsay (CLIO).54  The ions of interest were first mass-

selected and then irradiated for between 1 and 2 s. The FEL was scanned at 5 cm-1 

intervals from 900 cm-1 to 2000 cm-1. In the 2800 – 3800 cm-1 region, IRMPD 

experiments were conducted in the Laboratory for the Study of Energetics, 

Structures, and Reactions of Gaseous Ions at Memorial University,18 where the 

isolated ions were irradiated with an optical parametric oscillator/amplifier (OPO/A, 
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LaserSpec, 1 W max power) for 2 s. The OPO/A was scanned from 3800 to 2800 

cm-1 with a 2 cm-1 stepsize.  The IRMPD efficiencies (ie. infrared intensities) are the 

negative of the logarithm of the precursor ion intensities divided by the sum of the 

precursor and product ion intensity. 

1-mCyt and alkali metal chlorides were purchased from Sigma-Aldrich and 

used without further purification. The solution producing the 1-methylcytosine 

dimers was 1.3 mmol L-1 in 1-methylcytosine in 50/50 water/methanol. In 1 mL of 

this solution 1-2 drops of 10 mmol L-1 metal chloride solution was added. Solutions 

were injected using a 1 mL syringe at a flow rate of 0.15 mL h-1. The temperature of 

the dry gas was set at 200 oC. 

 

4.3 Results and Discussion 

4.3.1 Computed Structures for (1-mCyt)2M+. Previous studies have shown that 

the 1:1 complexes between alkali metal cations and cytosine exist as bidentate 

structures with the metal cation bound to the carbonyl oxygen and N3 of cytosine in 

its canonical (keto/amine) form.34,55 The B3LYP/6-31+G(d,p) calculations on (1-

mCyt)2M
+ resulted in only one structure for M=Li, and two each for M=Na, K, Rb, 

and Cs.  These structures are shown in Figure 4.1 with the bond lengths of all 

electrostatic interactions. The first type of structure, and the only one for M=Li, is 

the symmetric anti-parallel (SAP) structure in the terminology used previously45 and 

can be seen in Figure 4.1. The SAP structures for (1-mCyt)2Li+ and (1-mCyt)2Na+ 

are fairly symmetric (virtually C2h symmetry), but those for (1-mCyt)2K
+, (1-
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mCyt)2Rb+, and (1-mCyt)2Cs+ are distorted by a slight rotation about the metal 

cation; the term SAP will still be used for these complexes. In all cases, the SAP 

structures are tetradentate and, like the 1:1 alkali metal:cytosine complexes 

mentioned above, are bound to N3 and the carbonyl oxygen of both 1-mCyt. The 

second structure found for all complexes except (1-mCyt)2Li+ is similar to the SAP 

structure except that they are significantly distorted, rotated around the metal cation, 

so as to allow for a hydrogen bond between the amine group of one 1-mCyt and the 

carbonyl of the other. This asymmetric anti-parallel (AAP) structure is also 

tetradentate.  As might be expected, as the central ion increases in size and the ion-

dipole interaction with cytosine weakens, the structures can distort more easily to 

form shorter (and stronger) ionic hydrogen bonds to help stabilize the structure.  

Note that no other structures involving the keto/amine tautomer were found.  

Attempts to optimize a non-planar, or planar parallel structure resulted in 

optimization to the AAP structures. 

The relative 298 K enthalpies and Gibbs energies of the complexes are also 

compared in Figure 4.1 using three different computational methods: B3LYPD3/6-

31+G(d,p) (top), B3LYPD3/ 6-311+G(3df,3pd)//B3LYPD3/6-31+G(d,p) (middle), 

and M06-2X/ 6-31+G(d,p) (bottom). For (1-mCyt)2Li+ and (1-mCyt)2Na+, the SAP 

structures are the lowest in Gibbs energy and would be expected to be observed, in 

fact the AAP conformer is not expected to exist, based on this theory, for the Li+ 

complex. For (1-mCyt)2K
+, the SAP and AAP structures are basically isoenergetic 

in terms of Gibbs energy. For (1-mCyt)2Rb+ and (1-mCyt)2Cs+,the AAP structures 

are favoured. As the metal cation increases in size, the ion-cytosine interaction— 
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Figure 4.1 B3LYP/6-31+G(d,p) computed structures for the SAP and AAP structures for 

(1-mCyt)2M
+ complexes.  The 298 K enthalpies and Gibbs energies (parentheses) of the 

AAP structures relative to the SAP structures are also provided at the B3LYPD3/6-

31+G(d,p) level (top), B3LYPD3/6-311+G(3df, 3pd)//B3LYPD3/6-31+G(d,p) (middle), 

and M06-2X/6-31+G(d,p) level (bottom), kJ mol-1. 
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which is predominantly an ion-dipole interaction—decreases in strength and the 

structure- stabilizing hydrogen bonding interaction becomes favoured. Note that for 

the M06-2X/6-31+G(d,p) calculations, the SAP structure of (1-mCyt)2Cs+ 

minimized to the transition state with a small imaginary frequency. All attempts to 

get rid of the imaginary frequency were unsuccessful. 

4.3.2 Vibrational (IRMPD) Spectra of (1-mCyt)2M+ 

 Upon absorption of multiple infrared photons resonant with a vibrational 

mode, all (1-mCyt)2M
+ complexes fragmented by losing a neutral 1-mCyt. 

 The experimental spectra are compared with the computed IR spectra for the 

SAP structures in Figure 4.2. The experimental spectra for all (1-mCyt)2M
+ in the 

fingerprint region are all quite similar exhibiting metal-coordinated C=O stretching 

and NH2 bending between 1600 and 1700 cm-1 as well as complex C-C/C-N 

stretching of the ring and the appendages centred at about 1400 and 1500 cm-1. The 

computed IR spectra for the SAP structures agree very well with the experimental 

spectra in the fingerprint region. It is worth mentioning that due to the stronger 

bonding for (1-mCyt)2Li+, the photofragment yield is significantly reduced that for 

the other complexes resulting only one observed band just above 1600 cm-1.  

 In the higher energy region, bands at 3540 and 3430 cm-1 can be ascribed to 

the NH2 asymmetric and symmetric stretching modes, respectively, and the 

computed spectra for the SAP structures reproduce these observed features. On the 

low energy side of these bands, there are also very weak absorptions or shoulders 

observed for the (1-mCyt)2Li+ and (1-mCyt)2Na+ that broaden and grow to 
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prominence for the (1-mCyt)2K
+, (1-mCyt)2Rb+, and (1-mCyt)2Cs+ complexes. It 

should be noted that a splitting of the asymmetric absorption was also observed for 

the (Cyt)2M
+ (M=Li, Na, K) complexes.45  

 

Figure 4.2 Experimental IRMPD spectra of (1-mCyt)2M
+ complexes, where M= Li+,  

Na+, K+, Rb+, Cs+ (grey traces) and computed IR spectra for the SAP complexes (black 

traces).   

 

 Since there are two NH2 groups, one for each 1-mCyt, there are in phase and 

out of phase modes for each of the symmetric and asymmetric stretches. These might 

be considered the carriers for the shoulders observed—at least the weak ones for (1-

mCyt)2Li+ and (1-mCyt)2Na+—since none of the complexes are completely 
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symmetric. However, these bands are computed to be nearly degenerate, ranging 

from as little as 0.2 cm-1 to as much as 1.2 cm-1 difference for the more asymmetric 

SAP complexes of (1-mCyt)2Cs+.  

 In Figure 4.3, the experimental spectra are compared to the computed IR 

spectra for the AAP structures of the (1-mCyt)2M
+complexes.  The predicted spectra 

for the fingerprint region are virtually identical for the SAP (Figure 4.2) and AAP 

(Figure 4.3) isomers which are both in very good agreement with the experimental 

spectra. The similarity in the position of the C=O stretching band for the SAP and 

AAP structures is surprising since there is a significant hydrogen bond in the AAP 

structures which would lead one to expect a red shift. However, concurrent with the 

addition of the hydrogen bonding interaction is a lengthening, and presumably 

weakening, of the C=O--M+ bond by approximately 0.1 angstrom.  This weakening 

of the C=O--M+ bond would counteract any expected redshift due to the additional 

hydrogen bond. 

In the higher energy region, due to the hydrogen bonding interactions, the 

computed in phase and out of phase NH2 stretching modes are no longer degenerate. 

The hydrogen bonded symmetric and asymmetric NH2 stretches are shifted 

significantly to the red. These hydrogen bonded NH2 stretching vibrations of the 

AAP complexes explain the observed low energy shoulders that broaden and redshift 

as the metal gets larger, and the hydrogen bonding interaction gets stronger. That the 

computed hydrogen bonded NH2 stretching vibrations do not accurately reproduce 

the experimental spectra is due to the anharmonicity of the hydrogen bonded N-H 
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stretching and the harmonic nature of the calculations; this has been well 

documented. 56–61  

 

 

 

Figure 4.3 Experimental IRMPD spectra of 1-mCyt)2M
+ complexes, where M= Li+, Na+, 

K+, Rb+, Cs+ (grey traces) and computed IR spectra for the AAP complexes (black traces).   

 

 The computed relative energetics provided in Figure 4.1 (computed 

dissociation energies are provided in Table 4.1)  are also in agreement with the 

experimentally observed spectra. Based on the computed energies, we would expect 

to predominantly observe the SAP complexes for (1-mCyt)2Li+ and (1-mCyt)2Na+, 

whereas we would expect to see both SAP and AAP structures for (1-mCyt)2K
+.   For 
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(1-mCyt)2Rb+ and (1-mCyt)2Cs+ we would expect to see predominantly the 

hydrogen bonded AAP structures, although we cannot rule out the existence of the 

SAP structures neither spectroscopically nor based on the computed energies.  

However, it is clear that the hydrogen bonded structures are a significant presence 

for M=K, Rb, and Cs, but not for M=Li and Na. 

 

Table.4.1 Computed 298 K energetics of dissociation (B3LYP/6-

311+G(3df,3pd)//B3LYP/6-31+G(d,p)) for the (1-mCyt)2M
+ complexes. Counterpoise 

corrections for BSSE are included. 

 

Complex ΔdissHo / kJ mol-1 ΔdissGo / kJ mol-1 

SAP_Li 184.2 144.0 

   

SAP_Na 159.3 122.2 

AAP_Na 158.5 117.6 

   

SAP_K 123.3 86.6 

AAP_K 130.7 86.2 

   

SAP_Rb 112.4 80.9 

AAP_Rb 123.4 81.1 

   

SAP_Cs 99.7 69.3 

AAP_Cs 114.6 73.7 
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4.3.3 Comparison of (1-mCyt)2M+ and (Cyt)2M+ 

In the study by Gao et al.45 on (Cyt)2M
+ where M=Li, Na and K, it was 

concluded that only the SAP structures exist as there was no evidence for hydrogen 

bonded structures. This contrasts the results here that show the (1-mCyt)2M
+ 

complexes where M=K, Rb, and Cs that clearly show hydrogen bonding AAP 

structures. Computations on the SAP and AAP structures of (Cyt)2M
+ (M= Na, K, 

Rb and Cs) were performed and the results are in Table 4.2. 

 Like for the (1-mCyt)2Li+ complex, only the SAP structure was optimized 

and attempts to find an AAP structure for (Cyt)2Li+ were unsuccessful. For the rest 

of the complexes, the B3LYP calculations predict that only for (Cyt)2Cs+ is the AAP 

structure slightly predominant in terms of Gibbs energy, while for (Cyt)2K
+ and 

(Cyt)2Rb+, the SAP structure is predicted to be lower in energy, but only slightly.  

For the M06-2X calculations, the AAP structures are lower in energy for both 

(Cyt)2Rb+ and (Cyt)2Cs+.  These calculations are consistent with the observations 

that no hydrogen bonded structures exist for (Cyt)2Li+, (Cyt)2Na+, and (Cyt)2K
+. It 

should be noted, however, that for the (Cyt)2K
+ IRMPD spectra,45 there are diffuse 

shoulders observed that extend to lower energy from both the symmetric and 

asymmetric stretching bands compared to the (Cyt)2Li+ and (Cyt)2Na+ IRMPD 

spectra.  
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Table 4.2. The 298 K relative enthalpies and Gibbs energies, in kJ mol-1, of the cytosine 

dimeric complexes by three different computational methods. 

 

 

 

 

4.4 Conclusions 

IRMPD spectroscopy in the fingerprint and the higher energy N-H stretching 

region was used to probe the structures of alkali metal cation bound 1-

methylcytosine (1-mCyt) dimers. A comparison of these spectra with computed IR 

spectra showed that for (1-mCyt)2K
+, (1-mCyt)2Rb+, and (1-mCyt)2Cs+, broad 

 B3LYPD3/ 
6-31+G(d,p) 

B3LYPD3/ 
6-311+G(3df,3pd) 

M06-2X/ 
6-31+g(d,p) 

 ΔrelHo ΔrelGo ΔrelHo ΔrelGo ΔrelHo ΔrelGo 

SAP_Na 0.0 0.0 0.0 0.0 0.0 0.0 

AAP_Na 0.1 5.6 0.8 6.4 -0.9 5.0 
       

SAP_K 0.0 0.0 0.0 0.0 0.0 0.0 

AAP_K -7.7 1.6 -7.4 2.2 -8.0 2.4 
       

SAP_Rb 0.0 0.0 0.0 0.0 0.0 0.0 

AAP_Rb -11.9 0.3 -11.0 1.2 -12.6 -7.3 
       

SAP_Cs 0.0 0.0 0.0 0.0 0.0 0.0 

AAP_Cs -14.9 -2.8 -14.0 -1.9 -15.9 -8.6 
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shoulders extend from the low energy side of the symmetric and asymmetric NH2 

stretching bands. This broadening is explained as being attributed to hydrogen 

bonding between the amine group of one cytosine and the carbonyl oxygen of the 

other cytosine. The IRMPD spectra compare very well with the computed IR spectra 

and the observed results are consistent with the computed energetics between the 

hydrogen bonded and non-hydrogen bonded complexes. The lowest energy 

structures for the 1-mCyt complexes were compared to previously studied cytosine 

complexes (Cyt)2M
+ where M = Li, Na, and K. The calculated energetics are in 

agreement that only the non-hydrogen bonded structures would be observed for these 

cytosine complexes. However, the IRMPD spectrum for (Cyt)2K
+, does display 

broadened N-H bands extending to lower energy from both the symmetric and 

asymmetric stretching bands compared to the (Cyt)2Li+ and (Cyt)2Na+ IRMPD 

spectra;45 this could indicate that the hydrogen bonding complexes (AAP structures) 

do exist for (Cyt)2K
+ as they do here for (1-mCyt)2K

+. 
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Abstract: 

The structures and properties of metal cationized complexes of 9-ethylguanine (9eG) and 

1-methylcytosine (1mC), (9eG:1mC)M+, where M+ = Li+, Na+, K+, Rb+, Cs+ as well as the 

protonated complex, (9eG:1mC)H+, have been studied using a combination of IRMPD 

spectroscopy and computational methods. For (9eG:1mC)H+, the dominant structure is a 

Hoogsteen type complex with the proton covalently bound to N3 of 1mC despite this being 

the third best protonation site of the two bases; based on proton affinities N7 of 9eG should 

be protonated.  However, this structural oddity can be explained considering both the 

number of hydrogen bonds that can be formed when N3 of 1mC is protonated as well as 
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the strong ion-induced dipole interaction that exists between an N3 protonated 1mC and 

9eG due to the higher polarizability of 9eG. The anomalous dissociation of (9eG:1mC)H+, 

forming much more (1mC)H+ than would be predicted based on the computed 

thermochemistry, can be explained as being due to the structural oddity of the protonation 

site and that the barrier to proton transfer from N3 of 1mC to N7 of 9eG grows dramatically 

as the base pair begins to dissociate. For the (9eG:1mC)M+; M= Li+, Na+, K+, Rb+, Cs+ 

complexes, single unique structures could not be assigned. However, the experimental 

spectra were consistent with the computed spectra. For (9eG:1mC)Li+, the lowest energy 

structure is one in which Li+ is bound to O6 of 9eG and both O2 and N3 of 1mC; there is 

also an interbase hydrogen bond from the amine of 1mC to N7 of 9eG.  For Na+, K+, and 

Rb+, similar binding of the metal cation to 1mC is calculated but, unlike Li+, the lowest 

energy structure is one in which the metal cation is bound to N7 of 9eG; there is also an 

interbase hydrogen bond between the amine of 1mC and the carbonyl of 9eG. The lowest 

energy structure for the Cs complex is the Watson-Crick type base pairing with Cs+ binding 

only to 9eG through O6 and N7 and with three hydrogen bonds between 9eG and 1mC. It 

is also interesting to note that the Watson-Crick base pairing structure gets lower in Gibbs 

energy relative to the lowest energy complexes as the metal gets larger. This indicates that 

the smaller, more densely charged cations have a greater propensity to interfere with 

Watson-Crick base pairing than do the larger, less densely charged metal cations. 
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5.1 Introduction.  

Thousands of research papers on the topic of non-covalent interactions between 

base pairs have been published following the discovery of Watson-Crick base pairing 

patterns,1 A:T, G:C in DNA and A:U, G:C in RNA. Arguably, this was one of the most 

influential biochemical discoveries of the twentieth century. The sequence of base pairs is 

nature’s method of storing genetic information2 and guiding protein synthesis.3 The 

stability of base pair interactions can be affected by the solvent as well as the presence of 

metal cations. When solvated, both the common conformations of DNA, B-DNA as well 

as zigzag or Z-DNA, show disordering at A:T base pairs, but not G:C pairs4 due to the extra 

stability of the latter which contains an extra hydrogen bond, three vs two for the A:T base 

pair as can be seen in Scheme 5.1.  

Interest in the study of metal ion/nucleobase interactions stems from the fact that 

metal cations strongly affect the structure of base-pairs and, therefore, the DNA duplex 

which can result in the mistranslation of genetic information.5,6 However, the effect of 

metal cations on these biological molecules is not completely understood. Metal ions in 

low concentration are thought to stabilize the DNA duplex by binding to the phosphate 

backbone which decreases the repulsive forces between the negative charges on the 

nucleotides.7 However, in higher concentrations, the metal cations can destroy the 

hydrogen bonds between Watson-Crick base pairs, and even cause the tautomerization of 

nucleobases.8 There is an ever-increasing amount of research attempting to uncover the 

intrinsic physical and chemical properties of metal-bonded nucleobase complexes by both 

experimental and/or computational methods in both the solution and gas phase.5–7,9–25 
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Scheme 5.1 Watson-Crick G:C and A:T base pairs 

 

The biological role of G:C base pairs with metal cations has captured the attention 

of scientists for numerous reasons. For example, there have been many studies concerning 

the G:C base pair coordinated with Pt-containing complexes following the 1969 discovery 

of cisplatin.26–29 Cisplatin is an anti-cancer chemotherapy drug; it kills cancer by damaging 

DNA molecules and inhibiting DNA synthesis. Interestingly, cisplatin shows a kinetic 

preference to interact with G:C rich regions in transfer RNA (tRNAAla), and one of its 

acceptors, MicrohelixAla (MhAla).30 It also potentially induces a permanent mutation by 

stabilizing rare tautomers of guanine and/or cytosine in DNA.31 Besides the studies of G:C 

base pairs in biological systems, the potential applications for DNA-based materials have 

also been investigated. A recent report was published on the study of crosslinked 

supramolecular hydrogels designed by utilizing the hydrogen bonds between the G:C base 
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pair as a junction in the polymer structures, and its ability to self-assemble to host a drug 

molecule.32 The G:C base pair was shown to have improved rheological activity in vitro, 

making it possible to establish faster drug release when it arrives at the cancerous tissue in 

organisms.  

Research on alkali metal cationized and proton bound nucleobase complexes is 

considerable, not only due to these cations’ abundances in nature, but also because they are 

essential elements for living organisms.13,22,25,33–37 Gas-phase studies of alkali metal cations 

with nucleobases proved that the self-aggregation of nucleobases were promoted by the 

existence of alkali metal cations and can form magic number clusters.11,22 For uracil and 

thymine, Li+ can stabilize trimers and Na+ can stabilize tetramers, whereas other larger 

alkali metal cations prefer to stabilize pentamers. Guanine quartets/quadruplexes bound to 

alkali metal cations have received much attention as alkali metal cations locate at the center 

of the quartets or hold the quadruplex, greatly stabilizing the structures,6,9,22,35,38–41 similar 

to quadruplexes formed in oligonucleotides.42–44 Similar to studies conducted in solution,45 

gas-phase studies showed that Na+-bound G-tetrads are more stable than Li+-bound tetrads 

because of weaker hydrogen bonds caused by an almost tetrahedral distortion of the tetrad, 

offsetting its ion-dipole interaction advantage.25 However, K+ is the alkali metal cation 

most often observed to stabilize the G-quadruplexes in telomeres or other guanine-rich 

regions of DNA. Recently, this was revealed to be due to the greater intrinsic 

thermochemical stability of K+-associated quadruplexes over any other alkali metal cation, 

including Na+, due to the K+-tetrad complex being non-planar and its ability to accept 

another G-tetrad to form the sandwiched structure of the G-quadruplex.9 
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Cytosine self-assemblies prefer to form tetra-dentate dimeric structures with the 

alkali metal cations bound to O2 and N3 of both cytosines. This is in contrast to the bi-

coordinated i-motif structure where the proton binds to N3 of both cytosines.13,17,46  

Gas-phase protonated G-C base pairs were studied previously by infrared 

multiphoton dissociation (IRMPD) spectroscopy in the fingerprint region and by 

computational methods.15,18,47,48 It was concluded that the protonated G:C base pair existed 

as one of two different isomers depending on the pH value of the solution from which it 

was electrosprayed. At pH 5.8, Watson-Crick base pairing dominated whereas at pH 3.2, 

the Hoogsteen base pair was observed as the major structure.15 The structures of protonated 

Watson-Crick and Hoogsteen G:C base pairs are depicted in Scheme 5.2. In an interesting 

set of studies using collision induced dissociation (CID) and computational methods, the 

dissociation of protonated Hoogsteen guanine:cytosine (G:C) base pairs was found to yield 

predominantly protonated cytosine and neutral guanine, despite guanine having a 

reportedly higher proton affinity.18,49 This anomalous dissociation pattern was initially 

explained to be due to two routes to protonated cytosine, one leading to N3-protonated 

cytosine, the other leading to O2-protonated cytosine effectively doubling the rate constant 

for protonated cytosine formation.49 The branching ratios for CID of protonated 1-

methylguanine:1-methylcytosine (1mG:1mC) and protonated 9-methylguanine:1-

methylcytosine (9mG:1mC) Hoogsteen base pairs were compared, and while they both 

show this anomalous behaviour, the latter shows significantly more protonated 9-

methylguanine product than 1-methylcytosine. High level calculations showed that O2 

protonated 1-methylcytosine actually has a slightly higher proton affinity than 1-

methylguanine, providing a more reasonable explanation for the anomalous CID behaviour; 
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O2 protonated 1-methylcytosine is the lowest energy product. 9-methylguanine, however, 

has a higher proton affinity and is the lowest energy product for dissociation of the 

protonated 1-methylcytosine:9-methylguanine base pair, yet not in a ratio that would be 

predicted based on the differences in proton affinities.18 

The goal of the present work is to discover the intrinsic structures and unimolecular 

dissociation properties of the protonated or alkali metal cationized 9-ethylguanine:1-

methylcytosine (9eG:1mC) base pairs by both experimental and computational methods. 

Here 9eG and 1mC were used to eliminate the possibility of metal cation interactions at, or 

binding between nucleobases at N1 of cytosine and N9 of guanine which is bound to ribose 

or deoxyribose in nucleic acids.  

 

 

 

 

 

 

 

 

 

Scheme 5.2 Watson-Crick and Hoogsteen structures for protonated G:C base pairs. 
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5.2 Methods 

5.2.1 Experimental Methods. To obtain IRMPD spectra in the CH/NH/OH stretching 

regions, ions were first trapped and isolated by standard isolation techniques in a Bruker 

Apex Qe7 Fourier transform ion cyclotron resonance (FT-ICR) mass spectrometer (MS). 

They were then exposed to the radiation from an optical parametric oscillator/amplifier 

(OPO/A) in the Laboratory for the Study of Energetics, Structures and Reactions of 

Gaseous Ions at Memorial University which has been described elsewhere.50 Ions were 

electrosprayed from an Apollo II source from 1 mL of 1 mmol L-1 solutions of 9eG in 50:50 

H2O: methanol to which 2-3 drops of 100 mmol L-1 1mC in 50:50 H2O: methanol and 2-3 

drops of aqueous 10 mmol L-1 alkali metal chloride or 1% formic acid were added. The pH 

of the solutions from which the protonated complexes were electrosprayed was about 3.3.  

The laser was scanned at 2 cm-1 steps and irradiation was for 1s at each wavelength. The 

laser power was between 600 and 800 mJ over the 2700 – 3800 cm-1 region.  

To obtain infrared spectra in the fingerprint region, the free electron laser (FEL) for 

infrared experiments (FELIX) was used in the Netherlands. IRMPD spectra were collected 

of ionic complexes trapped (stored waveform inverse Fourier transform, SWIFT) in a 

modified 3D quadrupole ion trap mass spectrometer (Bruker, AmaZon Speed ETD).51 Ions 

were electrosprayed from solutions described above, but which were diluted 100-fold with 

acetonitrile. The FEL was scanned at 3 cm-1 intervals with 2 pulses of tunable infrared 

radiation (between 45 and 120 mJ per pulse) from FELIX in the 650 – 1850 cm-1 region. 

The wavelength was calibrated using an online grating spectrometer. 
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The reported IRMPD efficiencies (intensities) are the negative of the natural 

logarithm of the product ion intensities divided by the sum of the total ion intensities. 

Spectra presented are raw in that no corrections for the laser power was done. 

All chemicals were purchased from Sigma-Aldrich and used without further purification.  

5.2.2 Computational Methods. Geometry optimizations, dipole moments, polarizabilities, 

and IR frequency calculations were performed using Gaussian 0952 suite of programs using 

B3LYP density functional theory which has been proved to be used successfully for 

nucleobase clusters.23,53,54 The 6-31+G(d,p) split-valance basis set55 was used for all atoms 

except Cs and Rb for which the Def2-SVP basis and effective core potential56,57 was used. 

The relative 298 K Gibbs energies and enthalpies of various isomers with respect to the 

lowest energy structure were reported. The computed IR spectra were scaled by 0.975 and 

0.945 in the lower (900-2000 cm-1) and higher (2800-3800 cm-1) energy regions, 

respectively, to compare with the experimental IRMPD spectra. The computed IR spectra 

we convoluted with a full width at the half max of 20 cm-1 using Gaussview, and the units 

of the convoluted computed IR spectra are L mol-1 cm-1 in all cases.  For all calculations, 

an empirical dispersion correction was done using Grimme’s D3 version with the original 

D3 damping function, B3LYPD3.58,59  

Proton affinities and gas basicities for 9-ethylguanine were computed at the CBS-

QB3 level of theory in order to compare these quantities with those computed for cytosine, 

guanine, and the other alkylated bases which were computed previously.25 
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 Calculations of proton-transfer transition states were using the QST3 keyword and 

verified by the animation of the imaginary frequency, which, in all cases, corresponding to 

the motion of the proton between the two bases. 

5.3 Results and Discussion 

5.3.1 (9eG:1mC)H+. 

5.3.1.1 Structure of (9eG:1mC)H+ by IRMPD Spectroscopy. Upon absorption of tunable 

infrared radiation, the (9eG:1mC)H+, dissociated into both protonated 9eG and 1mC. The 

ratio of these products will be discussed in more detail below. The IRMPD spectrum of 

(9eG:1mC)H+, in both the fingerprint and hydrogen stretching region, is compared to the 

computed IR spectra of the five lowest energy structures in Figure 5.1. Using the same 

nomenclature as previously used for the (G:C)H+ structures,15 the lowest energy structure 

(Hoo N3(1mC)H+) is the Hoogsteen (Hoo) structure where the proton is covalently bonded 

to N3 of 1mC and is hydrogen bonded to N7 of 9eG. A second hydrogen bond occurs 

between the amino group of 1mC and O6 of 9eG. The IRMPD spectrum for this structure 

is entirely consistent with the experimental IRMPD spectrum in both regions. In the higher 

energy region, the predicted band just below 3000 cm-1 is the N-H stretch of the amino 

group of 1mC that is hydrogen bonded to O6 of guanine. Experimentally, these strongly 

hydrogen-bonded and anharmonic absorptions typically show up as broad absorptions as 

they do in the present spectrum and are not well reproduced by harmonic calculations. The 

other hydrogen bonded N-H stretch in Hoo N3(1mC)H+ is even more strongly red-shifted 

to about 2460 cm-1, out of the observable window of both lasers used.  
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A second Hoo structure, Hoo N7(9eG)H+, differs from the first mainly in that the 

proton is covalently bound to N7 of 9eG and hydrogen bonded to N3 of 1mC. This structure 

is 7.0 kJ mol-1 higher in Gibbs energy than the lowest energy structure. The barrier to proton 

transfer between these complexes is computed to be low, 12.6 kJ mol-1 using B3LYP/6-

31+G(d,p). This proton transfer barrier is lower than the zero-point energy of the proton 

transfer mode which is about 15 kJ mol-1 based on the computed position of the band, 2460 

cm-1. However, B3LYP is known to substantially underestimate proton transfer barriers 

60,61 by as much as 10 kJ mol-1, meaning that the actual proton transfer barrier is probably 

still above the zero-point energy resulting in two wells. Spectroscopically, one of the main 

features discriminating against these two structures is the free C=O (O2 of 1mC) stretch 

which is predicted in the Hoo N3(1mC)H+ structure and observed at 1760 cm-1. However, 

the same C=O stretch of Hoo N7(9eG)H+ is predicted significantly to the red at 1685 cm-1. 

Based on the computed energetics and the comparison of computed and experimental 

vibrational spectra, Hoo N7(9eG)H+ is not likely a major contributor to the experimental 

spectrum.  

The next higher energy structure is a reverse Hoogsteen structure (R-Hoo 

N3(mC)H+) and also has a general agreement with the observed IRMPD spectrum but is 

almost 15 kJ mol-1 higher in Gibbs energy.  The next lowest energy structures are a Watson-

Crick (WC) base pair (WC N7(9eG)H+) and a similar WC base pairing structure but instead 

of being protonated at N7 of 9eG, it is protonated at O6 (WC O6(9eG)H+); there are only 

two hydrogen bonds in the latter structure, the bond donors being the O6 and N1 of guanine 

and acceptors are the N3 and O2 1mC positions, respectively. From the comparisons of the 

experimental and the computed spectra for WC N7(9eG)H+ and WC O6(9eG)H+ (Figure 
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5.1) and that they are almost 16 and 28 kJ mol-1 higher, respectively, in Gibbs energy than 

the lowest energy Hoo structure, it is clear that they are not major contributors to the 

(9eG:1mC)H+ complex. Structures and spectra for ten higher energy isomers presented in 

Figures S1-S2. 

 

Figure 5.1 Comparison of the experimental IRMPD spectra (grey traces) in the fingerprint 

and the CH/NH/OH stretching regions for (9eG:1mC)H+ with the B3LYP/6-31+G(d,p) 

computed IR spectra (black traces) for five isomers. The 298 K enthalpies and Gibbs 

energies relative to structure Hoo N7(9eG)H+ are also shown (also computed using 

B3LYP/6-31+G(d,p)). All energies are shown in kJ mol-1. 

 

At this point, it is interesting to further discuss the structure of the protonated dimers 

of cytosine and guanine and their alkylated analogues in more detail. The proton in the 

lowest energy (9eG:1mC)H+ structure, Hoo N3(1mC)H+, is covalently bound to N3 of 1mC 

with a bond distance of 1.074 Å and hydrogen bonded to N7 of 9eG 1.642 Å, despite the 

proton affinity of 9eG being computed to be 11.4 kJ mol-1 higher (CBS-QB3) than N3 in 
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1mC (Scheme 5.3).  The structures of mixed proton bound dimers containing one high 

dipole moment monomer have been studied previously and may shed light on the structures 

of the guanine/cytosine (and alkylated analogues) proton bound dimers.62,63 For example, 

the proton in the computed minimum energy structure for the protonated 

methanol/acetonitrile dimer was covalently bound to methanol and protonated methanol 

was hydrogen bonded to acetonitrile despite acetonitrile having a proton affinity that is 

almost 25 kJ mol-1 higher than methanol (see Scheme 5.3). Since acetonitrile has such a 

high dipole moment, 3.92 vs 1.70 D for methanol, the ion-dipole interaction between 

protonated methanol and acetonitrile more than makes up for the 25 kJ mol-1 energy deficit 

incurred by having the proton bound to methanol rather than acetonitrile. It was also shown 

that the structural anomaly, the degree of sharing of the proton or the difference in base-H+ 

distance, depends on both the difference in proton affinity and the difference in dipole 

moment.58 

The B3LYP/6-31+G(d,p) dipole moments of G and C are similar, 6.82 and 6.86 D, 

respectively (Table S1). These compare well with the previously computed 7.26 and 6.93 

D values64 for G and C, respectively, and the experimental value for C of 7.0 D.65 For 9eG 

and 1mC, the dipole moments are also predicted to be not too dissimilar, 7.36 vs 6.41 D. 

In both cases, (G:C)H+ and (9eG:1mC)H+, to observe this structural anomaly based on the 

difference in proton affinities between N7 of G or 9eG and N3 of C or 1mC, respectively, 

differences in dipole moments would have to be more than about 3 D.58 Instead, we offer 

an alternative, yet similar explanation for the position of proton in (9eG:1mC)H+. In both 

cases, (G:C)H+ and (9eG:1mC)H+, the guanine is computed to be significantly more 

polarizable (Table S1).65,66 Using B3LYP/6-31+G(d,p) 1mC has computed polarizability 
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() of 12.9 Å3 while that of 9eG is 18.4 Å3 (Table S1).  Ion-induced dipole interactions can 

be quite strong, for example, the Na+--CH4 complex has a binding energy67 of some 30 kJ 

mol-1 and the polarizability of CH4 is only 3.0 Å3, far less than the difference between the 

computed polarizabilities of 1mC and 9eG.  The position of the proton in (9eG:1mC)H+ 

(and (G:C)H+ etc.), significantly closer to the lower proton affinity N3 of 1mC than N7 of 

9eG is because the difference in proton affinity, 11.4 kJ mol-1 using CBS-QB3, is made up 

for by stronger ion-induced dipole interactions between 1mCH+ and neutral 9eG. That N3 

of 1mC is protonated rather than O2 is because protonating at N3 allows two hydrogen 

bonds to be formed in (9eG:1mC)H+. 

 

Scheme 5.3 The structures of protonated dimers of methanol and acetonitrile, and of 9-

ethylguanine and 1-methylcytosine. In both cases the lower proton affinity base is the site 

of protonation.  
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5.3.1.2. Dissociation of (9eG:1mC)H+. Interestingly, under IRMPD conditions 

(9eG:1mC)H+ undergoes two competing dissociations losing either 9eG or 1mC to leave 

(1mC)H+ and (9eG)H+ at m/z 126 and 180, respectively. The ratio of the dissociation 

products is about 30% (1mC)H+. This has been observed in the past for (G:C)H+ under both 

CID and IRMPD conditions where the ratio of products is close to 50:50.15,49,68 Based on 

the experimental gas basicities (927.6 and 918 kJ mol-1 for G and C, respectively)69 and 

assuming a negligible barrier for proton transfer between the two monomers, it is expected 

that the CH+ should not be present in a greater abundance than 2%. This is the reason that 

having 50% CH+ upon CID and IRMPD has been termed an anomaly. However, based on 

the CBS-QB3 computed gas basicities25 between most basic sites, O2 of C and N7 of G 

(921.2 and 921.1 kJ mol-1, respectively, Table S1), the expected ratio is, in fact, closer to 

50% CH+, but lower if the proton remains on N3 of cytosine. For (1mG:1mC)H+ about 80% 

of the product of CID is (1mC)H+, but for (9mG:1mC)H+ only 40% of the product is 

(1mC)H+.18 Based on the CBS-QB3 gas basicities (Table S1), the expected abundance of 

(1mC)H+ should only be about 55% and 10% for CID of (1mG:1mC)H+ and (9mG:1mC)H+, 

respectively; significantly lower than the observed abundances. Even more surprising is the 

observed 30% (1mC)H+ (Figure 5.2) in the present work for IRMPD of (9eG:1mC)H+ 

given that the amount expected based on the CBS-QB3 gas basicities (943.3 kJ mol-1 for 

9eG and 933.2 kJ mol-1 for 1mC, Table S1) is only 2% (or 0.6% based on the proton affinity 

at N3 of 1mC, 930.5 kJ mol-1). The difference in Gibbs energy between two Hoogsteen 

structures Hoo N3(1mC)H+ and Hoo N7(9eG)H+ is 7.0 kJ mol-1 meaning that the latter is 

expected to be present in a mixture at about 6%, which still does not account for the 30% 

(1mC)H+ that is observed. 



151 
 

In the lowest energy structure, Hoo N3(1mC)H+, the proton is covalently bound to 

N3 of 1mC and there are two hydrogen bonds between (1mC)H+ and neutral 9eG along 

with a degree of ion-induced dipole interaction. To affect IRMPD or CID, energy in the 

form of multiple infrared photons or multiple collisions, respectively, is deposited into 

(9mG:1mC)H+. The electronic energy barrier for the transfer of proton from 1mC to 9eG 

is computed to be 12.6 kJ mol-1; the N7(9eG) – N3(1mC), (abbreviated N--N) distance was 

2.569 Å in the transition state compared to 2.713 Å at the global minimum; in order to 

traverse the minimum proton-transfer energy barrier, the N--N distance must shrink from 

its optimal value.  

The energy barrier to proton transfer was computed at a few different N--N 

distances, where N--N was held fixed and all other internuclear degrees of freedom were 

optimized. At an N--N distance of 2.713 Å, the global minimum, the electronic energy 

barrier has already increased to 23 kJ mol-1. Above the dissociation thresholds, computed 

to be 195 kJ mol-1 to produce (1mC)H+ and 185 kJ mol-1 to produce (9eG)H+, there is more 

than enough energy to traverse these proton transfer barriers, so if thermodynamics was 

guiding this reaction, there should be virtually no (1mC)H+. At N--N distances of 2.863, 

3.163, 3.263, and 3.463 Å, however, the barrier rises to 48, 122, 150, and 208 kJ mol-1, 

respectively; this latter point already in excess of the dissociation threshold. 

A potential energy surface was scanned along the N--N distance, representing the 

dissociation of the complex, and the N-H+ distance (N3-H+ of 1mC) and is presented as a 

contour plot in Figure 5.3.  It can be seen that there is a relatively narrow channel from the 

global minimum at N--N and N-H+ of 2.713 and 1.074 Å, respectively, to the proton 

transfer product where the Hoo N7(9eG)H+ has an N--N and N-H+ of 2.651 and 1.551 Å, 
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respectively. It is quite a shallow well near the global minimum energy complex. Proton 

transfer to form Hoo N7(9eG)H+ requires very little energy and stretching the N-N bond 

by almost an angstrom (i.e. along the N3-N7) axis is merely 30 kJ mol-1 higher in energy.  

If by increasing the internal energy, the complex begins to increase the N--N distance (i.e. 

dissociate) the barrier to proton transfer rises quite dramatically.  This can be seen if one 

moves from the global minimum on the surface up to an N--N distance of, say 3.4 Å which 

is only about 27 kJ mol-1 above the minimum, then move out along the N-H+ axis; the 

energy of transferring a proton when the N--N distance has increased to 3.4 is close to 190 

kJ mol-1. The explanation for such a large amount of (1mC)H+ being observed, far beyond 

what is expected based on thermodynamics, is due to a large kinetic barrier to proton 

transfer once the dynamics of dissociation has already begun. In light of this argument, and 

that in the lowest energy structure of (9eG:1mC)H+ where the proton is covalently bound 

to 1mC, it might be more astonishing that any (9eG)H+ be formed.  However, that (9eG)H+ 

observed means that the lifetime of the excited complex, above the dissociation threshold, 

is long enough that multiple instances of inter-base bond lengthening and contracting as 

well as proton transfer back and forth between the bases, is possible. Molecular dynamics 

simulations should be able to shed more light on the dynamics of (9eG:1mC)H+ 

dissociation. 
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Figure 5.2 Infrared multiple photon dissociation mass spectra of all six complexes at the 

specified wavenumber. The m/z and name of the precursor ions and fragments are also 

shown. The vertical axis is the % relative abundance of the largest feature. 

 
 

5.3.2 (9eG:1mC)M+ (M=Li+, Na+, K+, Rb+, Cs+)  

Different isomers for each (9eG:1mC)M+ complex are named according to the 

position that the metal cation is bound to on 9eG and 1mC, separated by a hyphen. Multiple 

structures with the same binding positions are distinguished with numbers; 1, 2, 3…etc; at 

the end which follows the sequence of increasing 298 K Gibbs energy. 

 Upon absorption of infrared radiation from the OPO or FEL, all of the alkali metal 

cationized dimers dissociate to lose 1mC, except (9eG:1mC)Li+ where about 1-2% of the 

fragmentation products were (1mC)Li+ (Figure 5.2). A small amount of Cs+ was also 
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observed during IRMPD of (9eG:1mC)Cs+ which is presumably secondary dissociation of 

(9eG)Cs+. 

 

Figure 5.3 A contour potential energy surface for (9eG:1mC)H+. The vertical axis is the 

N3—N7 distance and the horizontal is N-H+ distance (N3 of 1mC). The contours are the 

electronic energies relative to the lowest energy structure in kJ mol-1. 

 
5.3.2.1 (9eG:1mC)Li+. The IRMPD spectra for (9eG:1mC)Li+ in the fingerprint region is 

presented in Figure 5.4 along with the computed IR spectra and thermochemistry for the 
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six lowest energy structures in Figure 5.5, all of which are within 4 kJ mol-1 in Gibbs 

energy. The lowest energy structure, Li_O6-O2N3, is a reverse Hoogsteen type structure 

containing a 1mC amine group to N7 (9eG) hydrogen bond. An isoenergetic isomer, N7-

O2N3, is similar to a Hoogsteen structure where the hydrogen bond is now between the 

amine group of 1mC and O6 of 9eG. In both structures, the metal is bound to both N3 and 

O2 of 1mC. There is a general agreement between the features of both predicted IR spectra 

and the experimental IRMPD spectrum. In Li_O6-O2N3, the 9eG C=O stretch is red shifted 

to 1701 cm-1 due to binding to Li+ and is in better agreement than the hydrogen bonded 

9eG C=O stretch predicted at 1720 cm-1 for Li_N7-O2N3. The N-H stretching region is 

presented in Figure S28 – S32 for all the metal coordinated complexes. In the N-H 

stretching region for (9eG:1mC)Li+ (Figure S28), the free N-H stretching is observed at 

3400 cm-1, but the hydrogen bonded N-H stretching absorptions predicted below 3400 cm-

1 are not observed.  The absence of these absorptions or the presence of very broad 

absorptions is sometimes the case for these very anharmonic hydrogen bonded modes when 

they are present in strongly bound complexes.70–73   

 Li_O6N7-O2_1 and Li_O6N7-O2_2 are like one another with Li bound to O6 and 

N7 of 9eG as well as O2 of 1mC, and the two bases are almost perpendicular to one another. 

They only differ by a flip of the bases with respect to one another.  Another set, Li_O6N7-

O2N3_1 and Li_O6N7-O2N3_2 are also similar to one another and the previously 

mentioned two, except that the Li+ is also bound to N3 of cytosine.  Like Li_O6-O2N3, the 

carbonyl groups are all bound to Li+ and their predicted spectra are all in general agreement 

with IRMPD spectra. It is not possible based on the spectroscopy to rule out any of these 

lowest energy structures.   
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Based on the computed 298 K Gibbs energies, these six (9eG:1mC)Li+ structures in 

Figure 5.5 would be present in a ratio of 1 : 1 : 0.40 : 0.23 : 0.22 : 0.22 assuming an 

equilibrium distribution at 298 K. A weighted average of the six spectra using these ratios 

as weighting factors is provided at the bottom of Figure 5.4 and is consistent with the 

experimental IRMPD spectrum.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.4 Comparison of the experimental IRMPD spectra (grey traces) in the fingerprint 

region for (9eG:1mC)Li+ with the B3LYP/6-31+G(d,p) computed IR spectra (black traces) 

for six isomers. The weighted average spectra of all six structures are shown in both regions. 
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Figure 5.5 Structures of (9eG:1mC)Li+ and (9eG:1mC)Na+ isomers whose IR spectra are 

compared to the experimental spectra in Figures 5.4 and 5.6.  The structures and relative 

298 K enthalpies and Gibbs energies were computed using B3LYPD3/6-31+G(d,p) and are 

in kJ mol-1.  For the Li+ structures, some side views are shown for non-planar structures. 

 
5.3.2.2 (9eG:1mC)Na+. The IRMPD spectrum in the fingerprint region for (9eG:1mC)Na+ 

is shown in Figure 5.6 along with the computed IR spectra for the four lowest energy 

structures. All four structures are displayed in Figure 5.5. The lowest energy structure is 

the Hoogsteen type structure, Na_N7-O2N3, similar to Li_N7-O2N3 structure for 

(9eG:1mC)Li+ except in the Na+ structure, the metal is shared more between both N7 and 

O6 of 9eG.  For example in Li_N7-O2N3, O6 of 9eG is hydrogen bonded to the amine 

group of 1mC with an O6-Li+ distance of 3.227 Å whereas in Na_N7-O2N3 the O6_Na+ 

distance is 2.845 Å.  The reverse Hoogsteen type structure, Na_O6-O2N3, is 9.0 kJ mol-1 

higher in Gibbs energy and would only be expected to be present in an abundance of 2.6 % 

of that of the lowest energy structure based on an equilibrium distribution at 298 K. No 
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non-planar structures could be found as in (9eG:1mC)Li+, instead, they optimized to the 

structures where the bases were co-planar. Due to the greater interaction between the metal 

cation and O6 of 9eG in Na_N7-O2N3 the red shift of the 9eG C=O stretch in Na_N7-

O2N3 is greater than that in Li_N7-O2N3 and is predicted to occur at 1706 cm-1, in good 

agreement with the experimental spectrum. In fact, the combined hydrogen bond and 

binding of Na+ to the carbonyl of 9eG, the red shift is similar to that in Na_O6-O2N3 which 

is predicted to occur at 1704 cm-1 and renders the two C=O stretches indistinguishable.  

The next two lowest energy structures found have Gibbs energy differences of 26.1 

and 41.6 kJ mol-1 relative to Na_N7-O2N3. Na_O6N7_1 is a Watson-Crick base pair with 

Na+ bonded to O6 and N7 of 9eG.  Na_O6N7_2 is a reverse Watson-Crick base pair with 

the same metal binding.  Neither of these two structures, both very high in energy, are as 

consistent with the IRMPD spectrum as the Hoogsteen structure. 

Spectroscopically, we cannot distinguish between the two lowest energy structures 

for (9eG:1mC)Na+ as both their predicted spectra are consistent with the experimental 

vibrational spectrum, but we can rule out the higher energy structures.  
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Figure 5.6 Comparison of the experimental IRMPD spectra (grey traces) in the fingerprint 

region for (9eG:1mC)Na+ with the B3LYP/6-31+G(d,p) computed IR spectra (black traces) 

for five isomers. 

 

5.3.2.3 (9eG:1mC)K+ and (9eG:1mC)Rb+. All the computed lowest energy structures for 

K+, Rb+ and Cs+ are shown in Figure 5.7. The experimental IRMPD spectra and the 

computed IR spectra of the five lowest energy structures for (9eG:1mC)K+ and 

(9eG:1mC)Rb+ are presented in Figures 5.8 and 5.9, respectively. Both complexes share 

the same three lowest energy structures. The lowest in energy are the Hoogsteen-type 

structures, M_N7-O2N3, with the metal cation bound to N7 and O6 of 9eG as well as N3 

and O2 of 1mC. The next lowest energy structure, M_O6N7, has Watson-Crick base 

pairing with the metal bound to N7 and O6 of 9eG and not interacting with a cytosine at 
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all. The computed IR spectra of both of these structures are consistent with the experimental 

spectrum in the fingerprint region, however, in the higher-energy region (Figures S30 and 

S31), the weakly red-shifted hydrogen bonded N-H stretching region is in better agreement 

with the rather broad band observed in experimental vibrational spectra.  It is not possible 

to rule these two lowest energy structures out conclusively.  

The third lowest-energy structure for both metals are non-planar complexes with 

the metal bound to O6 of 9eG and O2 and N3 of 1mC and contains a hydrogen bond 

between the amine group of 1mC and N7 of 9eG; for both metals this structure about 8 kJ 

mol-1 higher in Gibbs energy than the lowest energy structure. Spectroscopically, the 

M_N7-O2N3 and M_O6-O2N3 cannot be ruled out. The next two highest energy structures 

for both metals are significantly higher in relative Gibbs energy, and their computed IR 

spectra are not particularly consistent with the experimental spectrum.  

Figure 5.7 Structures of (9eG:1mC)K+, (9eG:1mC)Rb+, and (9eG:1mC)Cs+ isomers whose 

IR spectra are compared to the experimental spectra in Figures 5.8, 5.9 and 5.10.  The 

structures and relative 298 K enthalpies and Gibbs energies were computed using 

B3LYPD3/6-31+G(d,p) and are in kJ mol-1.  For the Cs+ structures, some side views are 

shown for non-planar structures. 
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Figure 5.8 Comparison of the experimental IRMPD spectra (grey traces) in the fingerprint 

region for (9eG:1mC)K+ with the B3LYP/6-31+G(d,p) computed IR spectra (black traces) 

for five isomers. 
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Figure 5.9 Comparison of the experimental IRMPD spectra (grey traces) in the fingerprint 

region for (9eG:1mC)Rb+ with the B3LYP/6-31+G(d,p) computed IR spectra (black traces) 

for five isomers. 
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Figure 5.10 Comparison of the experimental IRMPD spectra (grey traces) in the fingerprint 

region for (9eG:1mC)Cs+ with the B3LYP/6-31+G(d,p) computed IR spectra (black traces) 

for five isomers. 

 

5.3.2.4 (9eG:1mC)Cs+. All five lowest energy structures for (9eG:1mC)Cs+ are presented 

in Figure 5.7, while their computed IR spectra are compared to the experimental IRMPD 

spectrum in Figure 5.10. The lowest energy structure, Cs_O6N7, is computed to be the 

Watson-Crick structure with the metal cation bound solely to 9eG, and cytosine bound to 

9eG by three hydrogen bonds. There are also four N7-O2N3 isomers higher in Gibbs 

energies by 5.4 kJ mol-1, 6.0kJ mol-1, 7.5kJ mol-1 and 9.3kJ mol-1 relative to O6N7. In 

Figure 5.7, the difference between the isomers is visualized by their side view, where the 

four structures are different due to the orientations of 1mC relative to 9eG. The weighted-

average computed IR spectrum is not inconsistent with the experimental spectrum in the 
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fingerprint region. In CH/OH/NH region (Figure S32), Cs_O6N7 is probably responsible 

for the shoulders on the low energy side of the free N-H stretching bands whose positions 

are well represented by the N7-O2N3 structures. Spectroscopically, none of the structures 

shown in Figure 5.7 can be ruled out.  

5.3.3 The effects of the alkali metal cation on the computed structure of the G:C base 

pair. In Figure S27, we compare some computed results on the structures of the alkali metal 

cations 9eG:1mC base pairs. It is interesting to note that the lighter metal cations have an 

affinity for binding the two bases together in Hoogsteen type structures. Cs+ does not exist 

at the B3LYP/6‐31+G(d,p) level of theory in the M_06‐O2N3 which is the lowest energy 

structure for Li+. In fact, the lowest energy structure for the cesiated complex is the WC 

structure. Of the three structures shown in Figure S27, the WC structure decreases in 

relative energy as the metal cation increases in size.  

5.4. Conclusion  

A study of the protonated and metal cationized complexes between 9eG and 1mC, 

(9eG:1mC)H+ and (9eG:1mC)M+, M= Li+, Na+, K+, Rb+, Cs+ was undertaken using IRMPD 

spectroscopy and computational methods.  

For (9eG:1mC)H+, both experiment and theory show that the predominant structure 

was a Hoogsteen type complex with the proton covalently bound to N3 of 1mC despite this 

being the third best protonation site of the two bases.  This structural oddity is explained as 

being due to a combination of being able to form more hydrogen bonds when the proton is 

bound to N3 rather than O2 of 1mC and being able to form a strong ion-induced dipole 



165 
 

interaction between N3 protonated 1mC and 9eG, the latter of which is expected to have a 

much higher polarizability than 1mC. Furthermore, the anomalous dissociation of 

(9eG:1mC)H+, forming much more (1mC)H+ than would be predicted based on computed 

thermochemistry, was explained as being due to a larger barrier to proton transfer from N3 

of 1mC to N7 of 9eG as the base pair begins to dissociate.  

The (9eG:1mC)H+ Hoogsteen structure determined in this study, is identical to a 

(G:C)H+ motif found to exist in RNA by comparing base pair structures from X-ray 

crystallography measurements in the protein database (PDB) with computed structures 

from electronic structure calculations.74  The present work provides infrared spectroscopic 

evidence for and characterization of a gas phase self-assembled protonated base pair which 

is also observed in real cellular nucleic acids. 

While single unique structures for the (9eG:1mC)M+; M= Li+, Na+, K+, Rb+, Cs+ 

complexes could not be assigned, the experimental spectra were consistent with the 

computed spectra. In all cases the experimental spectra are consistent with the metal cation 

being bound to canonical 1mC through both O2 and N3 which is consistent with the 

conclusions of previous IRMPD spectroscopic10 and bond dissociation75 measurements by 

Rodger’s group concluding that the alkali metal cation is bound to O2 and N3 of cytosine. 

For (9eG:1mC)Li+, the lowest energy structure is one in which the O2 and N3 bound 

1mC/Li+ is bound to O6 of 9eG.  For Na+, K+, and Rb+, similar binding of the metal cation 

to 1mC is calculated but they are also bound to N7 of 9eG.  For Cs, the lowest energy 

structure is the Watson-Crick type structure with Cs+ only binding to 9eG through O6 and 

N7 but the structure similar to those observed for the lighter alkali metals cannot be ruled 

out.  It is also interesting to note that the Watson-Crick base pairing structure gets lower in 
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Gibbs energy relative to the lowest energy complexes as the metal gets larger. This 

indicates that the smaller, more densely charged cations have a greater propensity to 

interfere with Watson-Crick base pairing than do the larger, less densely charged metal 

cations. 
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Abstract: 

Infrared multiple photon dissociation (IRMPD) spectroscopy has been used to probe the 

structures of the three protonated base-pair mismatches containing 9-ethylguanine (9eG) in 

the gas phase. Computational chemistry has been used to determine the relative energies 

and compute the infrared spectra of these complexes. By comparing the IRMPD spectra 

with the computed spectra, in all cases, it was possible to deduce that what was observed 

experimentally was the lowest energy computed structures. The protonated complex 

between 9eG and 1-methylthymine (1mT) is protonated at N7 of 9eG—the most basic site 

of all three bases in this study—and bound in a Hoogsteen type structure with two hydrogen 

bonds. The experimental IRMPD spectrum for the protonated complex between 9eG and 
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9-methyladenine (9mA) is described as arising from a combination of the two lowest 

energy structures, both of which are protonated at N1 of adenine and each containing two 

hydrogen bonds with 9eG being the acceptor of both. The protonated dimer of 9eG is 

protonated at N7 with an N7-H+--N7 ionic hydrogen bond. It also contains interaction 

between a C-H of protonated guanine and the O6 carbonyl of neutral guanine which is 

manifested in a slight red shift of that carbonyl stretch.  The protonated 9eG/9mA structures 

have been previously identified by X-Ray crystallography in RNA and are contained within 

the protein database. 
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6.1 Introduction.  

There are approximately 6 billion nucleobases composing the human genome, 

existing as base pairs and constituting the genes that replicate during the process of cell 

division. The nucleobases in DNA double-stranded helices and the folded single-stranded 

RNA typically form canonical base pairs by non-covalent interactions; guanine(G) matches 

with cytosine(C) and adenine(A) matches with thymine (T) in DNA and with uracil (U) in 

RNA (Scheme 6.1). Nearly 1 out of 107 nucleobases is estimated to occur as natural 

mismatches1,2 which can cause mutagenesis, carcinogenesis or cell death.2–4 While 

checking mechanisms exists for incorrect base insertion, spontaneous mutagenesis has been 

shown to be influenced by the mismatched base pairs (ie. GT or CA) adopting geometries 

other than Watson-Crick (WC) geometries,5 but which mimic the shape of the WC base-

pair, and go unnoticed.6 Sometimes tautomerization of nucleobases can be the cause for 

these mismatches.6 Because the frequency of mutations in DNA and RNA molecules is 

susceptible to the stabilities and shapes of these nucleobases’ mismatches,2,7–9 there is 

extensive scientific literature on mismatched base pairs which show that they don’t follow 

the complementary principles discovered by Watson and Crick.10  

Among all five nucleobases, guanine has been shown to have a tendency to self-

assemble and form G-quartets,11–13 G-quadruplexes,14–19 guanine-guanine(GG) 

mismatches,20–22 and some other guanine-containing adducts.23,24 This is possibly due to 

guanine involved base pair mismatches and self-assemblies being more thermodynamically 

stable than others which are supported by the higher melting temperature of high guanine 

containing double-stranded helices.8 Also, DNA duplexes are reported to be efficient 
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charge carriers due to π−π interactions in their close stacked base pairs.25 The efficiency of 

long-distance electron transfer in DNA was considered to be sensitive to guanine and G-

containing mismatches because the electrons were found to be generated along with the 

guanine radical cation,26–28 and mismatches might disrupt the integrity of π−π stacking of 

regular base pairs leading to lower electron transfer rates.29–31 However, recently there have 

been claims that neither guanine nor G-containing mismatches affect the rate of electron 

migration over long distances in DNA.31 

 

 

 

 

 

 

 

 

 

 

 

 

Scheme 6.1 Watson-Crick G:C and A:U(T) base pairs 

 

The importance of complexes containing guanine has raised our interests in 
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revealing their intrinsic molecular structures and has also attracted a plethora of 

theoreticians to study the structures of metal cation-mediated complexes and the 

electrostatic interactions governing their structures. Research on Ruthenium(III) (Ru3+) 

containing complexes with regular base pairs and transversion mismatches, GG, AA, CC, 

and TT, was explored using density functional theory (DFT).22 It was illustrated that the 

GG mismatches with two different types of Ru3+ complexes has the highest interaction 

energies compared to any other base pairs. It was also revealed that G-containing 

mismatches and the regular GC pair are relatively more stable than all the other base pairs 

both in the absence of and when complexed with Ru3+. G-quartets and mixed AGAG-

quartets have also been studied in the presence of proton and metal cations.13,32–35 The 

interbase hydrogen bonds were found to be stabilized by two protons, and the 

[AGAG+2H]2+ dication is considered as two protonated GA mismatches. The two protons 

in [AGAG+2H]2+ are bound to N1 or N7 of adenine and overcome the repulsive interactions 

between the lone pairs on N7 of guanine and N1 or N7 of adenine.36 In addition, mismatches 

were found to be stabilized in acidic environment.37 It is crucial, therefore, to understand 

the influence of protonation on the structure of G-containing mismatches based on 

experimental evidence.  

Vibrational spectroscopy, specifically infrared multiple photon dissociation 

(IRMPD),38–41 has been used to measure the vibrational spectra of various nucleobase 

adducts with cations,42–46 including the G-tetrads,13,47 uracil complexes and self-

assemblies,46,48–50 i-motif structures,51–53 GC base pairs54,55 and many other biomolecules 

in the gas-phase. A recent study on alkali metal cationized 1-methylcytosine (1-mCyt) 

dimers revealed an asymmetric structure due to an interbase hydrogen bonding interaction 
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to be a major contributor to the gas phase vibrational spectra of K+, Rb+ and Cs+ complexes 

and likely even contributing to the Li+ and Na+ complexes.52 Also, the gas phase IRMPD 

spectra of the protonated GC base pairs were found to have either the Hoogsteen structures 

or the less thermodynamically stable Watson-Crick structure when electrosprayed from 

solutions of pH 3.2 or 5.8, respectively.54 

In this paper, vibrational spectroscopy was employed to uncover the structures of 

protonated G-containing mismatches in gas-phase. Specifically, (9eG:9mA)H+, 

(9eG:1mT)H+, and (9eG:9eG)H+ (where 9eG = 9-ethylguanine, 9mA = 9-methyladenine, 

1mT = 1-methylthymine) were studied by IRMPD spectroscopy in the fingerprint region 

and computational methods. Methyl- and ethyl- groups on the nucleobases block the site 

that would be attached to the ribose/deoxyribose in nucleic acids.  

 

6.2 Methods.     

6.2.1 Experimental Methods. The IRMPD spectroscopy experiments in the fingerprint 

region were performed at two different free electron laser (FEL) facilities coupled to ion 

trapping mass spectrometers.  The (9eG:9mA)H+ and (9eG:9eG)H+ spectra were collected 

at the free electron laser for infrared experiments (FELIX) in the Netherlands which is 

coupled to a modified 3D quadrupole ion trap mass spectrometer (Bruker AmaZon Speed 

ETD).56 These ions were electrosprayed from the solutions described below, which were 

first diluted 100-fold with acetonitrile. The trapped and isolated ions were irradiated with 

FEL radiation scanned at 3 cm-1 intervals with 2 pulses of tunable infrared radiation at 

FELIX in the 900 – 1900 cm-1 region. At the centre laser infrarouge d’Orsay (CLIO) a 
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Fourier transform ion cyclotron resonance (FTICR) mass spectrometer (Bruker Apex-Qe 

7T) coupled to the FEL was used to collect the spectrum for (9eG:1mT)H+. These ions were 

isolated in the FTICR and irradiated with FEL radiation by for 250 ms at 5 cm-1 intervals 

in the 900 – 1900 cm-1 region. 

All chemicals were purchased from Sigma-Aldrich and used without further 

purification. All solvents described below were a 50/50 mix of 18 MΩ•cm (Millipore) water 

and methanol.  Solutions for the (9eG)2H
+ were prepared by adding two drops of 1% formic 

acid into 0.75 mmol L-1 9-ethylguanine solution.  The (9eG:1mT)H+ complex was prepared 

by adding 3-4 drops 1% fresh formic acid to a solution containing 0.25 mmol L-1 9eG and 

1 mmol L-1 1mT.  The (9eG:1mA)H+ complex was prepared by adding 3-4 drops of 1% 

fresh formic acid into a solution containing 0.25 mmol L-1 9eG and 1 mmol L-1 1mA. 

Several attempts to prepare (9eG:1mU)H+ with different concentrations of 9eG, 1mU, and 

1% formic but were unsuccessful.  

The IRMPD efficiencies (intensities) are calculated as the negative of the logarithm 

of the product ion intensities divided by the sum of the total ion intensities. 

 

6.2.2 Computational Methods. B3LYP density functional theory and 6-31+G(d,p) split-

valence basis set has been used to reliably model and compare the thermochemistries of 

isomeric bioorganic and bioinorganic systems with hydrogen bonds successfully.42,46,57–60 

Geometry optimizations and frequency calculations were performed using the Gaussian 

09/16 suite of programs.61,62 All B3LYP calculations an empirical dispersion correction 

was included using Grimme’s D3 version with the original D3 damping function, 

B3LYPD3.63 The computed vibrational frequencies were corrected by a factor of 0.975 in 
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the fingerprint region (900-1900 cm-1),46,48,64 and convoluted with a Lorentzian profile with 

a full width at half max of 15 cm−1 to compare with the experimental IRMPD spectra. For 

comparison, single point energy calculations were performed using 6-311+G(3df, 3pd) on 

all the optimized structures of B3LYP/6-31+G(d,p) and are reported as B3LYPD3/6-

311+G(3df,3pd)//6-31+G(d,p). M06-2X65,66 is also considered to perform well for the 

thermodynamic calculations of complexes containing non-covalent interactions. For 

comparison, M06-2X/6-31+G(d,p) was used to optimize the lowest energy structures and 

calculate the thermochemical parameters. The thermochemistries reported are all 298 K 

values and in kJ mol-1.  Finally, CBS-QB3 was used to compute proton affinities. No 

attempt was made to correct for basis set superposition error in these calculations. 

6.3 Results and Discussion 

All the complexes are named by giving the site of protonation first then the 

hydrogen bond interactions with the donor first and the acceptor second. For example, 

GN7_GN7-TO4_TN3-GO6 shows that the 9eG is protonated at N7 and there is the 

hydrogen bond from N7 of 9eG to O4 of 1mT and from N3 of 1mT to O6 of 9eG.   

In all figures showing computed and experimental vibrational spectra, the bolded 

grey traces are experimental IRMPD spectra while the black traces are computed IR spectra 

for the indicated structure.  

 

6.3.1 (9eG:1mT)H+.The experimental IRMPD spectrum of (9eG:1mT)H+ in the 

fingerprint region collected at CLIO is illustrated in Figure 6.1 and is compared with 

computed IR spectra of the five lowest energy isomers. The computed IR spectrum of the 
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lowest energy structure, GN7_GN7-TO4_TN3-GO6, a Hoogsteen type structure, is clearly 

consistent with the experimental spectrum. The observed absorption band at 1772 cm-1 is 

reproduced by the predicted free C=O2 stretch of 1mT at 1757 cm-1 and the weakly 

hydrogen bonded C=O6 stretch of 9eG at 1740 cm-1. The experimental absorption centred 

at 1641 cm-1 can be attributed to three predicted vibrations at 1644, 1639, and 1666 cm-1 

which are dominated by NH2 bending of 9eG, C5=C6 stretching of 1mT, as well as 

hydrogen bonded C=O4 stretching, and HNC bending of 1mT. The computed TN3-GO6 

and GN7-TO4 hydrogen bonds are predicted to be 1.90 and 1.48 Å, respectively. The 1593 

cm-1 shoulder is well reproduced by the computed 1586 cm-1 band which is composed of 

predominantly NH2, HN1C2, and HN7C8 bending in 9eG. The weaker absorption at 1328 

cm-1 is also very nicely reproduced by the calculations and consists of numerous 

complicated stretching and bending motions involving ring atoms of both bases. 

The second-lowest energy isomer, TO4_TO4-GO6_TN3-GN7, is protonated at O4 

of 1mT despite the significantly higher proton affinity of 9eG than that of O4 of 1mT, by 

some 103.9 kJ mol-1.  This isomer is only 6.8 kJ mol-1 higher in Gibbs energy than the 

lowest energy isomer. The lower than expected relative energy of this complex, due to 

being 1mT protonated, is most likely due to the strong ion-dipole and ion-induced dipole 

interactions formed between 1mTH+ and 9eG.55,67,68 The main disagreement between the 

experimental IRMPD spectrum and the computed spectrum for this isomer is the hydrogen 

bonded C=O6 stretch of 9eG predicted at 1687 cm-1, but which is not observed 

experimentally.  The hydrogen bond to this carbonyl oxygen is computed to be 1.49 Å. 

The GN7_GN7-TO2_TN3-GO6 isomer differs from the lowest energy isomer by a 

flip of 1mT and is computed to be 9.8 kJ mol-1 higher in Gibbs energy. Spectroscopically, 
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it cannot be ruled out due to a very similar predicted IRMPD spectrum to the lowest energy 

isomer. However, that it is higher in energy than the second lowest energy isomer which is 

not contributing to the experimental spectrum, it is unlikely that this one is contributing 

either.  Two other higher energy structures are also shown in Figure 6.1 are Watson-Crick 

type structures and are not consistent with the experimental spectrum. Other higher energy 

structures with their computed spectra are presented in Figure S1 and compared with the 

(9eG:1mT)H+ experimental IRMPD spectrum. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1 Comparison of the experimental IRMPD spectrum (grey trace) for (G:T)H+ and 

the B3LYP/6-31+G(d,p) computed IR spectra (black traces) for five different isomers. The 

298 K enthalpies and Gibbs energies relative to structure GN7_GN7-TO4_TN3-GO6 are 

also shown (also computed using B3LYP/6-31+G(d,p)), kJ mol-1. 
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6.3.2 (9eG:9mA)H+. In Figure 6.2, the IRMPD spectrum of (9eG:9mA) is compared to 

the four lowest energy structures. Interestingly, the four lowest energy structures are all 

9mA protonated, despite the significantly larger proton affinity of 9eG (Table 1). The two 

lowest energy structures, AN1_AN1-GO6_AN6-GN7 and AN1_AN1-GN7_AN6-GO6 are 

complexes where the Hoogsteen face of 9eG is interacting with the WC face of 9mA; both 

are protonated at N1 of 9mA which is predicted to have a proton affinity almost 25 kJ mol-

1 lower than N7 of guanine. This type of structural oddity has been discussed before with 

respect to protonated complexes containing one high dipole moment monomer67,68 and the 

protonated 1-methylcytosine/9-ethylguanine complex, (9eG:1mC)H+.55 In these species the 

proton is covalently bound to the lower proton affinity monomer and then energy deficit is 

made up by forming a strong ion-dipole and/or ion-induced dipole interaction.  In the 

present case, 9eG has a dipole moment of 7.36 D, almost three times that of 9mA (Table 

1). The 25 kJ mol-1 deficit by protonating 9mA over 9eG is more than made up by the very 

strong ion-dipole interaction between 9mAH+ and 9eG. The larger polarizability of 9eG 

than 9mA (18.4 Å3 vs 15.7 Å3) means that a stronger ion-induced dipole interaction would 

favour the 9mA protonated structure over the 9eG protonated one. Unlike (9eG:1mC)H+ 

where the 9eG protonated complex was an optimized local minimum, in the present 

example with (9eG:9mA)H+ it was not possible to locate a local minimum similar to 

AN1_AN1-GN7_AN6-GO6 where 9eG was protonated at N7 instead of 9mA being 

protonated at N1. Optimization calculations on the GN7 protonated complex were repeated 
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using B3LYPD3/6-311+G(3df,3pd) and M06-2X/6-31+G(d,p), but were unsuccessful, the 

proton shifted resulting in the AN1_AN1-GN7_AN6-GO6 structure.   

 

Figure 6.2 Comparison of the experimental IRMPD spectrum (grey trace) for (G:A)H+ and 

the B3LYP/6-31+G(d,p) computed IR spectra (black traces) for four different isomers. The 

298 K enthalpies and Gibbs energies relative to structure AN1_AN1-GO6_AN6-GN7 are 

also shown (also computed using B3LYP/6-31+G(d,p)), kJ mol-1. 

 

The AN1_AN1-GO6_AN6-GN7 and AN1_AN1-GN7_AN6-GO6 structures differ 

by only 2.1 kJ mol-1 in Gibbs energy and neither can be ruled out spectroscopically, both 

are consistent with the experimental spectrum. At the bottom of Figure 6.2, the weighted 

average based on the difference in Gibbs energy of these two lowest energy structures is 

compared with the experimental IRMPD spectrum for (9eG:9mA)H+ and better reproduces 
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the spectrum. The most pronounced experimental features in the IRMPD spectrum are in 

the 1500-1800 cm-1 region. The band at 1705 cm-1 is well reproduced by 9eG C=O stretch 

combined with 9mA NH2 bending. The band at 1630 cm-1 is the NH2 bend combined with 

C2-N2 stretching, both of 9eG. The 1580 cm-1 feature belongs predominantly to 9eG C2-

N3/N3-C4 stretching.  This latter band is better resolved experimentally than is predicted 

by the calculations.   

 The next two structures shown in Figure 6.2 are 28.3 and 36.7 kJ mol-1 higher in 

energy, and therefore are unlikely to be present in great abundance. Certainly, they cannot 

be ruled out as contributing to the experimental spectrum based on a comparison of their 

computed spectra. The lowest energy structure composed of canonical bases (ie. not 

tautomeric) with an N7 protonated 9eG, GN7_GN1-AN1_GO6-AN6, is 54 kJ mol-1 higher 

in Gibbs energy than the lowest energy structure (Figure S2) and its computed IR spectrum 

is not consistent with the experimental spectrum. Other higher energy structures are 

compared to the experimental IRMPD spectrum in Figures S2 and S3; none of their 

computed IR spectra reproduce the observed spectrum. 

The IRMPD dissociation mass spectra for (9eG:1mT)H+, (9eG:9mA)H+, and 

(9eG:9eG)H+ are presented in Figure 6.3. In all cases, the main dissociation product is 

protonated 9eG at m/z 180 which is expected based on the proton affinities and gas-phase 

basicities of the bases (see computed values in Table 1), with N7 of 9eG having the highest 

proton affinity.  Interestingly, however, for (9eG:9mA)H+ there is a small, but not 

insignificant amount of protonated 9mA. Based on the difference in gas basicities, for the 

two bases, the intensity of protonated 9mA should be no more than 2x10-5 compared to that 

of protonated 9eG. Experimentally, the ratio is 0.02:1. This is similar to the anomaly 
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reported in previous work for the dissociation of protonated guanine-cytosine base pairs 

where protonated cytosine was observed in a significantly higher abundance than 

expected.54,55,69–71 For (9eG:1mC)H+, the observed 1mCH+:9eGH+ ratio was 0.3:1 despite 

an expected ratio of only 0.006:1 depending on the computed gas basicities. This was 

explained by the dynamics of dissociation of the energized (9eG:1mC)H+ system. 

(9eG:1mC)H+, is protonated at N3 of 1mC with a low-lying energy barrier for proton 

transfer to 9eG. The surface is very shallow around the minimum energy structure in both 

the dissociation and proton transfer degrees of freedom. The proton transfer energy barrier, 

however, grows significantly as distance between the two bases increases during 

dissociation. In order to transfer the proton from 1mC to 9eG, the energized complex must 

adopt a configuration where the distance between the two bases is similar to that of the 

minimum energy structure to make proton transfer energetically feasible.  It is expected 

that a similar dynamics problem is at play in the present system such that much more 

9mAH+ is observed in the dissociation of (9eG:1mA)H+ than expected based on gas 

basicities. 

Table 6.1. 298 K proton affinities (PA) and gas basicities (GB) for 9-ethylguanine, 9-

methyladenine, and 1-methylthymine. Protonation site is indicated in parentheses. a: CBS-

QB3 b: B3LYP/6-31+G(d,p) 

 

 PAa / kJ 

mol-1 

GBa / kJ 

mol-1 

dipole momentb / D 

of neutral base 

Polarizabilityb / Å3 

of neutral base 

9-ethylguanine (N7) 974.3 943.3 7.36 18.4 

9-methyladenine 

(N1) 

949.4 916.1 2.67 15.7 

9-methyladenine 

(N7) 

924.1 893.1   

1-methylthymine 

(O4) 

870.4 847.3 4.97 13.7 

1-methylthymine 

(O2) 

852.2 832.1   
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Figure 6.3 Infrared multiple photon dissociation mass spectra of three complexes at their 

maxima in dissociation in the fingerprint region. The m/z and name of the precursor ions 

and fragments are also shown.  

 

6.3.3 (9eG:9eG)H+. The IRMPD spectra for the (9eG:9eG)H+ complex and the computed 

IR spectra for the 5 lowest energy structures are compared in Figure 6.4. The lowest energy 

structure for (9eG:9eG)H+ (GN7_GN7-GN7_GC8-GO6) is one where the Hoogsteen faces 

of both 9eG are interacting but with only one classical hydrogen bond. It is protonated at 

N7 of one 9eG with a hydrogen bond to the N7 of the other 9eG and a hydrogen bonding-

type interaction between C8 of the protonated 9eG and the O6 of the other. The computed 

spectrum for this structure is in excellent agreement with the experimental IRMPD 

spectrum. The predicted free C=O6 stretch of the protonated 9eG at 1751 cm-1 and the red-

shifted shoulder predicted at 1718 cm-1 due to the C=O6 stretch of the neutral 9eG 
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interacting with the C8-H is in excellent agreement with the experimental band at 1753 and 

the unresolved shoulder to the red of that band. The weak interaction, with a C-H—O=C 

bond distance of 2.25 is enough to slightly shift the C=O stretch to slightly lower energy. 

The strong absorptions at 1628 and 1579 cm-1 agree well with the NH2 bending absorptions 

predicted to occur at 1635, 1590, and 1584 cm-1.  The observed bands at lower energy also 

agree well with the positions of predicted bands for modes involving ring stretches. This is 

the first reported dimeric base pair containing only a single classical hydrogen bond but 

not follow the regular Watson-Crick, Hoogsteen, or Wobble base pair principle, with the 

confident conclusion supported by both thermodynamic and spectroscopic results. 

The second lowest energy structure, GO6_GO6-GN7_GN1/GN2-GO6, has O6 

protonated 9eG interacting via its WC face with the Hoogsteen face of neutral 9eG and is 

computed to be higher in Gibbs energy by 7.3 kJ mol-1, and clearly its calculated IR 

spectrum is not in good agreement with the experimental spectrum. Foremost, there is the 

absence of a free C=O in the computed structure, instead having C=O stretches computed 

to be at 1709 and 1687 cm-1 due to hydrogen bonding and protonation. The third lowest 

energy structure, GN7_GN1-GN7_GN2-GO6, is also one where N7 protonated 9eG 

interacts via its WC face to the Hoogsteen face of neutral 9eG and cannot be completely 

ruled out by spectroscopic means, but is 12.2 kJ mol-1 higher in Gibbs energy than the 

lowest energy structure. Its computed infrared spectrum is nearly as good a match to the 

experimental spectrum.  The next two higher energy structures, the highest containing an 

N7-protonated N1 to O6 tautomer, are clearly not a good match to the experimental 

spectrum.  Other structures are shown in Figure S4-S5. None of these higher energy 

conformers can reproduce the experimental IRMPD spectrum.  



189 
 

 

Figure 6.4 Comparison of the experimental IRMPD spectrum (grey trace) for (G:G)H+ and 

the B3LYP/6-31+G(d,p) computed IR spectra (black traces) for five different isomers. The 

298 K enthalpies and Gibbs energies relative to structure GN7_GN7-GN7_GC8-GO6 are 

also shown (also computed using B3LYP/6-31+G(d,p)), kJ mol-1. 

 

6.3.4 Computed Energies Comparison. Relative thermochemistries computed using 

B3LYPD3/6-31+G(d,p), M06-2X/6-31+G(d,p), and B3LYPD3/6-311+G(3df,3pd)//6-

31+G(d,p) are compared in Tables S1, S2 and S3 for the lowest energy structures of 

(9eG:1mT)H+, (9eG:9mA)H+, and (9eG:9eG)H+, respectively. All computed energies 

provide a similar picture as those using B3LYP/6-31+G(d,p).  One notable exception is in 

the TO4_TO6-GO4_TN3-GN7 structure for the (9eG:1mT)H+ complex which is nearly 
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isoenergetic with the lowest energy GN7_GN7-TO4_TN3-GO6 structure using M06-2X/6-

31+G(d,p). However, TO4_TO6-GO4_TN3-GN7 is ruled out spectroscopically as seen in 

Figure 6.1. 

6.4 Conclusions 

An IRMPD spectroscopic and computational study was undertaken to probe the 

structures of protonated guanine-containing mismatch complexes, specifically of 

(9eG:1mT)H+, (9eG:9mA)H+ and (9eG:9eG)H+. For (9eG:1mT)H+ and (9eG:9eG)H+, the 

lowest energy structures were sufficient to explain the IRMPD spectra, while for 

(9eG:9mA)H+ the two lowest energy structures were only 2.1 kJ mol-1 apart in Gibbs 

energy and their weighted average is consistent with the IRMPD spectrum. 

 While the DNA bases have pKa values which indicate that they are unlikely to be 

protonated, at physiological pH, it has also been determined that their chemical 

environments in nucleic acids—and potentially through interactions with metal cations—

shift their pKa’s to the physiological regime,72,73 raising the interest toward understanding 

protonation of the nucleobases in nucleic acids.74–79 It would be interesting to compare our 

model protonated mismatch complexes of guanine to those known to occur in nucleic acids.  

Atomic coordinates for proteins and RNA contained within the protein data base, PDB, are 

from X-Ray crystallography measurements which do not all contain positions of hydrogens 

or protons.75 However, computational chemistry has been used to compare with the 

potential structures from PDB for protonated base pairs which have been identified in 

RNA.75 In a set of 19 base pairs where protonation is thought to occur,75 two of them are 

N1 protonated adenine bound to guanine, identical to the two structures found to be the 
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lowest-energy structures in this study and to be consistent with the experimental vibrational 

spectrum. This is the first infrared spectroscopic evidence for the occurrence of a self-

assembled protonated base pair, observed in the gas phase which has also been proposed to 

exist in cells. 

While two protonated guanine dimers were also identified in the PDB, they were 

bound via the Hoogsteen face of neutral guanine to the sugar face of N3 protonated guanine, 

unlike that found in the present study.  However, it is worth mentioning that the crystal 

structure of 9-ethylguanine hemihydrochloric acid80,81 was found to exist as protonated 

dimers such as that found here in the gas phase, albeit without the C-H---O=C interaction 

that the present spectroscopic evidence shows exists at least in the gas phase.  

Only one protonated guanine (N7) complex with uracil has been identified74 but the 

hydrogen bond is between the N2 of guanine and O4 or uracil, very different than the 

structure concluded to exist for (9eG:1mT)H+. Given that the (9eG:9mA)H+ identified in 

this study and the (9eG:1mC)H+ identified in a recent publication from the protein data 

bank, it would be interesting to see if (9eG:1mT)H+ and (9eG:9eG)H+ complexes like the 

ones found here will turn up in RNA. 

In a previous study spectroscopic study from this group which included the gaseous 

protonated complex of 9-ethylguanine and 1-methylcytosine, (9eG:1mC)H+, the lowest 

energy structure which was also consistent with the experimental vibrational spectrum was 

the Hoogsteen complex with the cytosine protonated at N3.55 A protonated complex with 

the same structure, between guanine and cytosine, has also been proposed to occur in RNA 

in the protein data base.75 
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Chapter 7 Summary and Outlook 

In this work, biomolecules containing non-covalent interactions were studied using 

mass spectrometry, infrared multiphoton dissociation (IRMPD) spectroscopy, sustained 

off-resonance irradiation collision-induced dissociation (SORI-CID) in conjunction with 

DFT computations. Theoretical methods were used to calculate the electronic structures, 

enthalpies, Gibbs energies, polarizabilities, gas basicities, proton affinities and binding 

energies of many different isomers of the various complexes studied in this thesis.  The 

calculations provide the structural information and relative thermochemical properties of 

these complexes, and the insightful analysis of the experimental results. B3LYP/6-

31+G(d,p) was employed as the primary computational method, because of its cost-

efficiency, to perform structural optimizations as well as IR frequency and thermodynamic 

calculations. Even though the thermostability trends were found to be slightly different 

from the results computed by other methods in few cases—especially for higher energy 

isomers—the global minima determined by B3LYP/6-31+G(d,p) were identical to those 

computed by other higher-level computational methods in all cases. SORI-CID and IRMPD 

provided the fragmentation pathway and product ratios of ionic complexes experimentally. 

The vibrational bands in IRMPD spectra, such as C=O, O-H, and N-H stretches, were 

observed to be characteristic of their binding properties and bonding environments, 

showing that IRMPD spectroscopy is an experimental technique suitable for determining 

the structures of ionic complexes.   

Self-assemblied uracil (U) complexes with Ca2+ were studied in Chapter 3 

following previous experimental work on dissociation and thermal stability of UnCa2+ (n=4-
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14) clusters.1 U4Ca2+, U5Ca2+, and U6Ca2+ were all revealed to be composed of both 

canonical and tautomerized nucleobases, which were not proposed in any previous works 

on these large complexes. In the lowest energy isomers of three molecules, tautomerized 

uracil shows the hydrogen on N3 tautomerized to O4, called a keto-enol tautomer. This 

discovery is consistent with the previous predictions on the lowest energy uracil monomer 

interacting with divalent metal cations.2 There are other isomers with similar energetic 

properties (several kJ mol-1 higher Gibbs energy) that can not be ruled out spectroscopically 

or thermodynamically in all three ionic complexes. Also, higher Gibbs energy isomers (>30 

kJ mol-1) containing free carbonyl stretch may contribute to the observed weak absorptions 

at 1800 cm-1 in the fingerprint region of IRMPD spectra. These higher energy isomers are 

constituted by canonical uracil only, and thus the activation energies needed to form these 

structures are presumably much lower than the respective lowest energy structures. As 

U6Ca2+
 is considered as the inner core of more massive clusters, larger uracil self-

assemblies can be designed by adding uracils to this center. 

The research in Chapter 3 disclosed the presence of both tautomerized and 

canonical uracil in the Ca2+-uracil complexes. Further investigation on nucleobase self-

assemblies with metal cations can elucidate more about the effects of significant abundant 

cations on the structures of these bio-complexes. In Chapters 4, 5 and 6, nucleobase self-

assemblies were investigated by having either an ethyl- or methyl- group blocking the site 

that would be attached to the ribose/deoxyribose in nucleic acids. 

The research in Chapter 4 focuses on exploring the structures of 1-methylcytosine 

dimer affected by alkali metal cations. Unlike uracil, cytosine tautomers are accessible at 

room temperature. Previously, cytosine has been concluded to be stabilized as a canonical 
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monomer when it interacts with alkali metal cation.3,4 In Chapter 4, 1-methylcytosine (1mC) 

dimer with Li+, Na+, K+, Rb+ and Cs+ has been discovered to exist as two 

conformers, symmetric anti-parallel (SAP) and asymmetric anti-parallel (AAP) geometries, 

the latter was not indicated by previous work on cytosine dimer with Li+, Na+, K+.3 

Spectroscopically, there are the increasingly diffuse and intense shoulder absorptions of 

symmetric and asymmetric NH2 stretches in the 3800-2800 cm-1 region from Li+
 to Cs+ 

complexes. It indicates the presence of red-shifted N-H stretches. However, the red-shifted 

shoulders do not belong to the previously reported SAP structure. As AAP isomers contain 

the interbase hydrogen bonds, hydrogen-bonded amino groups can be the reason for the 

shoulder absorptions. Thermochemical results show that AAP structures in K+, Rb+ and 

Cs+ complexes are isoenergetic or lower in energy than the SAP structures. In conclusion, 

SAP structure is the predominant isomer for Li+ and Na+ complexes; however, the AAP 

conformer is the major contributor to K+, Rb+ and Cs+ cases.  

I-motif structures (protonated cytosine dimer) have been observed in vivo.5 As the 

great abundance of alkali metal cations in the organism, the i-motif-like molecules 

(cytosine dimers stabilized by alkali metal cations) might be detected. Following the 

research in Chapter 4, the structures of protonated and alkali metal cationized dimeric 

nucleobases were discussed in Chapters 5 and 6; the contents of these two chapters focused 

on the structures of guanine-containing nucleobase dimers. 

Guanine:cytosine (G:C) base pairs exist in both DNA and RNA polymers. The first 

part of Chapter 5 is the research on protonated G:C base pair. The lowest energy structure 

of protonated 9-ethylguanine/1-methylcytosine dimer, (9eG:1mC)H+, has been probed to 

be a Hoogsteen-type G:C base pair, showing the proton is covalently bound to N3 of 1mC 
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and hydrogen bonded to N7 of 9eG. This structure is consistent with the previous discovery 

by biologists that the presence of proton is most likely to induce and form the protonated 

Hoogsteen G:C base pair.6–8 However, the proton affinity (PA) of N3 of 1mC was 

calculated to be much lower than that of N7 of 9-ethylguanine (9eG) by computational 

methods; it was not expected to have the proton closer to 1mC because of its lower PA. In 

this work, the PA deficit between monomers was presumed to be offset by a stronger ion-

dipole interaction and ion-induced dipole interaction in the global minimum, due to 9eG 

having higher polarizability and dipole moment than 1mC.  

Furthermore, the experimental ratio of fragments, (1mC)H+:(9eG)H+, in the 

IRMPD dissociation mass spectrum was observed to be much higher than that expected by 

the computed gas basicities of 1mC and 9eG, which was also observed in analogous works 

previously and termed an anomaly.6,9–11 In this chapter, the anomaly has been explained as 

the result of the high kinetic barrier for proton transfer when (9eG:1mC)H+ started to 

dissociate, which was studied by performing relaxed scanning on the potential energy 

surface of this system. In order to traverse through the lowest energy barrier, 9eG and 

protonated 1mC need to shrink their N7-N3 distance to assist proton transfer through the 

barrier (~12 kJ mol-1) from the ground state of the global minimum. Otherwise, it is less 

likely to observe protonated 9eG once the dissociation starts, as the damped thermal energy 

is not enough to surmount the reaction barrier.  

Further work on alkali metal cationized 9eG:1mC shows that the impacts of alkali 

metal cations are various. As Li+ has the highest charge density and smallest radius among 

all five metal cations, it is most likely to disrupt the hydrogen bond between G:C base pair 

and induce the Hoogsteen structure. As the size of metal increases, the relative Gibbs 
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energy of alkali metal cationized Watson-Crick (WC) pairing structure is lowered. And 

WC structure has been found to be the major contributor to Cs+ - 9eG:1mC complex, 

showing Cs+ bound to O6N7 of 9eG. Alkali metal cations and proton do not induce any 

tautomerization of 9eG or 1mC but can disrupt the hydrogen bonds between Watson-Crick 

G:C base pair and form the Hoogsteen-style structure, which relies on different alkali metal 

cations’ radii and their charge densities.  

Moreover, research in Chapters 4 and 5 both generate the conclusion that, as alkali 

metal cations increase in size, ion-dipole interaction between metal cation and nucleobases 

becomes weaker supported by the observations of bond distance lengthening.  

Lately, because guanine-involved mismatches are the most stable mismatched base 

pairs in vivo,12 protonated 9eG:9mA, 9eG:9eG, and 9eG:1mT, were the focus of Chapter 6, 

where 9mA is 9-methyladenine, and 1mT is 1-methylthymine. It has been concluded that 

two existing isomers of (9eG:1mA)H+ both present the structures as the proton close to 

9mA rather than 9eG, which can be contributed by the strong ion-dipole and ion-induced 

dipole interaction, analogous to (9eG:1mC)H+. The protonated 9eG:1mT shows the proton 

is covalently bound to 9eG and hydrogen bound to 1mT, which is consistent with their 

thermodynamic properties. Besides, there is a first discovered nucleobase pair stabilized by 

a single classic hydrogen bond, (9eG:9eG)H+, which is neither in Watson-Crick or 

Hoogsteen style.  

Previously investigations on 18+1 protonated base pairs, eighteen distinct 

protonated base pairs from RNA crystal structure data set and one presumed protonated 

base pair, has been performed by computational methods, including structural optimization, 

thermostability calculations and binding energy decomposition.13 It has been concluded 
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that there is the preferred interaction between protonated A/G/C with neutral C/G. In these 

cases, some structures show the proton covalently bound to lower PA monomer, which was 

presumed as a result of strong ion-dipole interaction. In Chapters 5 and 6, the combination 

of IRMPD spectroscopic method and computed quantum theory validated the presence of 

these structures. Also, computed polarizabilities provided a hint for considering the 

induction effects between neutral and protonated monomers. NMR and X-ray 

crystallography methods were mentioned to be not suitable to study the structures of 

protonated base pairs due to the exchangeable proton in solution and proton’s low scattering 

cross-section, respectively.13 In order to determine the existence and position of an extra 

proton, IRMPD spectroscopy can be used as an experimental method of providing real 

evidence for the structures of protonated base pairs. Moreover, two protonated 9eG:9mA 

isomers are consistent with the previous identification of protonated guanine:adenine (G:A) 

structures in RNA crystal structures; we would expect to see more structures as we 

discussed in these two chapters to be disclosed in the protein data bank. 

Based on the insights provided in this dissertation, there are multiple directions to 

take for future work. Firstly, following the work in Chapter 5, it is expecting to dig into the 

molecular dynamics of protonated G:C base pair, which will assist a more comprehensive 

understanding of the anomaly—the unexpected higher intensity of (1mC)H+ in 

(9eG:1mC)H+ dissociation mass spectrum. Furthermore, this study opens up an area in 

determining the structures of protonated and metal cationized base pairs, homo and hetero, 

by both spectroscopic identification and thermodynamic comparison, which may shed light 

on the mysterious structures of base pairs in DNA and RNA strands in vivo. In terms of the 

insights offered by this work and previous disclosures, the structures of protonated 



205 
 

cytosine-containing mismatches are attractive to explore further. It will be exciting to 

compare the structural information of these biomolecules to that discovered in DNA and 

RNA, and even boost the findings of protonated and metal cationized base pairs and 

mismatches. As FTICR-MS is capable of trapping and detecting the high molar mass 

biomolecules, further work will be interesting to use FTICR-MS to provide more 

information on biomolecules on a large scale, including nucleobases, nucleotides, and even 

nucleic acids. It will help with further discovery on the structures of DNA molecules, 

determine the binding positions of ions to nucleotides and even nucleic acids, understand 

the effects of ions on geometries and thermostabilities of these biomolecules, and may 

boost the finding of ionic drugs for targeted genes of cancer therapy.   
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Figure S28. OPO IRMPD spectra for (9eG:1mC)Li+ 

 

 

Figure S29. OPO IRMPD spectra for (9eG:1mC)Na+ 
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Figure S30. OPO IRMPD spectra for (9eG:1mC)K+ 

 
Figure S31. OPO IRMPD spectra for (9eG:1mC)Rb+ 
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Figure S32. OPO IRMPD spectra for (9eG:1mC)Cs+ 
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Structures of 

(9eG:1mT)H+ 

B3LYPD3/6-31+G(d,p) B3LYPD3/6-

311+G(3df,3pd) 

//B3LYPD3/6-31+G(d,p) 

M06-2X/6-

31+G(d,p) 

GN7_GN7-TO4_TN3-

GO6 

0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 

TO4_TO4-GO6_TN3-

GN7 

2.6 (6.8) 3.4 (7.6) -3.7 (0.2) 

GN7_GN7-TO2_TN3-

GO6 

10.7 (9.8) 10.2 (9.3) 9.9 (9.2) 

GN7_GN1-TO4_TN3-

GO6 

11.6 (13.0) 11.5 (12.9) 13.6 (14.7) 

GN7_GN2-TO2_GN1-

TN3_TO4-GO6 

7.0 (16.5) 7.9 (17.4) 4.8 (13.2) 

 

Table S1 298K relative enthalpies and Gibbs energies, in kJ mol-1, of five lowest energy 

isomers of (9eG:1mT)H+ by three different computational methods. Relative Gibbs 

energies are indicated in parentheses. 
Structures of 

(9eG:1mA)H+ 

B3LYPD3/6-31+G(d,p) B3LYPD3/6-

311+G(3df,3pd) 

//B3LYPD3/6-31+G(d,p) 

M06-2X/6-

31+G(d,p) 

AN1_AN1-GO6_AN6-

GN7 

0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 

AN1_AN1-GN7_AN6-

GO6 

2.1 (4.1) 3.8 (1.8) 4.5 (2.6) 

AN7_AN7-GO6_AN6-

GN7 

28.3 (29.3) 28.8 (27.8) 30.7 (31.7) 

AN7_AN7-GN7_AN6-

GO6 

35.6 (36.7) 34.9 (36.0) 33.2 (35.5) 

 

Table S2 298K relative enthalpies and Gibbs energies, in kJ mol-1, of four lowest energy 

isomers of (9eG:1mA)H+ by three different computational methods. Relative Gibbs 

energies are indicated in parentheses. 
Structures of  

(9eG:9eG)H+ 

B3LYPD3/6-31+G(d,p) B3LYPD3/6-

311+G(3df,3pd) 

//B3LYPD3/6-31+G(d,p) 

M06-2X/6-31+G(d,p) 

GN7_GN7-GN7_GC8-

GO6 

0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 

GO6_GO6-GN7_GN1 

/GN2-GO6 

4.1 (7.3) 3.2 (6.4) -0.2 (3.9) 

GN7_GN1-GN7_GN2-

GO6 

7.1 (12.2) 6.3 (11.5) 10.7 (15.7) 

GN7_GN7-G06_GC8-

GN7 

15.9 (14.4) 14.4 (12.8) 15.2 (9.8) 

GN7_GN7-GO6_GO6-

GN7 

19.5 (21.6) 17.0 (19.0) 16.7 (15.0) 

 

Table S3 298K relative enthalpies and Gibbs energies, in kJ mol-1, of five lowest energy 

isomers of (9eG:9eG)H+ by three different computational methods. Relative Gibbs 

energies are indicated in parentheses. 
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