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Abstract

Power-domain non-orthogonal multiple access (NOMA) has been widely recognized as

a promising candidate for the next generation of wireless communication systems. By

applying superposition coding at the transmitter and successive interference cancellation

at the receiver, NOMA allows multiple users to access the same time-frequency resource

in power domain. This way, NOMA not only increases the system’s spectral and energy

efficiencies, but also supports more users when compared with the conventional orthogonal

multiple access (OMA). Meanwhile, improved user fairness can be achieved by NOMA.

Nonetheless, the promised advantages of NOMA cannot be realized without proper

resource allocation. The main resources in wireless communication systems include time,

frequency, space, code and power. In NOMA systems, multiple users are accommodated

in each time/frequency/code resource block (RB), forming a NOMA cluster. As a result,

how to group the users into NOMA clusters and allocate the power is of significance. A

large number of studies have been carried out for developing efficient power allocation

(PA) algorithms in single-input single-output (SISO) scenarios with fixed user clustering.

To fully reap the gain of NOMA, the design of joint PA and user clustering is required.

Moreover, the study of PA under multiple-input multiple-output (MIMO) systems still

remains at an incipient stage. In this dissertation, we develop novel algorithms to allocate

resource for both SISO-NOMA and MIMO-NOMA systems.

More specifically, Chapter 2 compares the system capacity of MIMO-NOMA with

MIMO-OMA. It is proved analytically that MIMO-NOMA outperforms MIMO-OMA in
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terms of both sum channel capacity and ergodic sum capacity when there are multiple

users in a cluster. Furthermore, it is demonstrated that the more users are admitted to

a cluster, the lower is the achieved sum rate, which illustrates the tradeoff between the

sum rate and maximum number of admitted users.

Chapter 3 addresses the PA problem for a general multi-cluster multi-user MIMO-

NOMA system to maximize the system energy efficiency (EE). First, a closed-form solu-

tion is derived for the corresponding sum rate (SE) maximization problem. Then, the EE

maximization problem is solved by applying non-convex fractional programming.

Chapter 4 investigates the energy-efficient joint user-RB association and PA problem

for an uplink hybrid NOMA-OMA system. The considered problem requires to jointly

optimize the user clustering, channel assignment and power allocation. To address this

hard problem, a many-to-one bipartite graph is first constructed considering the users

and RBs as the two sets of nodes. Based on swap matching, a joint user-RB association

and power allocation scheme is proposed, which converges within a limited number of

iterations. Moreover, for the power allocation under a given user-RB association, a low-

complexity optimal PA algorithm is proposed.

Furthermore, Chapter 5 focuses on securing the confidential information of massive

MIMO-NOMA networks by exploiting artificial noise (AN). An uplink training scheme is

first proposed, and on this basis, the base station precodes the confidential information

and injects the AN. Following this, the ergodic secrecy rate is derived for downlink trans-

mission. Additionally, PA algorithms are proposed to maximize the SE and EE of the

system.

Finally, conclusions are drawn and possible extensions to resource allocation in NOMA

systems are discussed in Chapter 6.
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Chapter 1

Introduction and Overview

1.1 Background

Every generation of cellular networks comes with new standards, techniques and features,

differentiating it from the previous one. In line with that, the next generation cellular

systems, the fifth generation (5G) and Beyond, are expected to support various advanced

services including multimedia applications, Internet-of-Things based applications, and

vehicle-to-everything. These innovative use cases are leading the gigantic growth of mobile

traffic, which is in turn introducing radio spectrum scarcity as one of the most critical

challenges that 5G and Beyond should deal with.

Multiple access, one of the fundamental building blocks in wireless communication

systems, has a significant impact on the utilization of the available spectrum, system

throughput and latency [1]. In the cellular radio context, multiple access refers to a tech-

nique by which multiple users share a common radio resource to establish communication

links with a base station (BS). Some of the widely used multiple access techniques in

the past generations of cellular networks include time division multiple access (TDMA),

frequency division multiple access (FDMA), code division multiple access (CDMA) and
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orthogonal frequency division multiple access (OFDMA). These techniques are referred

to as orthogonal multiple access (OMA); the access of users is orthogonal in nature and,

ideally, the users do not interfere with one another while they share the communication

channel. In these schemes, orthogonal radio resources in time-, frequency-, code-domain

or their combinations are assigned to multiple users.

However, as the number of orthogonal resources is limited, the OMA systems cannot

serve a large number of users, as imposed by 5G. In contrast to OMA, non-orthogonal

multiple access (NOMA) allows inter-user interference in the resource allocation of users,

and thus, multiple users are served using the same resource block [2–6]. To mitigate the

effect of the interference, interference cancellation schemes such as successive interference

cancellation (SIC) are applied [2–6]. NOMA is shown to have the potential of handling

a massive number of connections while offering a superior sum capacity and user fairness

[7–11]. NOMA-based cellular networks have been projected to offer diverse data-hungry

applications. The notion of NOMA in 5G cellular context was initially put forward in [12]

and its superior performance was demonstrated. The attractive advantages of NOMA

then sparked off a substantial amount of research [2–10,13].

One of the central research topics is resource allocation. The main resources in wireless

communication systems include time, frequency, space, code and power [1]. In NOMA

systems, multiple users are accommodated in each time/frequency/code resource block

(RB), forming a NOMA cluster. As a result, how to group the users into NOMA clus-

ters and allocate the power are of significance [2–6]. User clustering is a hard problem

in general, owing to the inherent combinatorial nature [14, 15]. Because of this, often

heuristic methods with low-complexity are adopted, rather than seeking the optimal so-

lution [16,17].

In terms of power allocation (PA), its role in NOMA is further enhanced, since users

are multiplexed in the power domain [5]. Interference management, rate distribution,
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Fig. 1.1: Classification of PA strategies.

and even user admission are directly impacted by PA. Generally, PA in NOMA is deter-

mined by the users’ channel conditions, availability of channel state information (CSI),

quality-of-service (QoS) requirements, total power constraint and system objective. An

inappropriate PA not only leads to an unfair rate distribution among users, but also

causes system outage as SIC may fail. There are different PA performance metrics, e.g.,

the number of admitted users, sum rate, energy efficiency, user fairness, outage proba-

bility and total power consumption. Thus, PA in NOMA should aim at achieving either

more admitted users, higher sum rate and energy efficiency, or a balanced fairness un-

der minimum power consumption. A variety of PA strategies have been proposed in the

literature, targeting different aspects of PA in NOMA, and a classification is provided

in Fig. 1.1. We introduce PA in the following two sections: one focuses on single-input

single-output (SISO) scenario, while the other deals with multiple-input multiple-output

(MIMO) systems.
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1.2 PA in SISO-NOMA Systems

Most of the previous work on PA has focused on SISO scenarios, including single-carrier

(SC-NOMA) [11,18–20] and multi-carrier (MC-NOMA) systems [14,15,21–23].

1.2.1 PA in SC-NOMA

In downlink SC-NOMA systems, the optimal PA to maximize the sum rate simply allo-

cates all power to the user with the best channel [14,18]. Clearly, this results in extreme

unfairness among users and decreases the number of admitted users as well. To strike

a balance between system throughput and user fairness, more power is allocated to the

weak user in NOMA. By doing this, the strong user can remove the interference from the

weak user via SIC, while its interference to the weak user remains comparatively small.

Fixed PA (F-PA) is the simplest PA algorithm, and it allocates power to the users ul-

tilizing a fixed ratio based on their positions in the channel ordering [8, 13]. Since users’

specific channel gains are not exploited during PA, F-PA may not meet users’ various

QoS requirements. To handle this, fractional transmit power control allocates power to

the users inversely proportional to their channel gains powered with a decaying factor.

Nonetheless, assigning the same decaying factor to all users is still suboptimal, and how

to select the appropriate decaying factor to balance system throughput and user fairness

is an open issue.

The availability of CSI directly impacts the PA in NOMA. Under perfect CSI, the

authors in [14] show that the weighted sum rate maximization problem is convex, and

obtain optimal PA via convex optimization. The max-min fairness problem is proved to

be quasi-convex, and thus, optimal PA can be attained using the bisection method [11].

The energy-efficient PA problem can be formulated as a fractional problem, for which the

Dinkelbach’s algorithm can be applied [24,25]. Under statistical CSI, the min-max outage
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probability problem under a given SIC order is non-convex. Nonetheless, optimal PA is

derived in [11], and based on this, the authors in [20] derive the optimal SIC decoding

order.

The works above may not guarantee a higher throughput of NOMA over OMA for

each user. To ensure this for the weak user, cognitive radio (CR)-inspired PA can be

deployed, in which the weak user is viewed as a primary user in a CR network [8, 13].

However, this is achieved at the expense of the strong user as it is served only after the

weak user’s QoS is satisfied. To address this issue, dynamic PA is proposed in [26], which

allocates power to the users such that NOMA achieves strictly higher individual user rate

than OMA.

1.2.2 PA in MC-NOMA

For multi-user systems, NOMA is usually integrated with MC (MC-NOMA) to reduce

the decoding complexity [27]. In MC-NOMA, a user can occupy multiple sub-carriers,

and vice versa. MC-NOMA is quite suitable for 5G and Beyond since it is difficult to

find continuous wide bandwidth in 5G and Beyond. When compared with OFDMA, MC-

NOMA not only increases the system spectral efficiency, but also supports a larger number

of users. Its performance is affected by both PA and sub-carrier assignment (SA). For

downlink, the weighted sum rate maximization problem is proved to be NP-hard [14,15].

In contrast, for uplink, the sum rate problem is shown to be convex [28], and further,

an optimal and low-complexity iterative water-filling algorithm is proposed. This major

difference between downlink and uplink is because the BS decodes all user signals in

uplink, while each user decodes its own signal separately in downlink.

It is worth mentioning that perfect CSI is assumed in the above schemes, which might

be impractical for MC-NOMA systems overloaded with exceedingly number of users. To

overcome this, the resource allocation under statistical CSI should be studied. Without
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perfect CSI, an explicit SIC decoding order should be derived first, as the BS cannot decide

the SIC decoding order directly [22]. On this basis, PA and SA can be conducted as for the

case with perfect CSI. To further increase the spectral efficiency of MC-NOMA systems,

full duplex (FD) BS can be deployed, yielding a substantial throughput enhancement

when compared with FD MC-OMA and half duplex MC-NOMA systems [23].

1.3 PA in MIMO-NOMA Systems

The application of MIMO to NOMA is of significance, since MIMO introduces extra

spatial degrees of freedom for system performance improvement. Research on MIMO-

NOMA has attracted great attention from both academia [7–10,13] and industry [12,29].

Compared with SISO-NOMA, the main challenge in MIMO-NOMA comes from the

fact that the MIMO channel is non-degraded, i.e., users cannot be ordered based on

their channel strengths in general settings. As a result, MIMO-NOMA is generally not

capacity-achieving. Meanwhile, user ordering is a difficult task for MIMO-NOMA. Unlike

SISO-NOMA, in which user channels are scalars and can be easily ordered, in MIMO-

NOMA, user channels are in the form of vectors or matrices and cannot be ordered directly.

A simple way to handle this is to order the users based only on the large-scale path

loss. However, this may yield system performance degradation, since small-scale channel

information is not exploited. To fully recap the spatial degrees of freedom, conceiving

an appropriate beamforming/precoding design is essential for MIMO-NOMA systems.

In particular, both the power domain and the angular domain should be considered in

beamforming design to enhance the system spectral efficiency. There exist two popular

MIMO-NOMA designs: 1) beamforming-based MIMO-NOMA design [7, 30–32], and 2)

cluster-based MIMO-NOMA design [8–10,13,17,33].
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Fig. 1.2: Illustration of beamforming-based MIMO-NOMA.

1.3.1 Beamforming-based MIMO-NOMA

As shown in Fig. 1.2, in beamforming-based MIMO-NOMA, each user is assigned its own

beamforming vector. However, unlike MIMO-OMA, SIC is still performed at the user side

to remove the interference. To guarantee successful SIC, the following constraint should

be explicitly given, i.e., the achievable rate at each user cannot exceed the minimum rate

among all users which need to decode it. In [7], the ergodic sum rate maximization prob-

lem is studied for a Rayleigh fading based MIMO-NOMA systems with statistical CSI at

the transmitter. Both optimal and low-complexity suboptimal PA schemes are proposed

under total transmit power constraint and minimum rate constraint of the weak user.

Numerical results show that the proposed NOMA schemes significantly outperform tradi-

tional OMA. In [30], a layered transmission scheme is proposed based on QR factorization.

Under instantaneous CSI, an approach to maximize the sum rate of MIMO-NOMA with

layered transmissions is proposed after showing that the sum rate is concave in allocated

powers to multiple layers of users. Under statistical CSI, a closed-form expression for
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the average sum rate is derived, and on this basis, power is allocated using alternating

optimization. In [31], optimal precoding is studied for a QoS constrained optimization

problem in a MISO-NOMA network. It is shown that if the broadcast channels are

quasi-degraded, the proposed optimization algorithm in combination with superposition

coding and SIC can achieve system capacity. Note that [7,30,31] apply to only two users.

In [32], the general scenario with multiple users is considered. The sum rate maximization

is handled with the help of the minorization-maximization algorithm.

1.3.2 Cluster-based MIMO-NOMA

According to Fig. 1.3, in cluster-based MIMO-NOMA, users are first grouped into clusters

based on their channels; then, the users allocated to the same cluster share a common

beamforming vector [8,13]. Note that deriving the optimal user clustering often requires to

exhaustively enumerate all possible user clustering combinations and is computationally

prohibited. A good heuristic for this is to put users with high channel correlation and gain

difference into the same cluster, since high channel correlation facilitates the beamforming

design while high gain difference favors the implementation of SIC [17]. Once users are
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clustered, the main task lies in how to design the appropriate beamforming vectors for

each cluster. The simplest beamforming design is to use random beamforming, which is

also effective in reducing the CSI feedback [13,33]. In [33], the authors propose to combine

random beamforming with intra-beam SIC for downlink NOMA transmission. However,

due to the existence of inter-cluster interference, different clusters are still coupled. To

address this issue, the authors in [13] propose to use random beamforming at the BS, and

zero-forcing detection at the user side. Then, inter-cluster interference can be removed at

each user, and the MIMO-NOMA system is decomposed into a set of independent SISO-

NOMA arrangements. On this basis, the impact of different power allocation strategies,

namely F-PA and CR-inspired PA, on the performance of MIMO-NOMA is investigated.

In addition, in [8], the authors propose to apply a signal alignment technique to the

two users in the same cluster, such that they can be treated as a single user. Then, a

conventional zero-forcing precoder can be used as in MIMO-OMA. The impact of F-PA

and CR-inspired PA on the system performance is also investigated, as in [13].

1.4 Physical Layer Security (PLS) in NOMA Sys-

tems

Traditionally, the security issues have been handled at the higher layers using encryption

approaches. However, the development of computing technologies and the tremendous

growth in the number of wireless devices have surfaced the vulnerability of the conven-

tional encryption methods [34]. As a result, PLS has been introduced as an additional

protecting layer to the conventional encryption methods for securing confidential infor-

mation [35]. The principle of PLS is to take advantage of the randomness of the wireless

channels to restrain the illegitimate side from overhearing the legitimate users [36]. The

community has shown a great interest in applying PLS to NOMA networks. In [37], the
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authors investigated the secrecy outage probability (SOP) of NOMA relay networks with

two types of relay, i.e., amplify-and-forward and decode-and-forward. It was found that

in the high signal-to-noise ratio regime, the SOP of the considered NOMA relay network

converges to a constant value. In [38], the secrecy performance of a stochastic NOMA

network was considered, by modelling its users’ locations using stochastic geometry. The

results showed that the secrecy diversity order of the considered system is determined by

that of the user pair with a poorer channel. In [39], the authors derived a closed-form

solution for maximizing the secrecy sum rate of the NOMA while taking the users’ quality

of service requirements into consideration. In [40], the authors investigated a NOMA sys-

tem in the presence of an external eavesdropper. The SOP of the considered system was

derived and used to optimize the decoding order, transmission rates, and allocated power.

These studies have laid the initial foundation for exploiting PLS in NOMA networks.

1.5 Motivation and Outline

Motivation:

Based on the aforementioned discussion, the following observations can be made:

• Whether MIMO-NOMA outperforms MIMO-OMA in terms of system’s spectral

and energy efficiencies for the general multi-cluster multi-user scenario is unclear,

and requires further investigation.

• Most works on energy efficiency are focused on downlink NOMA systems. The study

of energy efficiency on uplink NOMA system is of interest, since user terminals are

power-constrained.

• Most works on PLS are focused on SISO-NOMA systems. The study of PLS on

MIMO-NOMA systems is of significance. In MIMO-based systems, artificial noise
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(AN) is often added to secure the legitimate side from malicious attempts. The role

of AN in MIMO-NOMA systems is worth of investigation.

Motivated by the aforementioned observations, in this thesis we have addressed the

following research problems:

Research problems:

• P1- Proving that MIMO-NOMA outperforms MIMO-OMA in terms of system’s

spectral efficiency for the general multi-cluster multi-user scenario.

• P2- Developing a low-complexity algorithm, which can maximize the system’s en-

ergy efficiency for the general multi-cluster multi-user downlink MIMO-NOMA sys-

tem.

• P3- Developing a joint user clustering and PA allocation algorithm to maximize the

energy efficiency for an uplink hybrid NOMA-OMA system.

• P4- Developing a framework to secure the confidential information of MIMO-NOMA

networks by exploiting AN.

Thesis structure:

Chapter 2 addresses P1, i.e., it proves analytically that MIMO-NOMA outperforms

MIMO-OMA in terms of both sum channel capacity and ergodic sum capacity when

there are multiple users in a cluster. Furthermore, it demonstrates that the more users

are admitted to a cluster, the lower is the achieved sum rate, which illustrates the tradeoff

between the sum rate and maximum number of admitted users.

Chapter 3 addresses P2, by considering the energy-efficient PA problem for a general

multi-cluster multi-user MIMO-NOMA system. A closed-form solution is first derived

for the corresponding sum rate maximization problem. Then, the energy efficiency max-

imization problem is solved by applying non-convex fractional programming.
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Chapter 4 addresses P3, by investigating the energy-efficient joint user-RB associa-

tion and PA problem for an uplink hybrid NOMA-OMA system. The considered problem

requires to jointly optimize the user clustering, channel assignment and power allocation.

To address this hard problem, a many-to-one bipartite graph is first constructed con-

sidering the users and RBs as the two sets of nodes. Based on swap matching, a joint

user-RB association and power allocation scheme is proposed, which converges within a

limited number of iterations. Moreover, for the power allocation under a given user-RB

association, a low-complexity optimal PA algorithm is proposed.

Chapter 5 addresses P4, by studying how to secure the confidential information of

MIMO-NOMA networks by exploiting AN. An uplink training scheme is first proposed,

and on this basis, the base station precodes the confidential information and injects the

AN. Following this, the ergodic secrecy rate is derived for downlink transmission. Finally,

PA algorithms are proposed to maximize the SE and EE of the system.

1.6 Contributions

This dissertation presents the following novel contributions to the resource allocation in

NOMA:

• For the first time in the literature, it proves analytically that MIMO-NOMA out-

performs MIMO-OMA in terms of both sum channel capacity and ergodic sum

capacity when there are multiple users in a cluster. This lays a solid foundation for

the advancement of MIMO-NOMA study.

• It shows that there exists a tradeoff between the sum rate and maximum number

of admitted users.
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• It develops a low-complexity optimal PA algorithm to maximize the EE for a general

multi-cluster multi-user downlink MIMO-NOMA system.

• It proposes an energy-efficient joint user-RB association and PA problem for an

uplink hybrid NOMA-OMA system, based on matching theory.

• It proposes a framework to secure the confidential information of MIMO-NOMA

networks, involving design of uplink training and injection of AN. Moreover, it

proposes PA algorithms to maximize the SE and EE of the considered MIMO-

NOMA system.
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Chapter 2

Capacity Comparison Between

MIMO-NOMA and MIMO-OMA

With Multiple Users in a Cluster

2.1 Abstract

In this chapter, the performance of MIMO-NOMA is investigated when multiple users are

grouped into a cluster. The superiority of MIMO-NOMA over MIMO-OMA in terms of

both sum channel capacity and ergodic sum capacity is proved analytically. Furthermore,

it is demonstrated that the more users are admitted to a cluster, the lower is the achieved

sum rate, which illustrates the tradeoff between the sum rate and maximum number of

admitted users. On this basis, a user admission scheme is proposed, which is optimal in

terms of both sum rate and number of admitted users when the signal-to-interference-

plus-noise ratio thresholds of the users are equal. When these thresholds are different, the

proposed scheme still achieves good performance in balancing both criteria. Moreover,

under certain conditions, it maximizes the number of admitted users. In addition, the
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complexity of the proposed scheme is linear to the number of users per cluster. Simula-

tion results verify the superiority of MIMO-NOMA over MIMO-OMA in terms of both

sum rate and user fairness, as well as the effectiveness of the proposed user admission

scheme.

2.2 Introduction

NOMA has attracted considerable attention recently due to its superior spectral effi-

ciency [1–7]. Specifically, NOMA adopts superposition coding (SC) at the transmitter

and successive interference cancellation (SIC) at the receiver. Moreover, the transmitted

power allocated to the users is inversely proportional to their channel gains. This way,

the user with better channel gain can handle the interference from its counterpart, while

its interference to the counterpart remains comparatively small. Thus, NOMA achieves

a better balance between sum rate and fairness when compared with conventional OMA

scheme, in which more power is assigned to the users with better channel conditions to

increase the sum rate [8].

It is of great interest to conduct comparisons between NOMA and OMA. Early

works mainly focus on SISO systems. For instance, simulation results in [1] show that a

larger sum rate is achieved by NOMA, whereas in [9], it is proved that NOMA strictly

dominates OMA via the achievable rate region. However, no analytical proof is provided

in [1] and [9]. In [10], the performance of NOMA is investigated in a cellular downlink

scenario with randomly deployed users, and the developed analytical results show that

NOMA can achieve superior performance in terms of ergodic sum rate. In [8], the problem

of maximizing the fairness among users of a NOMA downlink system is studied in terms

of data rate under full CSI and outage probability under average CSI. Simulation results

verify the efficiency of NOMA, which also achieves improved fairness when compared to
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time division multiple access.

Emerging research activities in future mobile wireless networks study the performance

of NOMA under MIMO channels. In [11], the authors explore the two user power allo-

cation problem of a NOMA scheme by maximizing the ergodic sum capacity of MIMO

channel under the total transmit power, minimum rate requirement and partial CSI avail-

ability constraints. Optimal and lower complexity power allocation schemes are proposed,

and numerical results show that MIMO-NOMA obtains a larger ergodic sum capacity

when compared to MIMO-OMA. In [12, 13], Ding et al. investigate the performance of

MIMO-NOMA when there are multiple clusters in the system and, through simulations,

validate the superiority of MIMO-NOMA over MIMO-OMA. Specifically, [12] studies the

downlink (DL) with limited feedback at the base station (BS), while [13] considers both

DL and uplink with full CSI at the user side and BS. Additionally, for each cluster, mul-

tiple users can be admitted into [12], whereas [13] can only support two users performing

signal alignment. However, neither [12] nor [13] provides an analytical comparison be-

tween MIMO-NOMA and MIMO-OMA in terms of sum rate. Based on the system model

proposed in [12], [14] conducts the sum rate comparison between them when there are

only two users in each cluster. It is shown analytically that for any rate pair achieved

by MIMO-OMA, there is a power split for MIMO-NOMA whose rate pair is larger. De-

spite the attractiveness of the result, its main issue is that the authors use the Jensen’s

inequality and concavity of log(·) inappropriately to obtain the upper bound sum rate for

MIMO-OMA. In [15], it is shown that for a simple scenario of two users, MIMO-NOMA

dominates MIMO-OMA in terms of sum rate. Furthermore, for a more practical scenario

of multiple users, with two users paired into a cluster and sharing a common transmit

beamforming vector, the conclusion still holds.

Most of the existing works in MIMO-NOMA focus on the case of two users in each

cluster [3,11–16], which leads to a less-studied alternative in the case of multiple users [12,
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17]. In order to serve more users simultaneously, it is of great significance to investigate the

performance of MIMO-NOMA with multiple users per cluster. Although [12] can support

multiple users per cluster, the authors focus on user pairing and power allocation for the

two user case. In [17], the proposed MIMO-NOMA scheme requires only one-bit feedback,

but power allocation is not addressed, and there is no theoretical comparison of the

performance of MIMO-NOMA and MIMO-OMA. In this chapter, we aim to analytically

compare the performance of MIMO-NOMA with MIMO-OMA in terms of the sum channel

capacity and ergodic sum capacity rather than merely providing simulation results, when

there are multiple users in a cluster. Furthermore, the study of the way the sum rate varies

as the number of admitted users increases in each cluster is conducted. To the best of our

knowledge, this chapter is the first to address this issue under MIMO-NOMA systems.

Following this, optimal user admission is investigated in terms of the number of admitted

users and sum rate, when the target signal-to-interference-plus-noise ratio (SINR) of each

user is given. Compared with the existing works, the main contribution of this chapter

lies in:

• This chapter proves analytically that MIMO-NOMA outperforms MIMO-OMA in

terms of both sum channel capacity and ergodic sum capacity when there are mul-

tiple users in a cluster. It shows that for any power split in MIMO-OMA, a larger

sum rate can be achieved by MIMO-NOMA via simply assigning the same power

coefficient to the latter. In addition, for the case of two users per cluster, the power

split that maximizes the sum rate gap between MIMO-NOMA and MIMO-OMA

is derived. Meanwhile, numerical results validate that MIMO-NOMA also achieves

higher user fairness than MIMO-OMA when there are two or three users in a cluster.

• This chapter demonstrates that as more users are admitted to a cluster, the sum

rate decreases. This illustrates that a tradeoff has to be considered between the
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sum rate and number of admitted users. On this basis, a user admission scheme

is proposed, which aims to maximize the number of admitted users under given

SINR thresholds. The proposed scheme is shown to be optimal when the SINR

thresholds for users in the same cluster are equal. Otherwise, it achieves a good

balance between the sum rate and number of admitted users. Furthermore, under

certain conditions, the proposed scheme maximizes the number of admitted users.

Additionally, its complexity is linear.

The rest of the chapter is organized as follows. The system model is introduced in

Section 2.3. In Section 2.4, the capacity comparison between MIMO-NOMA and MIMO-

OMA is conducted. The proposed user admission scheme is introduced in Section 2.5,

while simulation results are shown in Section 2.6. In Section 2.7, conclusions are drawn.

2.3 System Model

A downlink multiuser MIMO system is considered in this chapter, where the BS with

M antennas transmits data to multiple receivers, each with N antennas. There are a

total of ML users in the system, which are randomly grouped into M clusters with

L (L ≥ 2) users per cluster. The links between the BS and users are assumed to be

quasi-static independent and identically distributed (i.i.d.) fading channels. Specifically,

Hm,l ∈ CN×M and nm,l ∈ CN×1 respectively represent the channel matrix and the additive

white Gaussian noise vector for the lth user in the mth cluster, i.e., user (m, l) (m ∈

{1, . . . ,M}, l ∈ {1, . . . , L}). Additionally, P ∈ CM×M denotes the precoding matrix used

by the BS, while vm,l ∈ CN×1 denotes the detection vector for user (m, l). The precoding

matrices and detection vectors are designed as follows [12]: a) P = IM , where IM denotes

the M ×M identity matrix; b) |vm,l|2 = 1 and vHm,lHm,lpk = 0 for any k 6= m, where

pk is the kth column of P. The number of antennas at the user is assumed to be equal
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or larger than that at the BS to ensure the feasibility of vm,l. On this basis, for user

(m, l), only a scalar value |vHm,lHm,lpm|2 needs to be fed back to the BS. Moreover, the

interference from the users in all the other clusters can be removed even when there are

multiple users in a cluster [12].

The performance of two multiple access schemes are compared, namely, MIMO-NOMA

and MIMO-OMA.

2.3.1 MIMO-NOMA

For MIMO-NOMA scheme, SC is employed at the transmitter side, i.e., the transmitted

signals share the same frequency and time resources but vary in power. Thus, the signals

transmitted from the BS are given by

x = Ps, (2.1)

where the information-bearing vector s ∈ CM×1 can be expressed as

s =



√
Ω1,1s1,1 + · · ·+

√
Ω1,Ls1,L

...√
ΩM,1sM,1 + · · ·+

√
ΩM,LsM,L

 , (2.2)

where sm,l and Ωm,l are the signal and the corresponding power allocation coefficient

intended for user (m, l), satisfying ∑L
l=1 Ωm,l = 1,∀m ∈ {1, . . . ,M}. Without loss of

generality, we set the total power to 1 for the convenience of analysis.

Further, the received signal at user (m, l) is given by

ym,l = Hm,lPs + nm,l. (2.3)
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By applying the detection vector vm,l on the received signal, we can easily obtain

vHm,lym,l = vHm,lHm,lpm
L∑
l=1

√
Ωm,lsm,l +

M∑
k=1,k 6=m

vHm,lHm,lpksk︸ ︷︷ ︸
interference from other clusters

+vHm,lnm,l, (2.4)

where sk denotes the kth row of s.

Due to the constraint1 on the detection vector, i.e., vHm,lHm,lpk = 0 for any k 6= m,

the above equation can be simplified as

vHm,lym,l = vHm,lHm,lpm
L∑
l=1

√
Ωm,lsm,l + vHm,lnm,l. (2.5)

Without loss of generality, the effective channel gains are rearranged as

|vHm,1Hm,1pm|2 ≥ · · · ≥ |vHm,LHm,Lpm|2. (2.6)

At the receiver side, SIC will be conducted by user (m, l) to remove the interference

from the users with worse channel gains, i.e., (m, l+ 1), . . . , (m,L). At this juncture, the

following lemma is helpful to understand the efficient performance of SIC at user (m, l).

Lemma 2.1. The interference from user (m, k), ∀k ∈ {l + 1, . . . , L} can be removed at

user (m, l).

Proof: Refer to Appendix.

Remark. Lemma 2.1 shows that under the given system model, the interference from

users with worse channel conditions can be removed. Consequently, the achieved data
1Owing to the specific selection of P, this constraint is further reduced to vH

m,lH̃m,l = 0, where
H̃m,l = [h1,ml · · ·hm−1,ml hm+1,ml · · ·hM,ml] and hi,ml is the ith column of Hm,l [12]. Hence, vm,l

can be expressed as Um,lwm,l, where Um,l is the matrix consisting of the left singular vectors of H̃m,l

corresponding to the non-zero singular values, and wm,l is the maximum ratio combining vector expressed
as UH

m,lhm,ml/|UH
m,lhm,ml|.
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rate at user (m, l) is given by

RNOMA
m,l = log2

(
1 + ρΩm,l|vHm,lHm,lpm|2

1+ρ
∑l−1

k=1 Ωm,k|vHm,lHm,lpm|2

)
, (2.7)

where ρ = 1/σ2
n, with σ2

n as the noise variance. We assume that the noise variance is the

same for all users.

2.3.2 MIMO-OMA

For the OMA scheme, the same power coefficients are allocated to the L users per cluster

as for the case of MIMO-NOMA for the sake of comparison, i.e., Ωm,1, . . . ,Ωm,L. In

addition, the degrees of freedom (time or frequency) are split amongst the L users per

cluster, i.e., user (m, l) is assigned a fraction of the degrees of freedom, denoted by λm,l,

satisfying ∑L
l=1 λm,l = 1. Accordingly, the achieved data rate at user (m, l) is given by [9]

ROMA
m,l = λm,l log2

(
1 + ρΩm,l|vHm,lHm,lpm|2

λm,l

)
. (2.8)

The following lemma gives the sum rate upper bound when two users are paired in a

cluster.

Lemma 2.2. The sum rate for two users SOMA
m,2 is bounded by [15]

SOMA
m,2 ≤ log2(1 +

2∑
l=1

ρΩm,l|vHm,lHm,lpm|2), (2.9)

where the equality holds when

λm,l =
Ωm,l|vHm,lHm,lpm|2∑2

k=1 Ωm,k|vHm,kHm,kpm|2
, l ∈ {1, 2}. (2.10)
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Remark. Lemma 2.2 gives the maximum sum rate of two users for MIMO-OMA. On

this basis, the bound of the sum rate for the mth cluster can be derived, when there are L

users.

Theorem 2.1. The sum rate in the mth cluster is upper bounded by

SOMA
m,L ≤ log2(1 +

L∑
l=1

ρΩm,l|vHm,lHm,lpm|2), (2.11)

where the equality holds when

λm,l =
Ωm,l|vHm,lHm,lpm|2∑L

k=1 Ωm,k|vHm,kHm,kpm|2
, l ∈ {1, . . . , L}. (2.12)

Proof: Refer to Appendix.

Remark. Theorem 2.1 shows that once the power allocation coefficients are ascertained,

the optimal allocation of degrees of freedom can be obtained accordingly to ensure that the

maximum sum rate for the mth cluster SOMA
m,L is achieved.

2.4 Capacity Comparison between MIMO-NOMA and

MIMO-OMA

In this section, both sum channel capacity and ergodic sum capacity for the mth cluster

achieved by MIMO-NOMA are compared to that achieved by MIMO-OMA.

2.4.1 Sum Channel Capacity

The sum rate for MIMO-OMA has already been obtained, i.e., (2.11) and (2.12). Now,

the sum rate for the mth cluster in MIMO-NOMA is considered, which is SNOMA
m,L =∑L

l=1R
NOMA
m,l , and can be easily expressed as
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SNOMA
m,L =

L∑
l=1

log2

(
1 + ρΩm,l|vHm,lHm,lpm|2

1+ρ
∑l−l

k=1 Ωm,k|vHm,lHm,lpm|2

)
. (2.13)

Lemma 2.3. The lower bound of the sum rate for MIMO-NOMA is given by

SNOMA
m,L ≥ log2(1 + ρ

L∑
l=1

Ωm,l|vHm,lHm,lpm|2). (2.14)

Proof: Refer to Appendix.

Theorem 2.2. For any power split in MIMO-OMA, a larger sum rate can be achieved by

MIMO-NOMA via assigning the same power split to the latter. In particular, when the

power split is optimal for MIMO-OMA, a larger sum channel capacity can be achieved by

MIMO-NOMA.

Proof: Combining Theorem 2.1 and Lemma 2.3, i.e., (2.11) and (2.14), we obtain

SNOMA
m,L ≥ SOMA

m,L , (2.15)

which proves the superiority of MIMO-NOMA over MIMO-OMA in terms of sum rate for

any power split.

When the power split is optimal for MIMO-OMA, the sum channel capacity, denoted

as COMA
m,L , is achieved if (2.12) is met. Let us assign the same power split to MIMO-

NOMA and denote its sum rate as S ′NOMA
m,L . We also denote the sum channel capacity for

MIMO-NOMA as CNOMA
m,L , which satisfies CNOMA

m,L ≥ S
′NOMA
m,L . Thus, we have

CNOMA
m,L ≥ S

′NOMA
m,L ≥ COMA

m,L , (2.16)

where the second inequality comes from (2.15). Therefore, MIMO-NOMA achieves a

larger sum channel capacity than MIMO-OMA.
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In summary, it is proved analytically that for any instantaneous channel gain Hm,l (m ∈

{1, . . . ,M}, l ∈ {1, . . . , L}), given the power split in MIMO-OMA, a larger sum rate can

be achieved by MIMO-NOMA via simply allocating the same power split to the latter.

Note that there is no constraint on the value of the power split, which means that the

conclusion is true for any power split. Therefore, we can conclude that even when there

are multiple users per cluster, MIMO-NOMA strictly outperforms MIMO-OMA in terms

of the sum rate under any instantaneous channel gain Hm,l and any power split. On this

basis, it is shown that MIMO-NOMA also achieves a larger sum channel capacity than

MIMO-OMA.

Furthermore, when there are only two users per cluster, the following lemma provides

the power allocation coefficient such that the gap between the sum rate of MIMO-NOMA

and MIMO-OMA is maximized.

Lemma 2.4. The sum rate gap for two users between MIMO-NOMA and MIMO-OMA

is maximized, when the following equation is satisfied

Ωm,1 =

√
ρ|vHm,1Hm,1pm|2 + 1− 1

ρ|vHm,1Hm,1pm|2
. (2.17)

Proof: According to (2.9) and (2.13), the sum rate gap between MIMO-NOMA

and MIMO-OMA is given by

4Sm,2 = log2{1 + ρΩm,1|vHm,1Hm,1pm|2}

+ log2

{
1 +

ρΩm,2|vHm,2Hm,2pm|2

1 + ρΩm,1|vHm,2Hm,2pm|2

}

− log2(1 +
2∑
l=1

ρΩm,l|vHm,lHm,lpm|2).

(2.18)

After replacing Ωm,2 with 1 − Ωm,1, the only variable is Ωm,1. It can be easily

proved that when (2.17) is satisfied, ∂4Sm,2
∂Ωm,1 = 0. Moreover, ∂4Sm,2

∂Ωm,1 > 0 when Ωm,1 <
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√
ρ|vHm,1Hm,1pm|2+1−1
ρ|vHm,1Hm,1pm|2 , and ∂4Sm,2

∂Ωm,1 < 0, otherwise. Therefore, the sum rate gap is maxi-

mized when (2.17) holds. In addition, since ρ|vHm,1Hm,1pm|2 > 0, it can be easily proven

that 0 <
√
ρ|vHm,1Hm,1pm|2+1−1
ρ|vHm,1Hm,1pm|2 < 1, which fits the range of Ωm,1.

Accordingly, for the two user case, we can calculate the maximum sum rate gap be-

tween MIMO-NOMA and MIMO-OMA by substituting the value of Ωm,1 from (2.17) into

(2.18).

Remark. It is somewhat surprising that the power coefficient maximizing the sum rate gap

is only determined by the channel of the first user. Moreover, according to (2.17), it can be

easily verified that Ωm,1 declines with ρ|vHm,1Hm,1pm|2. Specifically, when ρ|vHm,1Hm,1pm|2 →

0, Ωm,1 → 0.5, and ρ|vHm,1Hm,1pm|2 → ∞, Ωm,1 → 0. Thus, it can be further concluded

that Ωm,1 < 0.5 for any value of ρ|vHm,1Hm,1pm|2. This is consistent with the concept of

NOMA, in which a larger proportion of power should be allocated to the user with worse

channel condition.

2.4.2 Ergodic Sum Capacity

Corollary 1. For any power split in MIMO-OMA, a larger ergodic sum rate can be

achieved by MIMO-NOMA via assigning the same power split to the latter. In particular,

when the power split is optimal for MIMO-OMA, a larger ergodic sum capacity can be

achieved by MIMO-NOMA.

Proof: As shown in the previous section, MIMO-NOMA strictly outperforms

MIMO-OMA in terms of sum rate under any instantaneous channel gains of Hm,l. By

applying the expectation operator, it is straightforward to claim that the ergodic sum

rate of MIMO-NOMA is always larger than that of MIMO-OMA. Likewise, it is easy

to verify that the ergodic sum capacity of MIMO-NOMA is always larger than that of

MIMO-OMA. Additionally, it is worth noticing that the conclusions hold regardless of
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the distribution of Hm,l.

To summarize, the same conclusion as for the sum channel capacity holds true for the

ergodic sum capacity. Thus, even for the case of multiple users per cluster, MIMO-NOMA

strictly outperforms MIMO-OMA in terms of both sum channel capacity and ergodic sum

capacity.

2.5 User Admission

Analytical results obtained in the previous section validate that MIMO-NOMA strictly

outperforms MIMO-OMA in terms of both sum rate and ergodic sum rate, even when

there are multiple users in a cluster. Does this mean we should group a large number of

users in a cluster to increase the system capacity in terms of the number of users? Clearly,

SIC at the receiver becomes increasingly complicated when more users are included in a

cluster, which limits the practical number of users per cluster. Furthermore, the study

of how the sum rate varies with the number of admitted users is of interest, which we

explore in the following section.

2.5.1 Sum Rate versus Number of Users

Here the MIMO-NOMA sum rate between the case of l and l+ 1 users in the mth cluster

is compared. For notational simplicity, the index of the cluster, m, and the NOMA

superscript are omitted. The power allocation coefficients for 1-to-l and 1-to-(l+ 1) users

are denoted as Ω1, . . . ,Ωl and Θ1, . . . ,Θl+1 respectively, satisfying ∑l
k=1 Ωk = ∑l+1

k=1 Θk =

1, and Ωk ≥ Θk,∀k ∈ {1, . . . , l}. Additionally, we set Ξk = ρ|vHk Hkp|2, k ∈ {1, . . . , l + 1}

for notational simplicity, and the effective channel of the users follow the order in (3.6),

i.e., Ξ1 ≥ · · · ≥ Ξl+1.
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According to (3.7), the sum rate up to l users can be easily re-written as

S(l) =
l∑

k=1
R

(l)
k

= log2(1 + Ω1Ξ1) +
l∑

k=2
log2

(
1 +∑k

i=1 ΩiΞk

1 +∑k−1
i=1 ΩiΞk

)
,

(2.19)

where R(l)
k denotes the rate of the kth user for the case of l users in total.

Likewise, the sum rate for the l + 1 users can be expressed as

S(l+1) =
l+1∑
k=1

R
(l+1)
k

= log2(1 + Θ1Ξ1) +
l∑

k=2
log2

1 +∑k
i=1 ΘiΞk

1 +∑k−1
i=1 ΘiΞk

+ log2
1 + Ξl+1

1 +∑l
i=1 ΘiΞl+1

,

(2.20)

where R(l+1)
k denotes the rate of the kth user for the case of l + 1 users in total.

Combining (2.19) and (2.20), the difference between the two sum rates, denoted by

Λ = S(l+1) − S(l), can be expressed as
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Λ = log2
1 + Θ1Ξ1

1 + Ω1Ξ1
+ log2

1 + Ξl+1

1 +∑l
i=1 ΘiΞl+1

+
l∑

k=2
log2

1 +∑k
i=1 ΘiΞk

1 +∑k−1
i=1 ΘiΞk

× 1 +∑k−1
i=1 ΩiΞk

1 +∑k
i=1 ΩiΞk

= log2
1 + Θ1Ξ1

1 + Ω1Ξ1
+ log2

1 + Ξl+1

1 +∑l
i=1 ΘiΞl+1

+
l∑

k=2
log2

1 +∑k
i=1 ΘiΞk

1 +∑k
i=1 ΩiΞk

× 1 +∑k−1
i=1 ΩiΞk

1 +∑k−1
i=1 ΘiΞk

= log2

{
1 + Θ1Ξ1

1 + Ω1Ξ1
× 1 + Ξl+1

1 +∑l
i=1 ΘiΞl+1

×
l∏

k=2

1 +∑k
i=1 ΘiΞk

1 +∑k
i=1 ΩiΞk

× 1 +∑k−1
i=1 ΩiΞk

1 +∑k−1
i=1 ΘiΞk

}

= log2

{
1 + Θ1Ξ1

1 + Ω1Ξ1
× 1 + Ω1Ξ2

1 + Θ1Ξ2︸ ︷︷ ︸
Λ1

×
l−1∏
k=2

1 +∑k
i=1 ΘiΞk

1 +∑k
i=1 ΩiΞk

× 1 +∑k
i=1 ΩiΞk+1

1 +∑k
i=1 ΘiΞk+1︸ ︷︷ ︸

Λ2

× 1 +∑l
i=1 ΘiΞl

1 +∑l
i=1 ΩiΞl

× 1 + Ξl+1

1 +∑l
i=1 ΘiΞl+1︸ ︷︷ ︸

Λ3

}
.

(2.21)

First, let us consider Λ1, which is given by

Λ1 = 1 + Θ1Ξ1 + Ω1Ξ2 + Θ1Ξ1Ω1Ξ2

1 + Ω1Ξ1 + Θ1Ξ2 + Ω1Ξ1Θ1Ξ2
. (2.22)

Due to (Ξ1 − Ξ2)(Θ1 − Ω1) ≤ 0, it can be easily shown that Λ1 ≤ 1.

Likewise, the same method for Λ2 can be applied. Indeed, owing to∑k
i=1(Θi−Ωi)(Ξk−

Ξk+1) ≤ 0, it can be easily verified that each element in Λ2 does not exceed 1. Thus, it is

obtained Λ2 ≤ 1.
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As for Λ3, by applying ∑l
i=1 Ωi = 1, we have

Λ3 = 1 +∑l
i=1 ΘiΞl + Ξl+1 +∑l

i=1 ΘiΞlΞl+1

1 +∑l
i=1 ΘiΞl+1 + Ξl +∑l

i=1 ΘiΞlΞl+1
. (2.23)

As (Ξl − Ξl+1)(∑l
i=1 Θi − 1) ≤ 0, then Λ3 ≤ 1. By combining the results for Λ1,Λ2

and Λ3 in (2.21), it leads to Λ ≤ 0.

To conclude, the more users are admitted, the lower the sum rate is obtained. This

requires further consideration of the tradeoff between the sum rate and number of admit-

ted users. We will thus consider the problem of maximizing the user admission when the

users SINR thresholds are given.

2.5.2 Proposed User Admission Scheme

The SINR thresholds of the L users in the mth cluster are denoted as Γ1, . . . ,ΓL. In

addition, the maximum number of admitted users is represented as l, l ∈ {0, 1, . . . , L}.

Further, the l admitted users are denoted as a1, a2, . . . , al. Accordingly, the problem can

be formulated as

max
Ω

l (2.24a)

s.t. γk ≥ Γk, k ∈ {a1, a2, . . . , al} (2.24b)
al∑

k=a1

Ωk ≤ 1, (2.24c)

where Ω = [Ω1, . . . ,ΩL] is the vector whose elements are the power allocation coefficients,

and γk is the SINR of the kth admitted user, given by

γk = ρΩk|vHk Hkp|2

1 + ρ
∑k−1
i=1 Ωi|vHk Hkp|2

. (2.25)
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By combining (2.24b) and (2.25), we have

Ωk > Γk
k−1∑
i=1

Ωi + Γk
ρ|vHk Hkp|2

, (2.26)

where variables are only ∑k−1
i=1 Ωi, since the other parameters, i.e., ρ, Γk, and |vHk Hkp|2,

are known at the BS. Therefore, if the power coefficient among users is allocated in an

ascending order, i.e., from the 1st user to the Lth user sequentially, we can obtain the

power coefficient for the kth user easily, since ∑k−1
i=1 Ωi is already known. Specifically, the

power coefficient for the 1st user is calculated as

Ω1 = Γ1

ρ|vH1 H1p|2
. (2.27)

Sequentially and iteratively, when the power coefficient of the 1st user is known, it is

employed to allocate the power coefficient to the 2nd user. According to (2.26), we have

Ω2 = Γ2Ω1 + Γ2

ρ|vH2 H2p|2
. (2.28)

Likewise, the power coefficient for the kth user can be expressed as

Ωk = Γk
k−1∑
i=1

Ωi + Γk
ρ|vHk Hkp|2

. (2.29)

Obviously, power allocation for all users can be obtained according to (2.29). However,

it should be noted that the total power constraint has not been considered yet during

the user admission process above. Thus, when calculating the power coefficient for the

kth user, we also need to ensure that the total power assigned to users, ∑k
i=1 Ωi, does

not exceed 1. This is obtained by comparing Γk
∑k−1
i=1 Ωi + Γk

ρ|vH
k

Hkp|2 with 1 − ∑k−1
i=1 Ωi

during each allocation phase. Whenever Γk
∑k−1
i=1 Ωk + Γk

ρ|vH
k

Hkp|2 < 1−∑k−1
i=1 Ωi, it implies

that there is not enough power left to be assigned to the kth user to satisfy its SINR
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requirement. Therefore, the user admission process stops and the allocated power for

the kth user is zero. Evidently, the same holds for {k + 1, . . . , L} users, i.e., Ωi = 0, i ∈

{k, . . . , L}. The admitted users are 1st user, 2nd user, . . . , (k − 1)th user, with the

allocated power coefficient given by (2.29).

As for the optimality of the proposed user admission scheme, the following theorem

and corollary provide the results.

Theorem 2.3. The proposed scheme maximizes the number of admitted users when the

SINR thresholds of the users satisfy the following conditions:

Γ1

|vH1 H1p|2
≤ · · · ≤ Γl

|vHl Hlp|2
(2.30a)

Γm ≤ Γn,∀m ∈ {1, . . . , l}, n ∈ {l + 1, . . . , L}, (2.30b)

where l represents the total number of admitted users under the proposed scheme.

Proof: Refer to Appendix.

Corollary 2. The proposed user admission scheme is optimal in terms of both sum rate

and number of admitted users when the SINR thresholds of the users are equal.

Proof: According to the channel ordering, namely 2.6, it is easy to verify that

Γk = Γ, k ∈ {1, . . . , L} satisfies both (2.30a) and (2.30b). Thus, one can conclude that

the proposed user admission scheme is optimal in terms of the number of admitted users

based on Theorem 2.3. In addition, since the SINR thresholds of the users are equal,

maximizing the number of admitted users also leads to the maximization of the sum rate.

Remark. When the SINR thresholds of the users are different, the proposed scheme still

achieves good performance in balancing the tradeoff between sum rate and number of
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admitted users. Specifically, when (3.33a) and (3.33b) are met, the proposed scheme

maximizes the number of admitted users, although the sum rate may be suboptimal. On

the other hand, when (3.33a) is met, but (3.33b) is violated, namely, the SINR thresholds

of the admitted users are higher than that of the remaining users, the proposed scheme

may be suboptimal in terms of the number of admitted users, while the sum rate is still

high due to two reasons: a) the admitted users have higher SINR thresholds; b) as less

users are admitted, less interference among users is introduced; therefore, an increased

sum rate is obtained.

In addition, the computational complexity of the proposed user admission scheme is

only linear to the number of users per cluster.

Proof: For the proposed scheme, the user admission is carried out sequentially

from the 1st user to the Lth user, and for each user admission process, a constant term

of operations, i.e., O(1),2 is required. In all, the computational complexity is only linear

to the number of users per cluster, i.e., O(L).

2.6 Simulation Results

In this section, simulation results are presented to verify the performance of MIMO-

NOMA over MIMO-OMA, and validate the accuracy of the developed theoretical results.

The parameters used in the simulations are listed in Table 2.1.

Fig. 2.1 compares the sum rate of MIMO-NOMA and MIMO-OMA in two cases: with

two users and three users per cluster, respectively. The total power is set to 35 dBm in

simulations, and Ωm,1 denotes the power coefficient for the first user. For the case of two

users, the remaining power is allocated to the second user. For three users, the remaining
2For the kth user, the calculation of

∑k−1
i=1 Ωi seems to require k − 1 operations. However, if we set

Sp =
∑k−1

i=1 Ωi, Sp can be updated through Sp = Sp + Ωk, and only one operation is needed. Thus,
according to (2.29), only 5 operations (2 ′+′, 2 ′×′, and 1 ′/′) are needed to obtain Ωk.
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Fig. 2.1: Sum rate achieved by MIMO-NOMA and MIMO-OMA as the power coefficient
varies.

Ω'
m

,2

a) MIMO-NOMA

0

1

2

4

0.95

6

S
um

 R
at

e 
[b

ps
/H

z]

0.8

8

0.5 0.6

Ω m,1

10

0.4
0.2

0 0
b) MIMO-OMA

0

1

2

4

0.95

6

S
um

 R
at

e 
[b

ps
/H

z]

0.8

Ω'
m

,2

8

0.5 0.6

Ω m,1

10

0.4
0.2

0 0
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Table 2.1: Simulation Parameters.

Parameters Value
Number of antennas M = 3, N = 3
Channel bandwidth 10 [MHz]

Thermal noise density −174 [dBm]
Path-loss model 114 + 38 log10(d), d in kilometer

power is equally divided between the second and third user. Note that the scenario that

the remaining power is arbitrarily divided between the second and third user is shown

in Fig. 2.2. Clearly, the sum rate of both MIMO-NOMA and MIMO-OMA in two cases

increases with Ωm,1, which is due to the fact that more power is allocated to the user with

better channel gain. Specifically, when Ωm,1 = 0, for the two user case, the same sum

rate is achieved for both MIMO-NOMA and MIMO-OMA, since only the second user

is being served. On the other hand, for the three users case, MIMO-NOMA is slightly

larger than MIMO-OMA, since two users are being served. In contrast, when Ωm,1 = 1,

the sum rate of both MIMO-NOMA and MIMO-OMA in two cases is the same since only

the first user is served. In addition, for any other power split, MIMO-NOMA outperforms

MIMO-OMA for both cases, which coincides with our result that MIMO-NOMA always

has a larger sum rate than MIMO-OMA, even when there are multiple users in a cluster.

Furthermore, for MIMO-NOMA, the two user case always has a larger sum rate when

compared with the three users case, which matches the finding that when more users are

admitted into a cluster, a lower sum rate is obtained.

Further, Fig. 2.2 generalizes the case for three users from Fig. 2.1, since now an ar-

bitrary power split is provided for all three users. Thus, a three-dimensional figure is

displayed, in which the y-axis scaled by 1 − Ωm,1 represents the power coefficient of the

second user, i.e., Ωm,2 = Ω′m,2(1− Ωm,1).3 Additionally, the remaining power is allocated

to the third user. For both MIMO-NOMA and MIMO-OMA, the sum rate increases sig-
3Note that in Fig. 2.2, Ωm,1 does not reach 1. The case of Ωm,1 = 1 can be seen in Fig. 2.1, when

the sum rates for NOMA and OMA are the same.
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Fig. 2.3: Fairness comparison between MIMO-NOMA and MIMO-OMA for two users as
the power coefficient varies.
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Fig. 2.5: Sum rate for MIMO-NOMA and MIMO-OMA vs. the transmit power.

nificantly with Ωm,1. Meanwhile, when Ωm,1 is fixed, both sum rates grow gradually with

Ωm,2. These again illustrate that when more power is allocated to the user with better

channel, a higher sum rate is achieved. On the other hand, when comparing Figs. 2.2a)

and 2.2b), it can be seen that MIMO-NOMA always obtains a higher sum rate than

MIMO-OMA for any power split among the users, which is in accordance with Theorem

2.2. Indeed, the maximum gap between MIMO-NOMA and MIMO-OMA is 2.04 bps/Hz,

which is obtained at the point with Ωm,1 = 0.05,Ωm,2 = 0.95. In this case, only two

users are admitted, and this can be explained by the fact that the two user case has a

larger sum rate, which is likely to lead to a larger gap. For the two user case, the power

allocation coefficients are consistent with the conclusion of Lemma 2.4, since during the

simulation, ρ|vHm,1Hm,1pm|2 = 321, and thus we have Ωm,1 = 0.053, which is close to 0.05.

Figs. 2.3 and 2.4 compare the Jain’s fairness index (JFI) [16] of MIMO-NOMA and

MIMO-OMA when there are two and three users in a cluster, respectively. Note that
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Fig. 2.6: Ergodic sum rate for MIMO-NOMA and MIMO-OMA vs. the transmit power.

Ω′m,2 has the same meaning as in Fig. 2.2. For both MIMO-NOMA and MIMO-OMA,

for the two users case, the JFI first increases with the power coefficient to the first user

(Ωm,1). After a certain point, i.e., around 0.1, the JFI decreases as Ωm,1 grows. This

trend is expected, as when Ωm,1 is small, increasing its value leads to a more balanced

rate distribution between the two users. After the point where the data rate of the first

user reaches that of the second user, increasing Ωm,1 results in less fair rate distribution.

For the three user case, as shown in Fig. 2.4, the JFI exhibits the same trend as Ωm,1

varies. When Ωm,1 is fixed, the relationship between JFI and Ωm,2 is more complex, and

depends on the specific value of Ωm,1. In all, it can be seen that MIMO-NOMA dominates

MIMO-OMA in both cases, which validates that MIMO-NOMA exhibits better fairness

when compared with MIMO-OMA.

Figs. 2.5 and 2.6 respectively investigate the sum rate and ergodic sum rate variation

with the transmit power for MIMO-NOMA and MIMO-OMA. Although there exists
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Fig. 2.7: Number of admitted users vs. target SINR.

some fluctuation in Fig. 2.5, due to the variation of the wireless channel, it is still quite

clear that the sum rate of both MIMO-NOMA and MIMO-OMA grows with the transmit

power. This trend becomes more obvious in Fig. 2.6, since the ergodic operation reduces

the fluctuation of the channel. Moreover, in both two and three user cases, the sum rate

and ergodic sum rate of MIMO-NOMA is larger than that of MIMO-OMA, which further

validates our finding in Theorem 2.2. Meanwhile, as for MIMO-NOMA, the two user case

always has a larger sum rate and ergodic sum rate than the three users case, which also

verifies our point that as the number of admitted users increases in a cluster, the sum

rate decreases.

In Figs. 2.7, 2.8 and 2.9, we focus on the performance of the proposed user admission

scheme. As shown in Fig. 2.7, the number of admitted users per cluster declines with

the target SINR regardless of the transmit power level. This can be easily explained by

the fact that as the target SINR increases, more power is needed to satisfy each admitted
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Fig. 2.8: Number of admitted users vs. number of requesting users with different transmit
power.

user. Since the total transmit power is fixed, the number of admitted users decreases

accordingly. On the other hand, if the total transmit power increases, more users can be

admitted, which is verified by the difference in the number of admitted users when the

total transmit power is 30 dBm, 40 dBm and 50 dBm, respectively. When the target SINR

is 5 dB, about 4 users can be admitted into each cluster even when the total transmit

power is 30 dBm, which indicates the effectiveness of the proposed user admission scheme.

Further, when the total transmit power is 50 dBm, about 6.5 users on average are admitted

to each cluster.

Figs. 2.8 and 2.9 illustrate how the number of admitted users per cluster varies with

that of the requesting users per cluster. Specifically, Fig. 2.8 shows results for different

transmit powers, while Fig. 2.9 displays results for different target SINRs. Note that the

target SINR is set to 10 dB in Fig. 2.8, whereas the total transmit power is set to 35 dBm
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Fig. 2.9: Number of admitted users vs. number of requesting users with different target
SINR.

in Fig. 2.9. From these figures, it can be observed that the number of admitted users per

cluster grows with that of the requesting users. This is due to the fact that with more

users requesting admission, more users are likely to have a better channel. According

to the proposed user admission scheme, i.e., (2.29), less power is required to admit one

user when it has a good channel gain. Therefore, more users can be admitted with the

same total transmit power. Further, as expected, results in Figs. 2.8 and 2.9 show that

the number of admitted users per cluster grows with the total transmit power, while it

decreases with the target SINR, respectively.

In Figs. 2.10 and 2.11, the performance of the proposed algorithm and exhaustive

search is compared. Specifically, the exhaustive search is conducted as follows: first,

we consider all possible combinations of the users; then, for each combination, we use

(2.29) to allocate the power coefficient to each user, and decide whether this combination
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Fig. 2.10: Proposed algorithm vs. exhaustive search when the target SINRs of the users
are equal.
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Fig. 2.11: Proposed algorithm vs. exhaustive search when the user target SINRs are
different.
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is feasible or not; among all feasible combinations, we select the ones with the largest

number of users; lastly, from the selected ones, the one with the highest sum rate is

chosen. In simulations, the number of requesting users is 8, and results are obtained from

1000 trials. Note that PA and ES in the legend represent the proposed algorithm and

exhaustive search, respectively.

In Fig. 2.10, the target SINR of all users is equal, and the number in the legend

represents its value. According to Fig. 2.10, it can be seen that the performance of the

proposed algorithm is the same as the one of the exhaustive search in terms of both sum

rate and number of admitted users for all three target SINRs. In addition, the number of

admitted users decreases with the target SINRs, while the sum rate exhibits an opposite

trend. The former can be easily explained, whereas the latter is due to the fact that the

increase in the data rate of the admitted users dominates the decrease in the number of

admitted users.

Furthermore, in Fig. 2.11, the comparison is conducted when the target SINRs are

different. Specifically, each user is randomly assigned a target SINR value of 5, 10, or 15

dB. As can be seen from Fig. 2.11, the exhaustive search achieves better result in terms

of the number of admitted users per cluster. However, the gap between the proposed

algorithm and exhaustive search is minor. In particular, when the transmit power is 50

dBm, the gap reaches a peak, which is only 0.27. On the other hand, as for the sum rate,

a similar performance is achieved. Additionally, the complexity of exhaustive search is

N !, while the proposed algorithm has a low complexity, i.e., linear to the number of users

per cluster. To conclude, these results verify the effectiveness of the proposed algorithm

also when the users’ target SINRs are different.
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2.7 Conclusion

This chapter compared the capacity of MIMO-NOMA with that of MIMO-OMA, when

multiple users are grouped into a cluster. The superiority of MIMO-NOMA over MIMO-

OMA was demonstrated in terms of both sum channel capacity and ergodic sum ca-

pacity. Furthermore, the power coefficient value that maximizes the sum rate gap be-

tween MIMO-NOMA and MIMO-OMA was derived, when there are two users per clus-

ter. Meanwhile, for two and three users per cluster, numerical results also verified that

MIMO-NOMA dominates MIMO-OMA in terms of user fairness. It was also proved that

the more users are admitted to the same cluster, the lower is the achieved sum rate,

which implies a tradeoff between sum rate and number of admitted users. On this basis,

a user admission scheme was proposed, which achieves optimal results in terms of both

sum rate and number of admitted users when the SINR thresholds of the users are equal.

When the SINR thresholds of the users are different, the proposed scheme still achieves

good performance in balancing both criteria. Furthermore, the proposed scheme is of

low complexity, i.e., linear in the number of users in each cluster. Finally, the developed

analytical results were validated by simulation results.

Appendix

Proof of Lemma 2.1

At the receiver side of user (m, l), the following constraint has to be satisfied in order to

implement SIC effectively:

Rk
m,l ≥ RNOMA

m,k ,∀k ∈ {l + 1, . . . , L}, (2.31)
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where Rk
m,l denotes the data rate of user (m, k) achieved at the receiver (m, l), whereas

RNOMA
m,k represents the achievable data rate of user (m, k) at its receiver side. Indeed, the

above equation guarantees that user (m, l) can remove the interference of those users with

worse channel gains, i.e., (m, l + 1), . . . , (m,L). According to the order of the effective

channel gains, i.e., |vHm,lHm,lpm|2 ≥ |vHm,kHm,kpm|2,∀k ≥ l, we have

Rk
m,l = log2

(
1 + ρΩm,k|vHm,lHm,lpm|2

1+ρ
∑k−1

i=1 Ωm,i|vHm,lHm,lpm|2

)

≥ log2

(
1 + ρΩm,k|vHm,kHm,kpm|2

1+ρ
∑k−1

i=1 Ωm,i|vHm,kHm,kpm|2

)

= RNOMA
m,k .

(2.32)

Thus, Rk
m,l ≥ RNOMA

m,k ,∀k ∈ {l+ 1, . . . , L} is always true. Consequently, the use of SIC

is always guaranteed at the receiver (m, l) owing to the ordering of the effective channel

gains, and this puts no extra constraints on the system.

Proof of Theorem 2.1

For simplicity of notation, let Kl = ρΩm,l|vHm,lHm,lpm|2, l ∈ {1, . . . , L}. Theorem 2.1 can

be proved via mathematical induction, and the hypothesis is

SOMA
m,L1 ≤ (

L1∑
l=1

λm,l) log2(1 +
∑L1
l=1 Kl∑L1
l=1 λm,l

), (2.33)

where SOMA
m,L1 represents the sum rate for the first L1 users, L1 ∈ {1, . . . , L}. Obviously,

the first user satisfies the hypothesis, since SOMA
m,1 = ROMA

m,1 = λm,1 log2(1 + K1
λm,1

).
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Then, let us consider the case of L2 = L1 + 1, and we have

SOMA
m,L2

= SOMA
m,L1 + λm,L2 log2(1 + KL2

λm,L2

)

≤ (
L1∑
l=1

λm,l) log2(1 +
∑L1
l=1Kl∑L1
l=1 λm,l

) + λm,L2 log2(1 + KL2

λm,L2

)

= (
L2∑
l=1

λm,l)
[∑L1

l=1 λm,l∑L2
l=1 λm,l

log2(1 +
∑L1
l=1 Kl∑L2
l=1 λm,l

∑L2
l=1 λm,l∑L1
l=1 λm,l

)

+ λm,L2

(∑L2
l=1 λm,l)

log2(1 + KL2∑L2
l=1 λm,l

∑L2
l=1 λm,l
λm,L2

)
]
.

(2.34)

Let λ =
∑L1

l=1 λm,l∑L2
l=1 λm,l

, then 1 − λ = λm,L2
(
∑L2

l=1 λm,l)
. In addition, let K ′1 =

∑L1
l=1Kl∑L2
l=1 λm,l

and

K ′2 = KL2∑L2
l=1 λm,l

. The polynomial in the bracket can be reformulated as λ log2(1 + K′1
λ

) +

(1 − λ) log2(1 + K′2
1−λ), which has the same form as [15, eq. (12)]. According to Lemma

2.2, it can be written as log2(1 +
∑L2

l=1 Kl∑L2
l=1 λm,l

), satisfying
∑L1

l=1 Kl∑L1
l=1 λm,l

= KL2
λm,L2

. Thus, we have

SOMA
m,L2 ≤ (∑L2

l=1 λm,l) log2(1 +
∑L2

l=1Kl∑L2
l=1 λm,l

), which also fits the hypothesis.

Lastly, we consider the case for L users. Due to ∑L
l=1 λm,l = 1, we have SOMA

m,L ≤

log2(1+∑L
l=1Kl) = log2(1+∑L

l=1 ρΩm,l|vHm,lHm,lpm|2). Here Theorem 2.1 is proved. More-

over, it is easy to conclude that the equality is achieved when Ωm,1|vHm,1Hm,1pm|2

λm,1
= · · · =

Ωm,l|vHm,LHm,Lpm|2

λm,L
. Correspondingly, we have λm,l = Ωm,l|vHm,lHm,lpm|2∑L

1 Ωm,l|vHm,lHm,lpm|2
,∀ l ∈ {1, . . . , L}.

Proof of Lemma 2.3

According to inequality 2.6, we have ρΩm,k|vHm,kHm,kpm|2 ≥ ρΩm,k|vHm,lHm,lpm|2,∀k ≤ l.

Consequently, it can be concluded that

1 + ρ
∑l
k=1 Ωm,k|vHm,kHm,kpm|2

1 + ρ
∑l
k=1 Ωm,k|vHm,lHm,lpm|2

≥ 1, l ∈ {1, . . . , L}. (2.35)
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Further, the above equation can be used to obtain the lower bound for the sum rate

for MIMO-NOMA via mathematical induction, and the hypothesis is that the sum rate

for the first l users, denoted as SNOMA
m,l is bounded by

SNOMA
m,l ≥ log2(1 + ρ

l∑
k=1

Ωm,k|vHm,kHm,kpm|2). (2.36)

Clearly, the first user satisfies (2.36), since SNOMA
m,1 = RNOMA

m,1 = log2(1+ρΩm,1|vHm,1Hm,1pm|2) ≥

log2(1 + ρΩm,1|vHm,1Hm,1pm|2).

Next, the case for l + 1 users is proved as follows:

SNOMA
m,l+1 = SNOMA

m,l +RNOMA
m,l+1

≥ log2(1 + ρ
l∑

k=1
Ωm,k|vHm,kHm,kpm|2)

+ log2(1 +
ρΩm,l+1|vHm,l+1Hm,l+1pm|2

1 + ρ
∑l
k=1 Ωm,k|vHm,l+1Hm,l+1pm|2

)

= log2(1 + ρ
l∑

k=1
Ωm,k|vHm,kHm,kpm|2

+ ρΩm,l+1|vHm,l+1Hm,l+1pm|2

×
(1 + ρ

∑l
k=1 Ωm,k|vHm,kHm,kpm|2)

1 + ρ
∑l
k=1 Ωm,k|vHm,l+1Hm,l+1pm|2

)

≥ log2(1 + ρ
l+1∑
k=1

Ωm,k|vHm,kHm,kpm|2),

(2.37)

where the last inequality comes from (2.35).

Thus, when all L users are considered, we have SNOMA
m,L ≥ log2(1+ρ∑L

k=1 Ωm,k|vHm,kHm,kpm|2).

Hence, Lemma 2.3 is proved.
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Proof of Theorem 2.3

Consider the case in which only l users can be admitted to themth cluster when employing

the proposed user admission scheme. Suppose there exists an alternate scheme, which also

admits l users, denoted as a1, a2, . . . , al. Theorem 2.3 can be proved through contradiction.

Specifically, the proof consists of two steps: 1) it is shown that the sum power required

by the alternate scheme always exceeds that of the proposed scheme; and 2) based on

(1), assume that the alternate scheme can admit an extra user, this user should also be

admitted by the proposed scheme, which conflicts with the proposition that only l users

can be admitted by the proposed scheme. Consequently, no other scheme can admit a

larger number of users than the proposed one.

Step 1: The power coefficients of the proposed scheme and the alternate one are de-

noted as Ω1,Ω2, . . . ,Ωl, and Ωa1 ,Ωa2 , . . . ,Ωal , respectively. For notational simplicity, let

Gk = |vHk Hkp|2, k ∈ {1 , 2 , . . . , l}, and Gak = |vHakHakp|2, ak ∈ {a1, a2, . . . , al}. With-

out loss of generality, the admitted l users for the alternate scheme are also ranked in

a descending order according to their channel gains, i.e., Ga1 ≥ · · · ≥ Gal . Thus, it

can be easily observed that Gak ≤ Gk, since k ≤ ak due to the channel order and user

admission order of both schemes. Moreover, according to (2.26) and (2.29), we have

Ωak ≥ Γak
∑k−1
i=1 Ωai + Γak

ρGak
, and Ωk = Γk

∑k−1
i=1 Ωi + Γk

ρGk
, respectively. After some alge-

braic manipulations, the sums of the power coefficients for the proposed scheme and the

alternate one can be expressed as

Ψ =
l∑

k=1

Γk
ρGk

l∏
i=k+1

(Γi + 1) (2.38a)

Ψa ≥
al∑

ak=1

Γak
ρGak

al∏
ai=ak+1

(Γai + 1), (2.38b)

where Ψ and Ψa denote the sums of the power coefficients for the proposed scheme and
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the alternate one, respectively.

By using (2.30a), (2.30b) and Gak ≤ Gk, it can be easily obtained that Γk
Gk
≤ Γak

Gak
, and∏l

i=k+1(Γi + 1) ≤ ∏al
ai=ak+1(Γai + 1). Thus, Ψ ≤ Ψa, which means that to admit the same

number of users, the proposed scheme requires the minimum power.

Step 2: Suppose the alternate scheme can admit an extra user, al+1, whose power

coefficient and channel gain are denoted as Ωal+1 and Gal+1 , respectively. According to

(2.26) and (2.24b), we have Ωal+1 ≥ Γal+1Ψa + Γal+1
ρGal+1

, which must satisfy Ωal+1 + Ψa ≤ 1.

On this basis, it is easy to verify that user al+1 can also be admitted by the proposed

scheme, since Ω′al+1
+ Ψ ≤ Ωal+1 + Ψa ≤ 1, where Ω′al+1

= Γal+1Ψ + Γal+1
ρGal+1

denotes the

power coefficient of user al+1 under the proposed scheme. Clearly, this conflicts with the

proposition that only l users can be admitted by the proposed scheme.
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Chapter 3

Energy-Efficient Power Allocation

for MIMO-NOMA with Multiple

Users in a Cluster

3.1 Abstract

In this chapter, energy-efficient PA is investigated for a MIMO-NOMA system with mul-

tiple users in a cluster. To ensure the QoS for the users, a minimum rate requirement

is pre-defined for each user. Because of the QoS requirement, it is first necessary to de-

termine whether the considered energy efficiency (EE) maximization problem is feasible

or not, by comparing the total transmit power with the required power for satisfying the

QoS of the users. If feasible, a closed-form solution is provided for the corresponding sum

rate maximization problem, and on this basis, the EE maximization problem is solved by

applying non-convex fractional programming. Otherwise, a low complexity user admis-

sion scheme is proposed, which admits users one by one following the ascending order of

the required power for satisfying the QoS. Numerical results are presented to validate the
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effectiveness of the proposed energy-efficient PA strategy and user admission scheme.

3.2 Introduction

Power-domain NOMA has been widely considered as a promising candidate for the next

generation of wireless communication systems [1–5]. By applying superposition coding

at the transmitter and successive interference cancellation (SIC) at the receiver, NOMA

multiplexes multiple users in the power domain, to access the same time-frequency re-

source. When compared with conventional OMA scheme, NOMA achieves higher spectral

efficiency (SE) [6–8]. The authors in [6] show via simulation that NOMA provides a larger

sum rate than OMA, while in [7], the authors prove the dominance of NOMA over OMA

by comparing their achievable rate regions. Furthermore, the authors in [8] validate that

NOMA achieves higher ergodic sum rate than OMA for a cellular downlink scenario with

randomly deployed users.

However, the above works only consider SISO channels. Recently, MIMO has also been

integrated into NOMA to further enhance the SE [9–13]. For MIMO-NOMA systems,

users are usually paired into clusters to reduce the complexity of SIC at the receiver, with

users in the same cluster sharing a common beamformer. The authors in [9] and [10] show

that MIMO-NOMA achieves larger sum rates than MIMO-OMA for a two-user multi-

cluster system, while [11] and [12] further validate that this performance advantage still

holds for a multi-user per cluster system. Note that the above works only consider power

allocation (PA) within each cluster, by allocating equal power to each cluster. In [13],

the authors propose a beamspace MIMO-NOMA scheme for a millimeter wave system,

which allows power to be distributed among clusters. Simulation results illustrate that

the proposed beamspace MIMO-NOMA achieves higher SE when compared with existing

beamspace MIMO-OMA. In [14], the authors extend the study of MIMO-NOMA from
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single cell to multicell and investigate the precoder design. Numerical results show that

the proposed NOMA design improves both edge and sum throughput compared with

conventional OMA.

Nevertheless, the studies above mainly focus on the SE of NOMA systems. As energy

efficiency (EE) becomes one of the major concerns for 5G, it is of interest to investigate

the EE for NOMA [15–17]. In [15], the authors study the joint subchannel assignment

and PA to maximize the EE for a multi-carrier NOMA system. The obtained simulation

results show that NOMA achieves higher SE and EE than OMA. However, this work is

only applicable to systems with two users per cluster. In [16], EE is studied under a single-

carrier multi-user NOMA system with QoS requirement for each user. A PA algorithm

is proposed based on non-convex fractional programming, and numerical results validate

that NOMA exhibits better EE performance than OMA. Note that both [15] and [16]

consider SISO systems. Since current and future communication systems rely on the

multiple antenna (MIMO) structure, the EE under MIMO-NOMA is of interest. In [17],

the authors investigate the EE in a millimeter wave massive MIMO-NOMA system with a

low-complexity radio frequency (RF) chain structure at the BS. A hybrid analog/digital

precoding scheme is proposed first. Based on this, a PA problem aiming to maximize the

EE is formulated under users’ quality of service (QoS) requirements and per-cluster equal

power constraint, and an iterative algorithm is proposed to obtain an optimal PA.

To the best of our knowledge, none of the existing works has studied the EE for a multi-

cluster MIMO-NOMA with multiple users per cluster. Moreover, most existing studies

assume that the total transmit power is large enough to satisfy the QoS requirements for

all users, without considering the situation when this assumption does not hold [15–17].

Toward filling this research gap, the contributions of this chapter are summarized as

follows:

• This chapter studies the EE for a multi-cluster multi-user MIMO-NOMA system
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with pre-defined QoS for each user in a systematic way: it is first determined whether

all users can be admitted or not by comparing the total transmit power with the

power required to satisfy the QoS for all users; when all users can be admitted,

the objective is to maximize the EE of the system; otherwise, the objective is to

maximize the number of admitted users;

• For the EE maximization problem, global PA is considered: it is first determined

how to allocate power within each cluster; on this basis, the relationship between

the sum rate increment and required extra power for each cluster is derived; by

exploiting this relationship, a water-filling-like optimal PA is proposed to maximize

the sum rate of the system under any given total power; lastly, it is proved that

the EE function is pseudo-concave over the final “water” level, and can be solved

accordingly;

• For the user admission problem, a low complexity algorithm is proposed, which

admits the users one by one following the ascending order of the required power

to satisfy their QoS; further analysis on its optimality and complexity is provided,

which validates the effectiveness of the proposed algorithm.

The rest of the chapter is organized as follows. The system model and problem formu-

lation are introduced in Section 3.2. The proposed energy-efficient PA strategy and user

admission scheme are elaborated in Section 3.3. Simulation results are shown in Section

3.4, while conclusions are finally drawn in Section 3.5.
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3.3 System Model and Problem Formulation

3.3.1 System Model

A downlink multi-user MIMO system is considered in this chapter, in which the BS

equipped with M antennas sends data to multiple receivers, each equipped with N an-

tennas. The total number of users in the system is M × L, which are grouped into M

clusters randomly with L (L ≥ 2) users per cluster. NOMA is applied among the users in

the same cluster. The channel matrix between the BS and the lth user in the mth cluster,

i.e., user (m, l) (m ∈ {1, . . . ,M}, l ∈ {1, . . . , L}) is denoted as Hm,l ∈ CN×M , which is

assumed to be quasi-static independent and identically distributed (i.i.d.). In addition,

the precoding matrix used by the BS is denoted as P ∈ CM×M , whereas the detection

vector for user (m, l) is represented by vm,l ∈ CN×1. They should satisfy: a) P = IM ,

with IM denoting the M ×M identity matrix; b) |vm,l|2 = 1 and vHm,lHm,lpk = 0 for any

k 6= m, where pk is the kth column of P [11]. Note that the number of antennas should

satisfy N ≥ M to make this feasible. Because of the zero-forcing (ZF) based detection

design, the inter-cluster interference can be removed even when there exist multiple users

in a cluster. Note that only a scalar value |vHm,lHm,lpm|2 needs to be fed back to the BS

from user (m, l).

For the considered MIMO-NOMA scheme, the BS multiplexes the intended signals

for all users at the same frequency and time resource. Therefore, the corresponding

transmitted signals from the BS can be expressed as

x = Ps, (3.1)
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where the information-bearing vector s ∈ CM×1 can be further written as

s =



√
PmaxΩ1,1s1,1 + · · ·+

√
PmaxΩ1,Ls1,L

...√
PmaxΩM,1sM,1 + · · ·+

√
PmaxΩM,LsM,L

 , (3.2)

where sm,l and Ωm,l denote the signal and power allocation coefficient for user (m, l),

satisfying ∑M
m=1

∑L
l=1 Ωm,l ≤ 1. Pmax denotes the total transmit power for the BS.

Accordingly, at user (m, l), the observed signal is given by

ym,l = Hm,lPs + nm,l, (3.3)

where nm,l is the independent and identically distributed (i.i.d.) additive white Gaussian

(AWGN) noise vector, CN (0, σ2I).

By applying the detection vector vm,l on the observed signal, (3.3) can be expressed

as

vHm,lym,l = vHm,lHm,lpm
L∑
l=1

√
PmaxΩm,lsm,l +

M∑
k=1,k 6=m

vHm,lHm,lpksk︸ ︷︷ ︸
interference from other clusters

+vHm,lnm,l, (3.4)

where sk denotes the kth row of s.

Owing to the constraint1 on the detection vector, i.e., vHm,lHm,lpk = 0 for any k 6= m,

(3.4) can be simplified as

vHm,lym,l = vHm,lHm,lpm
L∑
l=1

√
PmaxΩm,lsm,l + vHm,lnm,l. (3.5)

1Due to the specific selection of P, this constraint is further reduced to vH
m,lH̃m,l = 0, where

H̃m,l = [h1,ml · · ·hm−1,ml hm+1,ml · · ·hM,ml] and hi,ml is the ith column of Hm,l [11]. Hence, vm,l

can be expressed as Um,lwm,l, where Um,l is the matrix consisting of the left singular vectors of H̃m,l

corresponding to the non-zero singular values, and wm,l is the maximum ratio combining vector expressed
as UH

m,lhm,ml/|UH
m,lhm,ml|.
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Without loss of generality, the effective channel gains are ordered as [11]

|vHm,1Hm,1pm|2 ≥ · · · ≥ |vHm,LHm,Lpm|2. (3.6)

At the receiver, each user conducts SIC to remove the interference from the users with

worse channel gains, i.e., the interfence from user (m, l+1), . . . , (m,L) is removed by user

(m, l).2 As a result, the achieved data rate at user (m, l) is given by [11]

Rm,l = log2

(
1 + ρΩm,l|vHm,lHm,lpm|2

1+ρ
∑l−1

k=1 Ωm,k|vHm,lHm,lpm|2

)
, (3.7)

where ρ = Pmax/σ
2 denotes the transmit signal-to-noise ratio (SNR).

3.3.2 Problem Formulation

The total power consumption is comprised of two parts: the fixed circuit power consump-

tion Pc, and the flexible transmit power Pt = Pmax
∑M
m=1

∑L
l=1 Ωm,l. Similar to [16], we

define the EE of the system as

ηEE = Rsum

Pc + Pt
, (3.8)

where Rsum = ∑M
m=1

∑L
l=1Rm,l denotes the achievable sum rate.

We aim to maximize the EE of the system when each user has a pre-defined minimum

rate. The considered problem can be formulated as:

max
Ωm,l

ηEE (3.9a)

s.t. Rm,l ≥ Rmin
m,l ,m ∈ {1, · · · ,M}, l ∈ {1, · · · , L} (3.9b)

M∑
m=1

L∑
l=1

Ωm,l ≤ 1, (3.9c)

2 [12] proves that SIC is guaranteed to be successful.
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where (3.9b) and (3.9c) represent the users’ minimum rate requirements and the transmit

power constraint, respectively.

3.4 Proposed Solution

Owing to the existence of the minimum rate requirements, i.e., (3.9b), the formulated

problem (3.9) may be infeasible when the transmit power is not large enough. In this

case, instead of EE maximization, maximizing the number of admitted users makes more

sense. As such, it is of importance to determine the feasibility of problem (3.9), which

can be done by comparing the total transmit power constraint with the minimum power

required to satisfy the minimum rate requirements of all users. The minimum required

power can be expressed as

Preq = Pmax

M∑
m=1

L∑
l=1

Ωmin
m,l , (3.10)

where Ωmin
m,l = (2Rmin

m,l − 1)(∑l−1
k=1 Ωmin

m,k + 1
ρ|vH

m,l
Hm,lpm|2

) is the minimum required power to

satisfy the QoS requirement of user (m, l) [18, (14)]. As a result, if

Preq ≤ Pmax ⇐⇒
M∑
m=1

L∑
l=1

Ωmin
m,l ≤ 1, (3.11)

problem (3.9) is feasible and vice versa.

3.4.1 EE Maximization when (3.9) is Feasible

The objective function in (3.9) is of fractional form; hence (3.9) is a non-convex problem

and obtaining an optimal solution is non-trival. To solve it in a tractable way, we first

turn to the corresponding SE maximization problem. According to the definition of EE

in (3.8), to maximize the EE, we need to maximize the corresponding SE under any given

power of Pf , Pf ∈ [Preq, Pmax], and then select the appropriate value of Pf .
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The SE maximization problem can be formulated as

max
Ωm,l

Rsum (3.12a)

s.t. Rm,l ≥ Rmin
m,l ,m ∈ {1, · · · ,M}, (3.12b)

l ∈ {1, · · · , L}

Pmax

M∑
m=1

L∑
l=1

Ωm,l ≤ Pf . (3.12c)

Note that problem (3.12) is still non-convex due to the non-concavity involved in the

objective function. In order to proceed towards an optimal solution, we first determine

the PA within each cluster and then across clusters. For PA within each cluster, the

following lemma provides some insight:

Lemma 3.1. Under any given total power constraint for a cluster,3 in order to maximize

the cluster sum rate, PA in the cluster should be conducted such that each user (except

the first user) receives the amount of power such that its QoS requirement is just satisfied,

while the first user receives the remaining power.

Proof: To prove the lemma, we first prove that transferring power from any other

user to the first user leads to an increased sum rate. Assume that the power transfer

happens between the nth user and the 1st user, and denote the extra power coefficient

as ∆Ptr. According to (3.7), the rates of the users with worse channel gains than the

nth user remain unchanged, since the total interference does not change. Thus, when

comparing the two cluster sum rates, we only need to compare the first n users.
3The total power is large enough to satisfy the QoS requirements of all users in the cluster.
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The sum rate of the first n users before power transfer can be expressed as

n∑
l=1

Rm,l =
n∑
l=1

log2

(
1 + ρ

∑l
k=1 Ωm,k|vHm,lHm,lpm|2

1 + ρ
∑l−1
k=1 Ωm,k|vHm,lHm,lpm|2

)

= log2

(
n−1∏
l=1

1 + ρ
∑l
k=1 Ωm,k|vHm,lHm,lpm|2

1 + ρ
∑l
k=1 Ωm,k|vHm,l+1Hm,l+1pm|2

× (1 + ρ
n∑
k=1

Ωm,k|vHm,nHm,npm|2)
)
.

Likewise, the sum rate of the first n users after power transfer can be expressed as

n∑
l=1

R′m,l = log2

(
n−1∏
l=1

1 + ρ(∆Ptr +∑l
k=1 Ωm,k)|vHm,lHm,lpm|2

1 + ρ(∆Ptr +∑l
k=1 Ωm,k)|vHm,l+1Hm,l+1pm|2

× (1 + ρ
n∑
k=1

Ωm,k|vHm,nHm,npm|2)
)
.

(3.13)

Since |vHm,lHm,lpm|2 ≥ |vHm,l+1Hm,l+1pm|2, it can be easily verified that

1 + ρ
∑l
k=1 Ωm,k|vHm,lHm,lpm|2

1 + ρ
∑l
k=1 Ωm,k|vHm,l+1Hm,l+1pm|2

<
1 + ρ(∆Ptr +∑l

k=1 Ωm,k)|vHm,lHm,lpm|2

1 + ρ(∆Ptr +∑l
k=1 Ωm,k)|vHm,l+1Hm,l+1pm|2

.

(3.14)

Therefore, we can prove that ∑n
l=1Rm,l <

∑n
l=1R

′
m,l, which demonstrates that trans-

ferring power from other users to the first user yields a larger sum rate. On the other

hand, each user should also satisfy its QoS constraint. Combining these two facts, we can

conclude that Lemma 3.1 holds.

Remark. The above analysis can be extended to show that transferring power from any

user to another user with better channel gains leads to an increased sum rate. This implies

that the users with better channel gains have a higher priority than their counterparts. In

the user admission section, this property of NOMA is further exploited.

The above lemma shows how to allocate power within a cluster. Now we consider
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PA across clusters. We first allocate the power such that each user’s QoS requirement

is just satisfied, which requires the power of Preq. Correspondingly, the remaining power

is denoted as Prem = Pf − Preq. Then, we allocate the remaining power across clusters

to maximize the system sum rate. To determine how to allocate power across clusters,

the intuition is to compare how much additional power is needed for each cluster when

increasing its sum rate by the same unit. The following lemma provides the details:

Lemma 3.2. Denote the achieved rate of user (m, l) as R̂m,l (R̂m,l ≥ Rmin
m,l ), the additional

power required for increasing the sum rate of the mth cluster by ∆R is given by

∆Pm = (2∆R − 1) Pmax2
∑L

l=1 R̂m,l

ρ|vHm,1Hm,1pm|2
. (3.15)

Proof: We prove Lemma 3.2 by mathematical induction. Starting with two users

per cluster, according to (3.7), we have the following:

Ω̂m,1 = 2R̂m,1 − 1
ρ|vHm,1Hm,1pm|2

(3.16a)

Ω̂m,2 =
(2R̂m,2 − 1)(1 + ρΩm,1|vHm,2Hm,2pm|2)

ρ|vHm,2Hm,2pm|2
(3.16b)

= 2R̂m,2 − 1
ρ|vHm,2Hm,2pm|2

+ (2R̂m,1 − 1)(2R̂m,2 − 1)
ρ|vHm,1Hm,1pm|2

.

According to Lemma 3.1, when some additional power is added to the mth cluster,

only the rate of the first user will change, while others remain fixed. Thus, when there

is ∆R sum rate increment for the mth cluster, it is only added to Rm,1, resulting in

the change from R̂m,1 to R̂m,1 + ∆R. Update Rm,1 in (3.16), and after some algebraic

manipulations, the additional power required is given by

∆P (2)
m = (2∆R − 1) Pmax2

∑2
l=1 R̂m,l

ρ|vHm,1Hm,1pm|2
. (3.17)
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This completes the proof for the two user per cluster case.

Assume that (3.15) holds for n users per cluster, i.e., ∆P (n)
m = Pmax

∑n
l=1 ∆Ω̂m,l =

(2∆R − 1)Pmax2
∑n

l=1 R̂m,l

ρ|vHm,1Hm,1pm|2 . On this basis, we consider the case with n + 1 users. According

to (3.7), the power coefficient for user (m,n + 1) before increasing the sum rate is given

by

Ω̂m,n+1 =
(2R̂m,n+1 − 1)(1 + ρ|vHm,n+1Hm,n+1pm|2

∑n
l=1 Ω̂m,l)

ρ|vHm,n+1Hm,n+1pm|2
. (3.18)

After the ∆R sum rate increment, the rate of user (m,n + 1) remains unchanged

according to Lemma 3.1. Thus, the power coefficient increment for user (m,n + 1) is

∆Ω̂m,n+1 = (2R̂m,n+1 − 1)∑n
k=1 ∆Ω̂m,k.

Accordingly, the total required extra power for the n+ 1 users can be expressed as

∆P (n+1)
m = ∆P (n)

m + Pmax∆Ω̂m,n+1

= Pmax

n∑
k=1

∆Ω̂m,k + Pmax(2R̂m,n+1 − 1)
n∑
k=1

∆Ω̂m,k

= Pmax2R̂m,n+1
n∑
k=1

∆Ω̂m,k

= 2R̂m,n+1(2∆R − 1) Pmax2
∑n

l=1 R̂m,l

ρ|vHm,1Hm,1pm|2

= (2∆R − 1) Pmax2
∑n+1

l=1 R̂m,l

ρ|vHm,1Hm,1pm|2
,

(3.19)

which completes the proof.

We observe that only the channel gains of the first user and the minimum rate re-

quirement of all users affect the power increment for each cluster. Moreover, for smaller
Pmax2

∑L

l=1 R̂m,l

ρ|vHm,1Hm,1pm|2 , less additional power is needed for increasing the sum rate by the same

unit. This observation can be used for designing an iterative PA algorithm. Specifically,

during each iteration, the cluster with the smallest Pmax2
∑L

l=1 R̂m,l

ρ|vHm,1Hm,1pm|2 is selected for receiving
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the additional power. On the other hand, after this cluster receives a certain amount

of additional power, its sum rate ∑L
l=1 R̂m,l increases, and it may no longer be the one

with the smallest Pmax2
∑L

l=1 R̂m,l

ρ|vHm,1Hm,1pm|2 . This process repeats until Pf is fully used. This iterative

algorithm is similar to the classical water-filling technique, and a closed-form solution can

be obtained accordingly.

More precisely, after the initial feasible PA, we obtainRm,l = Rmin
m,l ,m ∈ {1, · · · ,M}, l ∈

{1, · · · , L}. We consider Pmax2
∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2 as the initial “water” level. Furthermore, we intro-

duce an axillary variable λ as the final “water” level. If λ ≤ Pmax2
∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2 , themth cluster

receives no power and remains unchanged. Otherwise, themth cluster receives some extra

power to reach the final “water” level, i.e., λ = Pmax2
∑L

l=1 R
min
m,l

+∆Rm

ρ|vHm,1Hm,1pm|2 = 2∆Rm× Pmax2
∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2 ,

where ∆Rm is the rate increment. In this case, according to (3.15), the required extra

power can be expressed as

∆Pm = (2∆Rm − 1) Pmax2
∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2

= λ− Pmax2
∑L

l=1R
min
m,l

ρ|vHm,1Hm,1pm|2
.

(3.20)

Considering both cases, the required power for themth cluster can be further expressed

as

∆Pm =
λ− Pmax2

∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2

+

, (3.21)

where x+ = max(x; 0). This provides a closed-form solution for the SE maximization,

once λ is known. To attain the value of λ, we refer to the total power constraint, which

should satisfy
M∑
m=1

λ− Pmax2
∑L

l=1R
min
m,l

ρ|vHm,1Hm,1pm|2

+

= Prem. (3.22)

The left side of the above equation is piecewise and monotonically increasing over λ.

Thus, a unique value of λ exists and can be obtained by solving (3.22). Note that there
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is a point-to-point mapping between λ and Pf , and further, λ increases with Pf .

Moreover, the sum rate increment for the mth cluster can be expressed as

∆Rm =
[

log2(λ)− log2

(
Pmax2

∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2

)]+

. (3.23)

The following lemma shows the optimality of the proposed SE maximization PA strat-

egy.

Lemma 3.3. The proposed SE maximization PA strategy maximizes the sum rate of the

system.

Proof: Assume that we have obtained the solution via the proposed PA algorithm,

i.e., λ is known and so are other values, e.g., the extra power for each cluster. Now,

we shift ∆p power between two clusters whose final “water” level is λ. Denote the two

clusters as the qth and nth cluster, respectively. For the proposed PA strategy, the sum

rate increment for the qth cluster after the initial PA can be expressed as

∆Rq = log2(λ)− log2

(
Pmax2

∑L

l=1R
min
q,l

ρ|vHq,1Hq,1pq|2

)

= log2

(
∆Pq + Pmax2

∑L

l=1R
min
q,l

ρ|vHq,1Hq,1pq|2

)
− log2

(
Pmax2

∑L

l=1R
min
q,l

ρ|vHq,1Hq,1pq|2

)
.

(3.24)

For ∆Rn, a similar expression can be written.

After shifting some power between two clusters, we have

∆R′q = log2(∆Pq + ∆p+ Pmax2
∑L

l=1R
min
q,l

ρ|vHq,1Hq,1pq|2
)− log2

(
Pmax2Rmin

q,2

ρ|vHq,1Hq,1pq|2

)

= log2(λ+ ∆p)− log2

(
Pmax2

∑L

l=1 R
min
q,l

ρ|vHq,1Hq,1pq|2

)
.

(3.25)

Likewise, a similar equation can be written for ∆R′n.
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Accordingly, we calculate the sum rate difference as follows:

∆Rsum = ∆Rq + ∆Rn −∆R′q −∆R′n

= log2(λ) + log2(λ)− log2(λ+ ∆p)− log2(λ−∆p)

= log2(λ2)− log2[λ2 − (∆p)2] > 0.

(3.26)

The above equation clearly shows that shifting power between two clusters whose final

“water” level is λ leads to a lower sum rate. Following the same procedure, we can also

prove that this holds when shifting power from the cluster whose final “water” level equals

to λ to another cluster whose final “water” level exceeds λ. This validates the optimality

of the proposed scheme.

Now we have solved the SE maximization problem (3.12) under Pf . On this basis, we

need to select the appropriate Pf to maximize the EE of the system. Consider Pf as the

variable here, but replace it with λ owing to the point-to-point mapping between them.

Accordingly, the consumed transmit power can be rewritten as

Pt = Pf

= Preq +
M∑
m=1

∆Pm

= Preq +
M∑
m=1

λ− Pmax2
∑L

l=1R
min
m,l

ρ|vHm,1Hm,1pm|2

+

.

(3.27)

Similarly, the sum rate can be rewritten as

Rsum =
M∑
m=1

L∑
l=1

Rmin
m,l +

M∑
m=1

∆Rm

=
M∑
m=1

L∑
l=1

Rmin
m,l +

M∑
m=1

[
log2(λ)− log2

(
Pmax2

∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2

)]+

.

(3.28)
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As a result, the expression of ηEE can be written as follows:

ηEE =

∑M
m=1

∑L
l=1R

min
m,l +∑M

m=1

[
log2(λ)− log2

(
Pmax2

∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2

)]+

Pc + Preq +∑M
m=1

[
λ− Pmax2

∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2

]+ . (3.29)

Clearly, in (3.29), the only variable is λ, as other parameters are known. Moreover,

(3.29) is a piecewise function, and its specific form depends on the interval λ lies in. To

find the intervals, we arrange Pmax2
∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2 in an ascending order and use ht to denote

the tth value after ordering for simplicity of notation. Since the total transmit power Pmax

is known, we can calculate the maximum index of the interval that λ can lie in according

to (3.22), by setting Prem = Pmax − Preq. Denote the maximum index as T , then λ can

only lie in [ht, ht+1], t = 1, · · · , T . Moreover, we have the following theorem:

Theorem 3.1. For each interval [ht, ht+1], t = 1, · · · , T , ηEE is a strictly pseudo-concave

function with respect to (w.r.t.) λ.

Proof: Once t is known, ηEE can be turned into

ηEE =
∑M
m=1

∑L
l=1R

min
m,l + t log2(λ)−∑t

k=1 log2(hk)
Pc + Preq + tλ−∑t

k=1 hk
. (3.30)

It can be seen that the numerator is a strictly concave function over λ, while the

denominator is an affine mapping over λ. Thus, ηEE is a strictly pseudo-concave function

w.r.t. λ [19, Proposition 6].

For λ ∈ [ht, ht+1], as ηEE is a strictly pseudo-concave function w.r.t. λ, ηEE admits a

unique maximizer, which is obtained either at the unique root of the equation ∂ηEE
∂λ

= 0

or at the two boundary points ht or ht+1 [19, Proposition 5]. Denote this maximizer as

ηtEE. Likewise, when λ lies in [hk, hk+1], k 6= t, denote the unique maximizer as ηkEE. As

ηEE belongs to two different functions for these two intervals, we cannot determine the

71



comparative values of these two maximizers analytically. Instead, an explicit comparison

has to be done, i.e., max
{
ηtEE, η

k
EE

}
. As the total number of intervals is T , we need

to obtain the maximizer in each interval and select the maximum for ηEE, which can be

expressed as

ηmax
EE = max

{
η1

EE, · · · , ηTEE

}
. (3.31)

So far, we have derived the solution for maximizing the EE of the system. We summa-

rize the procedures in Algorithm 1. Moreover, the following theorem proves its optimality.

Theorem 3.2. The derived solution achieves the maximum EE for the system.

Proof: According to Lemma 3.3, for any given total power, the proposed solution

maximizes the SE of the system by appropriately allocating power across clusters and

inside each cluster. Then, Theorem 3.1 guarantees that the EE is maximized for each

feasible interval. As (3.31) selects the maximum value from all these maximizers, this

selected maximum value is the global optimum.

Algorithm 1 Proposed EE Maximization PA Algorithm
1: Initialize parameters.
2: Pmax, Rmin

m,l , ρ|vHm,lHm,lpm|2, l ∈ {1, · · · , L}
3: Calculate:
4: H← sort

(
Pmax2

∑L

l=1 R
min
m,l

ρ|vHm,1Hm,1pm|2

)
;

5: ht ← H(t);
6: λmax ← ∑M

t=1[λ− ht]+ = Pmax − Preq;
7: T ← λmax ∈ [hT , hT+1];
8: ηtEE ← max

{
ηEE(∂ηEE

∂λ
= 0), ηEE(ht), ηEE(ht+1)

}
, t ∈ {1, · · · , T − 1};

9: ηTEE ← max
{
ηEE(∂ηEE

∂λ
= 0), ηEE(hT ), ηEE(λmax)

}
;

10: ηmax
EE ← max

{
η1

EE, · · · , ηTEE

}
;

11: end
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3.4.2 User Admission when Problem (3.9) is Infeasible

When (3.9) is infeasible, admitting as many users as possible is a more reasonable goal,

when compared with EE maximization. The user admission problem can be formulated

as

max
Ωm,l

M∑
m=1

L∑
l=1

xm,l (3.32a)

s.t. Rm,l ≥ Rmin
m,l xm,l, (3.32b)

M∑
m=1

L∑
l=1

Ωm,l ≤ 1, (3.32c)

xm,l ∈ {0, 1}, (3.32d)

where xm,l is the binary decision variable indicating whether user (m, l) is admitted or

not.

In [12], under the assumption of equal power for each cluster, we propose a greedy

user admission algorithm, which admits users one by one following the descending order

of their channel gains within each cluster. In this chapter, as power can be transferred

among clusters, user admission should be conducted globally. Based on the observation

that the users with better channel gains own higher priority than their counterparts in

each cluster due to SIC, we still admit users within each cluster following the descending

order of their channel gains. Furthermore, with multi-clusters in the system, we also need

to determine the order for admitting users across clusters. This can be done by comparing

the required power for satisfying the QoS of each user in different clusters, and select the

one with the minimum power consumption during each user admission process.

More exactly, the user admission is conducted iteratively as follows: during each

iteration, we first select the user with the best channel gain from each cluster; among these

selected users, the required power is calculated with considering the interference from the

already admitted users; then, the user with the minimum required power is chosen to
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be admitted; if the total remaining power exceeds the required power for admitting this

user, the selected user is admitted and eliminated from the candidates; besides, the total

remaining power is updated; otherwise, the process terminates; the process repeats until

no further user can be admitted.

Theorem 3.3. The proposed scheme maximizes the number of admitted users when the

users’ QoS requirements in each cluster satisfy the following conditions:

Rmin
m,k ≤ Rmin

m,n,∀k ∈ {1, . . . , l}, n ∈ {l + 1, . . . , L}, (3.33)

where l represents the total number of admitted users in the mth cluster under the proposed

scheme.

Proof: Refer to Appendix.

Corollary 3. The proposed user admission scheme maximizes the number of admitted

users when the SINR thresholds of the users in each cluster satisfy the following conditions:

Rmin
m,1 ≤ · · · ≤ Rmin

m,L. (3.34)

Particularly, when the QoS requirements of the users are equal, the proposed user

admission scheme is optimal in terms of both sum rate and number of admitted users.

Proof: When (3.34) is satisfied, it can be easily proved that (3.33) holds for any

l. Thus, the proposed scheme maximizes the number of admitted users. If the QoS

requirements of the users are equal, it can be easily inferred that maximizing the number

of admitted users also leads to the maximization of the sum rate.

Lemma 3.4. The complexity of the proposed user admission algorithm is O(M2L).
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Fig. 3.1: Scenario 1: d1 = d2 = d3 = 80 m.
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Fig. 3.2: Scenario 2: d1 = 40 m, d2 = 80 m, d3 = 120 m.
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Proof: The proposed user admission algorithm admits users one by one following

the ascending order of the required power for satisfying their QoS requirements, which

requires O(ML) operations. During each user admission, the main complexity comes

from the operation of selecting the minimum value across all clusters, which requires

O(M) operations. In all, the complexity of the proposed user admission algorithm is

O(M2L).

Table 3.1: Simulation Parameters.

Parameters Value
Number of antennas M = 3, N = 3
Channel bandwidth 10 [MHz]

Thermal noise density −174 [dBm/Hz]
Path-loss model 120 + 30 log10(d), d in kilometer

3.5 Simulation Results

In this section, simulations are conducted to verify the performance of the proposed

PA strategy and user admission scheme. The specific values of the adopted simulation

parameters are summarized in Table 3.1 [12]. All results are obtained by averaging over

104 random trials, unless mentioned otherwise. Particularly, in the case when the total

transmit power cannot support the QoS requirements for all users, the EE of these trials

is set to zero since the objective is not EE maximization.

First, the effectiveness of the proposed energy-efficient PA strategy is evaluated. To

compare NOMA with conventional OMA, OMA with equal degrees of freedom for each

user is adopted as the baseline algorithm. Note that OMA can be considered as a special

case of NOMA, with one user in each cluster. The energy-efficient PA for OMA can be

attained by employing the proposed energy-efficient PA strategy for NOMA with some

minor adjustment, e.g., now the cluster number becomes M × L. The above energy-

efficient PA strategies are denoted as “MaxEE”. As a baseline algorithm, the PA strategy
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Fig. 3.3: EE versus total power available at the BS, for different cases of user locations.

that consumes full power to maximize the SE of the system is also presented, which is

denoted as “MaxSE”. This “MaxSE” PA for NOMA can be obtained by employing the

proposed water-filling sum rate maximization algorithm. In terms of the “MaxSE” PA

for OMA, it can be achieved by employing the classical water-filling algorithm.

To show how EE varies as the number of users in each cluster increases, two scenarios

with different distances are presented in Figs. 3.1 and 3.2, in which “-3” and “-2” mean

three and two users per cluster, respectively. For each scenario, how EE varies with the

total transmit power and minimum rate requirement is presented. According to Figs.

3.1 and 3.2, NOMA achieves higher EE than OMA for both two and three user cases,

respectively.

Specifically, subfigures 3.1(a) and 3.2(a) show how EE varies with the transmit power,

in which the dashed lines in both figures denote the “MaxSE”, while all other lines rep-

resent the “MaxEE”. Clearly, under low transmit power, “MaxSE” equals “MaxEE”, and

both grow with the transmit power. As the transmit power reaches a certain threshold,

further increase in the transmit power does not yield a higher EE, and thus, “MaxEE” re-

mains stable, while “MaxSE” decreases. This indicates the necessity of employing energy-
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efficient PA, especially under high transmit power. In scenario 1, under low transmit

power, NOMA-2 achieves higher EE compared with NOMA-3. However, under high

transmit power, an opposite result can be observed. This can be explained by the fact

that under low transmit power, it is more difficult to satisfy the QoS for three users. On

the other hand, under high power, more users lead to a higher diversity, which increases

the EE. In contrast, in scenario 2, NOMA-2 always attains higher EE than its counter-

part. This is due to the fact as the distance difference between the users increases, it

costs more energy to admit an extra user. Thus, even under high transmit power, the

benefit introduced by the diversity is not enough to compensate the energy required for

admitting the extra user. Combining the two scenarios, we can conclude that whether

admitting more users yields a higher EE depends on the transmit power level and the

distance difference between the users.

Subfigures 3.1(b) and 3.2(b) show how EE varies with Rmin. It can be seen that

78



5 10 15 20 25 30 35

Transmit power (dBm)

8

10

12

14

16

18

20

22

24

26

A
ve

ra
ge

 n
um

be
r 

of
 a

dm
ite

d 
us

er
s

NOMA
EQ-NOMA
OMA
EQ-OMA

NOMA

OMA

Fig. 3.5: Average number of admitted users versus transmit power: number of requesting
users per cluster is 15; Rmin = 2 bps/Hz.

EE decreases with Rmin. More exactly, in scenario 1, NOMA-3 achieves higher EE than

NOMA-2 under low Rmin, and vice versa. This can be explained by connecting Rmin

with the transmit power, i.e., lower Rmin has the same impact on EE as higher transmit

power. In contrast, in scenario 2, NOMA-2 always achieves higher EE than NOMA-3,

which agrees with subfigure (a).

Results in Figs. 3.1 and 3.2 indicate that the distance has an impact on EE; accord-

ingly, in Fig. 3.3, further analysis on this is provided under four scenarios. Scenario 1:

d1 = 60 m, d2 = 50 m, d3 = 40 m, (d1 + d2 + d3)/3 = 50 m. Scenario 2: d1 = 70 m,

d2 = 55 m, d3 = 40 m, (d1 + d2 + d3)/3 = 55 m. Scenario 3: d1 = 60 m, d2 = 55 m,

d3 = 50 m, (d1 + d2 + d3)/3 = 55 m. Scenario 4: d1 = 80 m, d2 = 80 m, d3 = 80 m,

(d1 + d2 + d3)/3 = 80 m. Obviously, the larger the distance, the lower the achieved EE.

Furthermore, comparing scenarios 2 and 3, we can conclude that the channel gain of the
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Fig. 3.6: Average number of admitted users versus Rmin: number of requesting users per
cluster is 15; Pt = 20 dBm.

strongest user plays a vital role in EE, which fits our observation in Lemma 3.2. On the

other hand, by comparing three and two user cases for scenario 2, it implies that the dis-

tance difference between users has a larger impact on the multi-user case, especially under

lower transmit power. To conclude, not only the average distance, but also the distance

of the strongest user plays an important role in EE. Moreover, the distance difference

affects EE more for the three user case under low transmit power.

Figure 3.4 compares EE achieved by the proposed PA strategy with that achieved

by the algorithm in [17], in which equal power is assigned to each cluster, and thus is

denoted as “EQ-NOMA”. Further, for both algorithms, both “MaxEE” and “MaxSE” are

plotted. It can be seen that under low transmit power, the proposed PA strategy achieves

higher EE than the one in [17], which validates the necessity of applying global PA. On

the other hand, under high transmit power, their performance is the same. This can be
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Fig. 3.7: Average number of admitted users versus number of requesting users per cluster:
Rmin = 2 bps/Hz; Pt = 20 dBm.

explained by the fact that under high transmit power, the equally divided power is enough

for EE maximization, and thus, allowing power to be transferred among clusters brings

no benefit.

Figs. 3.5-3.7 show the performance of the proposed user admission scheme, which is

denoted as “NOMA”. As a baseline algorithm, we consider the NOMA scheme in [12],

which assigns equal power to each cluster, and is denoted as “EQ-NOMA”. To compare

NOMA with conventional OMA, OMA with PA across clusters and OMA with equal

power per cluster are presented, denoted as “OMA” and “EQ-OMA”, respectively. Ac-

cording to Figs. 3.5-3.7, it can be seen that NOMA outperforms OMA in terms of the

number of admitted users versus transmit power, minimum rate requirement, and number

of requesting users. Moreover, for both NOMA and OMA, allowing power to be trans-

ferred among clusters leads to a larger number of admitted users. In addition, it is clear
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that the average number of admitted users grows with the transmit power, but decreases

with Rmin. Furthermore, it also increases with the number of requesting users per cluster.

This is due to the fact that when more users are requesting the service, it is more likely

that more users will have a better channel gains, yielding a lower power to satisfy their

minimum rate requirements. As the total power is fixed, more users can be admitted

accordingly.

3.6 Conclusion

In this chapter, the EE maximization problem has been studied for a multi-cluster multi-

user MIMO-NOMA system under a QoS constraint for each user. An optimal PA strategy

has been proposed to solve the considered EE maximization problem when it is feasible. A

low complexity user admission protocol has been proposed otherwise, which admits users

one by one following the ascending order of the required power for satisfying the QoS

requirements. Numerical results have shown that the proposed PA strategies outperform

OMA and equal power NOMA in terms of both EE and the number of admitted users,

which verifies their effectiveness. In addition, the EE of the NOMA system mainly depends

on the channel condition of the first user, and it is necessary to apply an energy-efficient PA

strategy, especially at high transmit power. On the other hand, whether more users leads

to increased EE depends on the transmit power level and users’ channel gain difference.
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Appendix

Proof of Theorem 3

Proof: The user admission in each cluster is first considered. In the following, I will

prove through contradiction that the proposed scheme maximizes the number of admitted

users in each cluster.

Consider the case in which only l users can be admitted to the mth cluster when

employing the proposed user admission scheme. Suppose there exists an alternate scheme,

which also admits l users, but replaces the kth user with the nth user as one admitted

user, k ∈ {1, . . . , l}, n ∈ {l + 1, . . . , L}. In this case, it seems that the alternate scheme

transfers the power of the kth user to the nth user. Moreover, from the (k + 1)th user to

the lth user, the required power for satisfying their QoS requirements decreases, as the

interference from the kth user is removed. This reduced power can also be considered to

be transferred to the nth user. According to the remark from Lemma 3.1, a lower sum

rate is achieved by transferring power from the strong users to the weak users. Since all

other users’ rates remain the same, the achievable rate of the nth user must be lower

than that of the kth user, Rm,n ≤ Rmin
m,k. On the other hand, Rmin

m,k ≤ Rmin
m,n. Therefore,

Rm,n ≤ Rmin
m,n, which indicates that more power is needed to satisfy the QoS requirement

of the nth user. This shows that the proposed scheme requires the minimum power when

there is one replacement between the users. Following the same procedure, the conclusion

can be easily extended to the case in which there exist multiple replacements of the users,

which means that the proposed scheme requires the minimum power for admitting l users,

i.e., Ωsum ≤ Ωalt
sum, where Ωsum and Ωalt

sum are the total power coefficients of admitting l

users for the proposed scheme and the alternate one, respectively.

Suppose the alternate scheme can admit an extra user, denoted as al+1. Without loss

of generality, the channel gain of this user is assumed to be the lowest. Note that this
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assumption does not add an extra constraint since we can simply exchange it with the one

of the lowest channel gain, and consider the latter as the extra admitted user. According

to (3.7), Ωalt
m,al+1

≥ (2R
min
m,al+1 − 1)

(
Ωalt

sum + 1
ρ|vHm,al+1Hm,al+1pm|2

)
. In addition, admitting the

al+1 to the proposed scheme requires Ωm,al+1 = (2R
min
m,al+1 −1)

(
Ωsum + 1

ρ|vHm,al+1Hm,al+1pm|2

)
.

As Ωsum ≤ Ωalt
sum, it can be obtained that Ωm,al+1 +Ωsum ≤ Ωalt

m,al+1
+Ωalt

sum. Thus, this extra

user can also be admitted to the proposed scheme, which conflicts with the proposition

that only l users can be admitted by the proposed scheme.

With multi-clusters, since the proposed scheme selects the user with the minimum

required power across clusters during each iteration, this clearly yields the maximum

number of admitted users.
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Chapter 4

Energy-Efficient Joint User-RB

Association and Power Allocation for

Uplink Hybrid NOMA-OMA

4.1 Abstract

In this chapter, energy efficient resource allocation is considered for an uplink hybrid

system, where NOMA is integrated into OMA. To ensure the quality of service for the

users, a minimum rate requirement is pre-defined for each user. An EE maximization

problem is formulated by jointly optimizing the user clustering, channel assignment and

power allocation. To address this hard problem, a many-to-one bipartite graph is first

constructed considering the users and resource blocks (RBs) as the two sets of nodes.

Based on swap matching, a joint user-RB association and power allocation scheme is

proposed, which converges within a limited number of iterations. Moreover, for the power

allocation under a given user-RB association, the feasibility condition is first derived. If

feasible, a low-complexity algorithm is proposed, which obtains optimal EE under any
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SIC order and an arbitrary number of users. In addition, for the special case of two users

per cluster, analytical solutions are provided for the two SIC orders, respectively. These

solutions shed light on how the power is allocated for each user to maximize the EE.

Numerical results are presented, which show that the proposed joint user-RB association

and power allocation algorithm outperforms other hybrid multiple access based and OMA-

based schemes.

4.2 Introduction

NOMA has been considered as a promising candidate for the fifth generation (5G) and

beyond 5G cellular networks [2–7]. The key idea of NOMA is to serve multiple users si-

multaneously over the same radio resources. The introduced inter-user interference is mit-

igated by employing SIC at the receiver. Downlink NOMA has been extensively studied

so far. Some works target sum rate maximization and show that higher spectral efficiency

(SE) can be achieved by NOMA when compared with conventional OMA [8–13]. Other

works study EE maximization and show that NOMA can also deliver higher EE than

OMA [14–18]. In addition, NOMA has also been applied to downlink celluar machine-to-

machine (M2M) communication, and it is shown that improved outage probability can

be achieved by NOMA when compared with OMA [19].

While uplink NOMA has been less studied compared with downlink NOMA, it has

been gaining more attention recently [20–27]. In [20] and [21], system-level throughput

performance is studied, and it is shown that compared with OMA, enhanced performance

can be obtained by NOMA through proportional fair-based scheduling and fractional

transmission power control. [22] proposes to incorporate multi-level received power and

sequence grouping into existing NOMA schemes, and shows that the proposed scheme

can support larger connectivity and higher reliability. In terms of connectivity, since

89



SIC is conducted at the BS, which is less complexity- and energy-constrained, uplink

NOMA can support more users than the downlink case. This makes it a promising

candidate for providing massive connectivity for the Internet-of-Things (IoT) [23,24]. [23]

proposes a non-orthogonal random access (NORA) scheme based on SIC to alleviate

the access congestion problem facing IoT. Analytical and simulation results verify the

superiority of NORA over OMA in terms of the preamble collision probability, access

success probability, and throughput. [24] also considers a random NOMA strategy for

massive IoT, and derives system stability conditions for the maximum packet arrival rate

with and without QoS guarantee. However, in the above works on random access, since

the focus is on system stability, collision probability, and throughput, quite simple power

allocation (PA) algorithms are used, e.g., in [23], the power back-off parameter is simply

based on the index of the SIC order.

Owing to the vital role of PA in uplink NOMA, such as affecting the rate distribution

among users, and determining their channel access, it deserves further study. In uplink

NOMA, the SIC receiver requires diverse arrived power levels to distinguish user signals.

This is quite different from OMA systems, in which an equal arrived power is desired by

the BS to provide uniform QoS. In [25], joint power control and beamforming is studied

to maximize the system sum rate for millimeter-wave communications. A sub-optimal

solution is proposed, and simulation results show that the proposed solution achieves a

close-to-bound uplink sum-rate performance. However, it only applies to single carrier

system with two users. The authors in [26] consider a multi-carrier system, in which

each subcarrier can support multiple users. A greedy user clustering algorithm is first

proposed based on users’ channel gains. Then, closed-form power allocation solutions are

derived. However, [26] is based on the strong and impractical assumption that each user

has the same channel gain over different subcarriers. This is overcome by [27], in which

the authors first derive the optimal PA under given channel assignment, and then propose
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a low-complexity joint channel assignment and power allocation using maximum weighted

independent set in graph theory. Nonetheless, the proposed solution in [27] only supports

two users on a subcarrier.

The aforementioned PA schemes are for SE maximization. With EE becoming a major

concern for 5G, studying PA under EE is of importance, especially for power-constrained

user equipments [28]. The energy minimization of NOMA for uplink cellular M2M com-

munications is studied in [29], where it is shown that transmitting with minimum rate

and full time minimizes the energy consumption. In [30], energy-efficient PA for uplink

mmWave massive MIMO system with NOMA is studied, and it is shown that NOMA

can deliver superior EE when compared with OMA. Note that [30] also only allows two

users to form a NOMA cluster. Different from previous works, in this chapter, The EE of

an uplink hybrid system with NOMA integrated into OMA (HMA) is studied to support

a larger number of IoT devices. The reasons for adopting the HMA system instead of

simply applying NOMA among all IoT devices are as follows: 1) the IoT devices may

not be able to process over the whole available bandwidth; 2) the delay introduced in

decoding the superposed signals may be too large for the IoT-based application; note

that for both NOMA and OMA, the total number of decoding is the same, but NOMA

has to be done sequentially, while OMA can be done in parallel; 3) the error propagation

in SIC can become severe as the number of users increases. The system objective is to

maximize the EE of the considered system under an arbitrary number of users, each with

a minimum rate requirement.

The considered EE maximization problem requires a joint consideration of user cluster-

ing, channel assignment and PA, which is non-convex and challenging to handle. To tackle

it, a many-to-one bipartite graph is first constructed, considering the users and resources

blocks (RBs) as the two sets of nodes. Then, based on swap matching, a joint user-RB

association and PA algorithm is proposed, which is guaranteed to converge. Moreover,
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regarding the power allocation under a given user-RB association, its feasibility condi-

tions are first derived. If feasible, the considered problem is shown to be pseudo-concave

and a low-complexity algorithm is proposed, which can obtain optimal EE for any SIC

order and an arbitrary number of users. Moreover, to further shed light on how the power

is allocated for each user to maximize the EE, analytical solutions are derived for the

special case of two users per cluster for the two SIC orders, respectively, by exploiting

the property of pseudo-concave function. Extensive numerical simulations are performed,

which validate the superiority of the proposed joint user-RB association and PA scheme

over other HMA- and OMA-based algorithms.

The rest of the chapter is organized as follows: Section 4.2 introduces the system model

and problem formulation; Section 4.3 presents the proposed joint user-RB association

and power allocation scheme; Section 4.4 shows the proposed low-complexity optimal PA

algorithm under a given user-RB association; Section 4.5 discusses the special case of two

users per cluster; Section 4.6 shows the simulation results; Section 4.7 finally draws the

conclusions.

4.3 System Model and Problem Formulation

4.3.1 System Model

In this chapter, uplink is considered, in which a set of users denoted by U = {1, · · · , U}

require to simultaneously access the BS. The overall system bandwidth is B Hz, which

is equally divided into M resource blocks (RBs), each with B
M

Hz. It is assumed that

each RB can accommodate multiple users by employing NOMA, while each user can

access only one RB [14,26,27]. The considered scheme has the flavor of both NOMA and

OMA techniques, and is thus, referred to as HMA. Users sharing the same RB form a

cluster. Considering user fairness, the number of users accommodated by the mth RB
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is given by Lm = d U
M
e − 1 or d U

M
e,∀m ∈ {1, · · · ,M}, and ∑M

m=1 Lm = U . Here, we

assume that user-RB association is already performed for the sake of presentation, i.e.,

user (m, l), l ∈ {1, · · · , Lm} means the lth user in the mth RB. The way of conducting

user-RB association will be presented in the next section. Let us denote the channel of

user (m, l) as hm,l, which is characterized by large scale path-loss and small scale Rayleigh

fading. Without loss of generality, we also assume that the users’ channels are arranged

in a descending order on each RB: |hm,1| ≥ · · · ≥ |hm,Lm |, ∀m ∈ {1, · · ·M}. According to

the NOMA protocol, the received signal at the BS on RB m is given by

ym =
Lm∑
l=1

√
Pm,lhm,lsm,l + nm, (4.1)

where sm,l denotes the signal transmitted from the lth user over the mth RB, satisfying

E(|sm,l|2) = 1. In addition, Pm,l denotes the corresponding transmit power, satisfying

Pm,l ≤ Pmax
m,l , where Pmax

m,l is the maximum transmit power for user (m, l). nm denotes

the additive white Gaussian noise (AWGN) at the mth RB, which is of zero-mean and

variance σ2. Different from downlink, all received signals at the BS are desired signals in

uplink, although there is multiuser interference.

In downlink, the SIC order is fixed and follows the ascending order of the channel

gains, i.e., the users with lower channel gains are decoded first and removed. In contrast,

in uplink, the SIC order can be flexible as all received signals at the BS are desired signals,

e.g., the BS can choose to decode the user in an arbitrary order. However, regardless of

that, in order to apply SIC and decode signals at the BS, PA should be fully exploited such

that the distinctness among various signals is maintained. As a result, conventional PA

strategies for OMA (typically intended to equalize the received signal powers for all users)

are not suitable for uplink NOMA systems. For the sake of analysis, here we assume that

the SIC order which decodes user 1 first is employed at the BS. Note that the developed

analytical results can be easily extended to other SIC orders. Also, for the special case of
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two users per cluster, the corresponding two SIC orders are explicitly studied later in the

chapter. According to the NOMA protocol, the achievable rate (bit/s/Hz) for user (m, l)

can be expressed as

Rm,l = log2

(
1 + Pm,l|hm,l|2∑Lm

k=l+1 Pm,k|hm,k|2 + σ2

)
, (4.2)

where ∑Lm
k=l+1 Pm,k|hm,k|2 denotes the inter-user interference after SIC. Particularly, when

k = Lm, we assume ∑Lm
k=Lm+1 Pm,k|hm,k|2 = 0, i.e., user (m,Lm) receives no interference

from other users.

4.3.2 Problem Formulation

The objective is to maximize the EE of the considered system while guaranteeing a mini-

mum QoS for each user, i.e., Rm,l ≥ Rmin
m,l . Note that in uplink, since users are constrained

by their own individual maximum transmit power, and only receive interference from users

in the same cluster due to orthogonal resources assigned to each cluster, each user may

not concern the whole system EE, but its own cluster EE. Nonetheless, with multiple

users and RBs, we need to consider the system EE by appropriately pairing the users and

assigning the RBs.

The EE for each cluster is defined as the ratio of the achievable cluster sum rate

over the total consumed power [15]. The achievable cluster sum rate is given by Rsum
m =∑Lm

l=1Rm,l, while the total power consumption includes two parts: the fixed circuit power

consumption P f
m and the flexible transmit power P t

m = ∑Lm
l=1 Pm,l. Therefore, the EE for

the mth cluster is given by

ηEE
m = Rsum

m

P f
m + P t

m

. (4.3)
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Accordingly, the considered problem can be formulated as

max
Pm,l

ηEE
S (4.4a)

s.t. Rm,l ≥ Rmin
m,l ,∀m, l ∈ {1, · · · , Lm} (4.4b)

Pm,l ≤ Pmax
m,l ,∀m, l ∈ {1, · · · , Lm}, (4.4c)

where ηEE
S = ∑M

m=1 η
EE
m denotes the system EE. (4.4b) and (4.4c) denote the QoS require-

ment and the transmit power constraint for each user, respectively.

4.4 Joint User-RB Association and Power Allocation

(PA)

As the considered system is hybrid, it is required to associate the users with the RBs,

and allocate the power. However, deriving an optimal joint user-RB association and

PA scheme is challenging owing to the intra-cluster interference among users. Indeed,

changing the association of a user from one RB to another not only influences this user,

but also affects the other users in these RBs. Moreover, the objective function (4.4a) is

non-convex, which makes it difficult to derive conditions for optimality.

4.4.1 Proposed Algorithm

To develop a low-complexity joint user-RB association and PA algorithm, the users

and RBs are considered as two sets of nodes in a bipartite graph. Then, the objective is

to match the users to the RBs and allocate power appropriately such that the EE can be

maximized. First, a matching is defined as an assignment of RBs to users as follows.

Definition 1: Given two disjoint sets, U = {1, · · · , U} of the users, andM = {1, · · · ,M}

of the RBs, a many-to-one matching Φ is a mapping from the set U ∪M into the set of
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all subsets of U ∪M such that for every u ∈ U and m ∈M:

1. Φ(u) ∈M;

2. Φ(m) ⊆ U ;

3. |Φ(u)| = 1;

4. |Φ(m)| = Lm;

5. m = Φ(u)⇔ u ∈ Φ(m),

where | · | returns the size of the matching. Conditions 1) and 3) state that each user is

matched with an RB, while conditions 2) and 4) imply that each RB is matched with Lm

users.

Inspired by the many-to-one housing assignment problem [31], I introduce the notion of

swap matching into our many-to-one matching model, and propose a matching algorithm

for the joint user-RB association and PA problem [12]. A swapping operation means

two users matched with different RBs exchange their matches, while the matching for

other users remains the same. The PA is then updated for the two corresponding RBs.

Note that how to allocate power to obtain the EE for a given RB will be presented

in the following sections, and we assume it is known here. To ensure an improved EE

performance, a swapping operation is approved and the matching is updated only when

the sum of the EEs for the two RBs involved increases after the swap. Then, to maximize

the EE of the considered system, the idea is to continue the swapping operation until no

swapping is further approved. Pseudocode for the proposed swapping-based algorithm is

given in Algorithm 2.

Note that in the initialization phase, the basic idea is to associate the user to the RB

in which it has a large channel gain. This leads to either a higher data rate for the user,

or a lower transmit power. Both yield a higher EE. Then, for the swap matching phase,

iterations will continue until no swapping operation can be approved in a new round.
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4.4.2 Convergence and Complexity

Theorem 4.1. The proposed joint user-RB association and PA algorithm converges after

a finite number of swapping operations.

Proof: After a number of swapping operations, the structure of matching changes

as follows:

Φ0 → Φ1 → Φ2 → · · · , (4.5)

where Φ0 is the initial matching. For swapping operation l, the matching changes from

Φl−1 to Φl. Denote the corresponding system EE as ηEE
S (l − 1) and ηEE

S (l). Therefore,

we have ηEE
S (l) > ηEE

S (l − 1), i.e., the system EE increases at each swapping operation.

Moreover, the system EE clearly has an upper bound due to the limited power and

spectrum resources. Consequently, the number of potential swapping operations is finite.

Given the convergence of the proposed algorithm, we discuss its computational com-

plexity. For the initial phase, it takes O(U2M) operations. In the swap matching phase,

denote the number of iterations to reach the final matching as I1.1 In each iteration, all

possible swapping combinations should be considered, which requires O(U2) operations.

In each swapping attempt, we need to conduct PA to calculate the EE before and after

the swapping for the two related clusters. Denote the computational complexity of the

power allocation for calculating the EE as O(X), which will be given in the following

section. Then, the total complexity for the swap matching phase is O(I1U
2X). Adding

this to the initial phase, we obtain the total complexity as O(U2(I1X +M)).
1This number cannot be given in closed form, since we do not know for sure at which iteration the

proposed algorithm reaches the final matching. This is quite common in the design of most heuristic
algorithms. To evaluate the convergence speed, we will show the distribution of this number in the
Simulation Results section.
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Algorithm 2 Proposed joint user-RB association and PA algorithm.
1: Step 1: Initialization phase
2: K ← d U

M
e, Û ← U ;

3: for k = {1, · · · , K}
4: M̂ ←M , Count← 1;
5: while (Count ≤M)
6: hm?,u? ← max{|hm,u|}|∀m∈M̂,∀u∈Û
7: assign u? to RB m?;
8: Û ← Û\u?, M̂ ← M̂\m?;
9: Count← Count + 1;

10: end while
11: end for
12: Step 2: Swap matching phase
13: Indicator = 1;
14: while (Indicator)
15: Indicator = 0;
16: for u ∈ {1, · · · , U},
17: for k ∈ {1, · · · , U}
18: if Φ(k) = Φ(u)
19: continue;
20: else
21: calculate and compare the EE before and after the swap using Algorithm 2;
22: if EE increases
23: update the matching, Indicator ← 1;
24: end if
25: end if
26: end for
27: end for
28: end while
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4.5 Power Allocation under Given User-RB Associ-

ation

In line 21 of Algorithm 2, it is assumed that the way of allocating power under a given

user-RB association is known. In this section, I present in detail how we conduct PA to

maximize the EE. Under a given user-RB association, we can conclude that maximizing

the system EE is equivalent to maximizing the EE for each cluster. This is because the

system EE is the summation over all cluster EEs, which are mutually independent as

they are allocated with different RBs. As a result, we can consider the EE maximization

problem on each RB separately, and the mth subproblem is given by

max
Pm,l

ηEE
m (4.6a)

s.t. Rm,l ≥ Rmin
m,l , l ∈ {1, · · · , Lm} (4.6b)

Pm,l ≤ Pmax
m,l , l ∈ {1, · · · , Lm}. (4.6c)

As the considered subproblems have the same form on different RBs, in the following

sections, we omit the RB index m for notational simplicity. Also, Lm is replaced by L

while ηEE
m is replaced by ηEE.

4.5.1 Determine the Feasibility

Owing to the minimum rate requirements and transmit power constraints, (4.6) may be

infeasible, i.e., there may not exist a PA solution to satisfy all the constraints. As a

result, we need to find the feasibility conditions first. Observe that the last user receives

no interference from other users due to SIC; we start with it and obtain

log2

(
1 + PL|hL|2

σ2

)
≥ Rmin

L ⇔PL ≥
(2Rmin

L − 1)
|hL|2

. (4.7)
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To satisfy the above requirement, we have

Pmax
L ≥ (2Rmin

L − 1)
|hL|2

. (4.8)

Assume that (4.8) is satisfied. Clearly, to reduce the interference from user L to other

users, it needs to use the minimum transmit power, i.e., PL = Pmin
L = (2R

min
L −1)
|hL|2

. Now we

consider the (L− 1)th user. Likewise, we have

log2

(
1 + PL−1|hL−1|2

PL|hL|2 + σ2

)
≥ Rmin

L−1

⇔ PL−1 ≥
2Rmin

L (2Rmin
L−1 − 1)

|hL−1|2
(4.9)

⇒ Pmax
L−1 ≥

2Rmin
L (2Rmin

L−1 − 1)
|hL−1|2

.

Using the mathematical induction, we can easily extend it to all users, and obtain

Pmax
l ≥ Pmin

l = 2
∑L

k=l+1R
min
k (2Rmin

l − 1)
|hl|2

, ∀l ∈ {1, · · · , L}, (4.10)

where Pmin
l is the minimum power required to satisfy the minimum rate requirement for

the lth user. Here we assume that ∑L
k=L+1R

min
k = 0. Once the above conditions between

the minimum rate requirements and the power constraints are satisfied, (4.6) is feasible.

4.5.2 Maximizing the EE when (4.6) is Feasible

The objective function (4.6a) is of fractional form, which is non-convex and challenging

to handle. To tackle it, we first deal with the numerator, i.e., the sum rate, which can be
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re-written as

Rsum =
L∑
l=1

log2

(
1 + Pl|hl|2∑L

k=l+1 Pk|hk|2 + σ2

)

= log2

(
1 +

∑L
l=1 Pl|hl|2

σ2

)
. (4.11)

It is easy to see that the sum rate is a concave function with respect to (w.r.t.) the

transmit power for each user.

Now the QoS constraints (4.6b) is considered. It is non-convex on its current form.

However, after some mathematical manipulations, it can be reformulated as

Pl|hl|2 ≥
(
2Rmin

l − 1
) L∑

k=l+1
Pk|hk|2 + σ2

 , (4.12)

which is a linear constraint, since it is just an affine mapping w.r.t., Pl, l ∈ {1, · · · , L}.

Accordingly, problem (4.6) can be re-written as

max
Pl

log2

(
1 +

∑L

l=1 Pl|hl|
2

σ2

)
Pf +∑L

l=1 Pl
(4.13a)

s.t. (4.12) (4.6c), l ∈ {1, · · · , L}. (4.13b)

For the objective function (4.13a), its numerator is a strictly concave function w.r.t.,

Pl, l ∈ {1, · · · , L}, while the denominator is an affine mapping over Pl, l ∈ {1, · · · , L}.

Therefore, it is a strictly pseudo-concave function [32, Proposition 6]. According to the

property of strictly pseudo-concave function, it can be optimally solved by applying the

Dinkelbach’s algorithm [32, Proposition 6]. The specific procedure is summarized in

Algorithm 3. Denote the number of iterations for Algorithm 3 to converge as I2. During
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each iteration, the proposed algorithm needs to solve the following problem, i.e., line 4,

max
Pl

log2

(
1 +

∑L
l=1 Pl|hl|2

σ2

)
− β(Pf +

L∑
l=1

Pl) (4.14a)

s.t. (4.12) (4.6c), l ∈ {1, · · · , L}, (4.14b)

where β is known. Clearly, the above problem is concave, and can be solved using standard

algorithms, such as interior-point method. However, the standard approach does not

exploit the specific structure of (4.14), and is computationally intensive when (4.14) needs

to be solved over and over again. This is indeed the case here, since solving Algorithm 3

requires solving Algorithm 3 many times, i.e., line 21, and addressing Algorithm 3 also

requires to solve (4.14) many times, i.e., line 4. To relieve the computational burden, we

propose a low-complexity optimal solution for (4.14) as follows:

Denote F = log2

(
1 +

∑L

l=1 Pl|hl|
2

σ2

)
− β(Pf +∑L

l=1 Pl). Then, for user l, we have ∂F
∂Pl

=
|hl|2

ln 2(
∑L

k=1 Pk|hk|
2+σ2)

−β. Setting ∂F
∂Pl

= 0, we obtain P 0
l = 1

β ln 2 −
∑

k 6=l Pk|hk|
2+σ2

|hl|2
. If all other

power values, i.e., Pk, k 6= l are fixed, we can easily obtain the optimal solution for user

l by comparing P 0
l with its minimum and maximum power constraints. Specifically, the

optimal power P ?
l is given by

P ?
l =



Pmin
l , if P 0

l < Pmin
l ,

Pmax
l , if P 0

l > Pmax
l ,

P 0
l , otherwise.

(4.15)

On this basis, the proposed low-complexity algorithm goes as follows: we first allocate

the minimum required power to each user; then, we update the power for the users one

by one using (4.15); this update continues until convergence. Note that convergence is

guaranteed since F increases or remains unchanged after each update, and there exists an

102



upper bound. Denote the number of iterations for convergence as I3; then, its complexity

is just O(I3). Thus, we have X = I2I3, and O(U2(I1X + M)) = O(U2(I1I2I3 + M)).

Moreover, the obtained local optimum is also the global optimum since (4.14) is concave.

The specific procedure is summarized in Algorithm 4.

Remark. For any other SIC order, it can be easily proved that the objective function is

the same as (4.13a). Moreover, the minimum rate constraints can be turned into convex

constraints similar to (4.12). Therefore, Algorithms 2 and 3 can be directly used for EE

maximization under any other SIC order.

Algorithm 3 Proposed EE maximization PA algorithm.
1: Initialize parameters.
2: Set ε > 0; β ← 0;F > ε;
3: while F > ε do
4: P ?

l ← argmax log2

(
1 +

∑L

l=1 Pl|hl|
2

σ2

)
− β(Pf +∑L

l=1 Pl); s.t. (4.12) (4.6c);

5: F ← log2

(
1 +

∑L

l=1 P
?
l |hl|

2

σ2

)
− β(Pf +∑L

l=1 P
?
l );

6: β ←
log2

(
1+
∑L

l=1 P
?
l
|hl|

2

σ2

)
Pf+

∑L

l=1 P
?
l

;
7: end while

Although the proposed Algorithms 3 and 4 can be used to solve the considered EE

maximization problem, they do not shed much light into the behaviour of the system,

since an iterated algorithm is used. For example, how much power will be employed by

the user with the highest channel gain? To this end, several important properties are

observed and listed in the sequel:

Lemma 4.1. Transferring power2 from a user with lower channel gain to a user with

higher channel gain leads to increased EE.
2Note that here transferring power means one user lowers his transmit power, while another user

increases the same amount of transmit power.
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Algorithm 4 Proposed low-complexity algorithm for (4.14).
1: Initialize parameters.
2: Set Pl ← Pmin

l , l ∈ {1, · · · , L};
3: while 1 do
4: Pold ← P ;
5: for l = {1, · · · , L};
6: P 0

l = 1
β ln 2 −

∑
k 6=i Pk|hk|

2+σ2

hi|2 ;
7: if P 0

l < Pmin
l

8: Pl ← Pmin
l ;

9: elseif P 0
l > Pmax

l

10: Pl ← Pmax
l ;

11: else
12: Pl ← P 0

l ;
13: end if
14: if |Pold − P | < 10−9

15: break;
16: end if
17: end for
18: end while

Proof: According to (4.13a), when the power transfer happens, the numerator

increases owing to the channel gain ordering. On the other hand, the sum transmit power

remains unchanged, and thus, the denominator remains unchanged. Therefore, the EE

increases as well.

Theorem 4.2. If ∂ηEE
∂P1
|Pmax

1 ,P̄−1 ≥ 0, user 1 should transmit at full power to maximize the

EE, where P̄−1 = P̄2, · · · , P̄L denotes a feasible PA solution for the other users.

Proof: First, when P1 = Pmax
1 , the feasible region for the other users is maximized,

since the interference from user 1 is cancelled by SIC, and the minimum rate requirement

of user 1 is most likely to be satisfied. This means that if there exists a feasible region,

P1 = Pmax
1 is inside it. Furthermore, since ∂ηEE

∂P1
|Pmax

1 , P̄−1 ≥ 0, then P1 = Pmax
1 maximizes

the EE, when P̄−1 remains fixed [32, Proposition 5]. Next, we consider the case when power

transfer happens between user 1 and other users. According to Lemma 4.1, transferring

power from user 1 to other users leads to a lower EE. Therefore, this will not happen.
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This completes the proof.

Table 4.1: PA Solution for Two Users under Case I.

Phases Conditions Solutions
Phase I ∂ηEE

∂P1
|Pmax

1 ,Pmax
2
≥ ∂ηEE

∂P2
|Pmax

1 ,Pmax
2
≥ 0 P1 ← Pmax

1 ,
P2 ← min

(
Pmax

2 ,
Pmax

1 |h1|2

(2R
min
1 −1)|h2|2

− σ2

|h2|2

)
Phase II

∂ηEE
∂P1
|Pmax

1 ,Pmax
2
≥ 0, ∂ηEE

∂P2
|Pmax

1 ,Pmax
2
≤ 0 P1 ← Pmax

1 , set P ?
2 ← ∂ηEE

∂P2
|Pmax

1
= 0;

if P ?
2 ≤ Pmin

2 , then P2 ← Pmin
2 else

∂ηEE
∂P1
|Pmax

1 ,Pmin
2
≥ 0

(
Pmin

2 = (2R
min
2 −1)σ2

|h2|2

)
P2 ← min

(
∂ηEE
∂P2
|Pmax

1
= 0, Pmax

1 |h1|2

(2R
min
1 −1)|h2|2

− σ2

|h2|2

)
;

Phase
III

∂ηEE
∂P1
|Pmax

1 ,Pmax
2
≤ 0, ∂ηEE

∂P2
|Pmax

1 ,Pmax
2
≤ 0, Same as Phase II

∂ηEE
∂P1
|Pmax

1 ,Pmin
2
≥ 0

(
Pmin

2 = (2R
min
2 −1)σ2

|h2|2

)
Phase IV ∂ηEE

∂P1
|Pmax

1 ,Pmin
2
≤ 0, ∂ηEE

∂P2
|Pmax

1 ,Pmin
2
≤ 0 P1 ← max

(
∂ηEE
∂P1
|Pmin

2
= 0, (2R

min
1 −1)2R

min
2 σ2

|h1|2

)
,

P2 ← Pmin
2

Table 4.2: PA Solution for Two Users under Case II.

Phases Conditions Solutions

Phase I ∂ηEE
∂P1
|Pmax

1 ,Pmax
2
≥ ∂ηEE

∂P2
|Pmax

1 ,Pmax
2
≥ 0 P1 ← min

(
Pmax

1 ,
Pmax

2 |h2|2

(2R
min
2 −1)|h1|2

− σ2

|h1|2

)
,

P2 ← Pmax
2

Phase II
∂ηEE
∂P1
|Pmax

1 ,Pmax
2
≥ 0, ∂ηEE

∂P2
|Pmax

1 ,Pmax
2
≤ 0 if P ?

1 ≤ Pmin
1 , P1 ← P

min
1 , P2 ← (Pmin

1 − b)/k
if P ?

1 ∈ [Pmin
1 , Pmax

1 ], P1 ← P
?
1, P2 ← P

?
2

if P ?
1 ≥ Pmax

1 , P1 ← Pmax
1 ,

P2 ← ∂ηEE
∂P2
|Pmax

1
= 0

Phase III ∂ηEE
∂P1
|Pmax

1 ,Pmax
2
≤ 0, ∂ηEE

∂P2
|Pmax

1 ,Pmax
2
≤ 0 same as Phase II

Theorem 4.3. If ∂ηEE
∂P1
|Pmax

1 ,Pmin
−1
≤ 0, then Pl = Pmin

l , l 6= 1 and P1 = max
(
∂ηEE
∂P1
|Pmin
−1

= 0, Pmin
1

)
,

where Pmin
−1 = Pmin

2 , · · · , Pmin
L denotes the minimum required power.

Proof: The derivative ∂ηEE
∂Pl

is given by

∂ηEE

∂Pl
= |hl|2

(σ2 +∑L
l=1 Pl|hl|2)(Pf +∑L

l=1 Pl) ln 2
−

log2

(
1 +

∑L

l=1 Pl|hl|
2

σ2

)
(Pf +∑L

l=1 Pl)2 . (4.16)
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Clearly, the derivative ∂ηEE
∂Pl

is arranged following the same order of |hl|2, i.e., ∂ηEE
∂P1
≥

· · · ≥ ∂ηEE
∂Pl
· · · ≥ ∂ηEE

∂PL
. Since ∂ηEE

∂P1
|Pmax

1 ,Pmin
−1
≤ 0, then ∂ηEE

∂Pl
|Pmax

1 ,Pmin
−1
≤ 0, ∀l ∈ {2, · · · , L}.

Therefore, all users should reduce their transmit power to increase the EE [32, Proposition

5]. On the other hand, for all users except user 1, they can only reduce their power to the

minimum required power. So, we have Pl = Pmin
l , l 6= 1. Once all the other users’ powers

are fixed, the EE is maximized at the unique root of ∂ηEE
∂P1
|Pmin
−1

= 0 or the boundary point,

i.e., Pmin
1 . Combining this, we can conclude that P1 = max

(
∂ηEE
∂P1
|Pmin
−1

= 0, Pmin
1

)
.

Remark. Note that the condition for Theorem 4.2 holds when Pmax
l are quite small, while

that for Theorem 4.3 holds when Pmax
l are quite large. Thus, some good insights for these

two extreme cases have been derived. However, for the cases between these two extremes,

it is quite complicated to derive analytical results due to the coupling between the QoS

requirements and power constraints.

4.6 Two User Case

Although it is challenging to derive the analytical solution for the general case of multiple

users, for the special case of two users, this is possible. Since the derivatives ∂ηEE
∂Pl

are

arranged as ∂ηEE
∂P1
≥ · · · ≥ ∂ηEE

∂Pl
· · · ≥ ∂ηEE

∂PL
, for the two user case, there are only three cases

to consider: ∂ηEE
∂P1
≥ ∂ηEE

∂P2
≥ 0, ∂ηEE

∂P1
≥ 0 ≥ ∂ηEE

∂P2
and 0 ≥ ∂ηEE

∂P1
≥ ∂ηEE

∂P2
. On the other

hand, under different SIC orders, the feasibility region is different, and thus, different

PA solutions are required. The two SIC orders need to be discussed separately. In the

following, we first consider the case for the SIC order which decodes user 1 first, and refer

to it as Case I. Then, the other case is considered, which is referred to as Case II.

4.6.1 Analytical Solution when User 1 is Decoded First

In this case, the PA solutions for the two users are listed in Table 4.1.
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Proof: Refer to Appendix.

Remark. The bisection method can be used to find the root for the equation ∂ηEE
∂Pl

= 0,

with the complexity of log2(Pmax
l /δ), where δ denotes the required precision. This is also

the dominant computation of obtaining the solution for the EE. According to Table 4.1,

when the system is in Phases I, II or III, user 1 always transmits at full power. In Phase

IV, user 2 transmits at minimum power. Moreover, from Phase I to Phase IV, we can

see how the users react when the maximum allowable transmit power increases. In Phase

I, the maximum allowable transmit power is too small, and all the transmit power should

be consumed not to violate the QoS constraint. In Phases II and III, user 2 should only

transmit with the power which ensures both QoS and maximum EE.

4.6.2 Analytical Solution when User 2 is Decoded First

In this case, the problem can be formulated as

max
P1,P2

log2

(
1 + P1|h1|2+P2|h2|2

σ2

)
Pf + P1 + P2

(4.17a)

s.t. Pl ≤ Pmax
l ,m ∈ {1, 2}, (4.17b)

log2

(
1 + P2|h2|2

P1|h1|2 + σ2

)
≥ Rmin

2 , (4.17c)

log2

(
1 + P1|h1|2

σ2

)
≥ Rmin

1 , (4.17d)

where (4.17c) and (4.17d) represent the QoS requirements for user 2 and user 1, respec-

tively. Note that (4.17a) is the same as (4.13a) for two users. Indeed, for uplink NOMA,

if there exists no QoS constraints, the achievable sum rate under any SIC order is the

same, and so is the EE. However, with the QoS constraints, the feasibility region of the

power may vary under different SIC orders, and thus, leading to different sum rates and

EEs.
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The corresponding solution for the above problem is listed in Table 4.2. Note that in

this table, we have Pmin
1 = (2R

min
1 −1)σ2

|h1|2 . Also, we replace P1 with P2 by considering that

equality is achieved at the minimum rate of user 2. Thus, we have P1 = P2|h2|2

(2R
min
2 −1)|h1|2

−
σ2

|h1|2 = kP2 + b, with k = |h2|2

(2R
min
2 −1)|h1|2

and b = − σ2

|h1|2 . Then, the multi-variable function

of the EE becomes a single variable function over P2, which is given by

f(P2) =
log2

(
1 + (kP2+b)|h1|2+P2|h2|2

σ2

)
Pf + kP2 + P2 + b

. (4.18)

Correspondingly, the root of the derivative is denoted as P ?
2 ← f

′(P2) = 0. The

corresponding value for P1 is P ?
1 = kP

?
2 + b.

Proof: Refer to Appendix.

Remark. It can be seen that changing the SIC order leads to different PA results. Under

Case II, even for Phases I and II, user 1 may not transmit at full power. For Phase I,

instead, user 2 transmits at full power. Also, it is quite difficult to judge which decoding

order is better, since this depends on the transmit power constraint and the QoS require-

ment. If both constraints are the same for both users, under Phase I, it is clear that Case

I always outperforms Case II. However, even in this case, except from Phase I, it is still

difficult to compare them analytically.

Table 4.3: Simulation Parameters.

Parameters Value
Number of users per cluster L = 2, 3

Number of RBs M = 1, 4, 8
Minimum rate requirement Rmin = 1.5 [bit/s/Hz]

Fixed Transmit power per user Pf = 0 [dBm]
Channel bandwidth per RB 180 [KHz]
Noise power spectral density −174 [dBm/Hz]

Path-loss model 128 + 35 log10(d), d in kilometer
Small scale fading CN (0, 1)
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Fig. 4.1: Case I: larger channel gain difference; a) EE versus maximum transmit power;
b) corresponding transmit power for three users; |h1|2 = 1.10 × 10−9, |h2|2 = 1.34 ×
10−10, |h3|2 = 4.25× 10−11.
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Fig. 4.2: Case II: smaller channel gain difference; a) EE versus maximum transmit power
with QoS constraints; b) EE versus maximum transmit power without QoS constraints;
|h1|2 = 7.31× 10−10, |h2|2 = 5.81× 10−10, |h3|2 = 3.10× 10−10.
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4.7 Simulation Results

In this section, simulations are conducted to verify the developed results. The default

simulation parameters are listed in Table 4.3. Note that in simulations, the same minimum

rate requirements and maximum transmit power constraints are assigned to all users.

4.7.1 Single Cluster

Results for two cases with different channel gain difference between the users are shown in

Figs. 4.1 and 4.2. In addition, as a baseline algorithm, OMA with equal degrees of free-

dom is presented. The results are also obtained by running the proposed Algorithm 3 with

the rate expressions adjusted according to the OMA protocol. Moreover, the results are

also presented when the objective is to maximize the SE of the system, which is denoted

as “MaxSE”. In contrast, the EE maximizing results are denoted as “MaxEE”. From Figs.

4.1(a) and 4.2(a), it can be seen that the EE first increases with the maximum transmit

power for both “MaxEE” and “MaxSE”. Then, after a certain threshold, “MaxEE” satu-

rates, while “MaxSE” continues to decrease. This illustrates the importance of applying

an energy-efficient PA algorithm, especially under high maximum transmit power.

Specifically, Fig. 4.1 shows the case with larger channel gain difference among the

users. In this case, NOMA achieves much higher EE than OMA for both two and three

users, respectively. Moreover, for both NOMA and OMA, the two user case is much better

than the three user case. Fig. 4.1(b) shows how the three users allocate their power as

the maximum transmit power increases. For user 1, under low maximum transmit power,

full power is consumed, which agrees with Theorem 4.2. Under high maximum transmit

power, its power no longer increases with the maximum transmit power, but saturates.

This coincides with Theorem 4.3. Moreover, for users 2 and 3, they are transmitting using

the minimum required power, as expected based on Theorem 4.3.
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Fig. 4: Comparison between two SIC orders; a) Partial derivative values; b) PA; |h1|2 =
1.10× 10−9, |h2|2 = 1.34× 10−10.
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Fig. 4.2 shows the case of smaller channel gain difference. In this case, for both OMA

and NOMA, the two user case is better than the three user case. However, under low

maximum transmit power, OMA is better than NOMA. This is because the interference

introduced by NOMA leads to a smaller feasibility region. Take two user case for example,

under low maximum transmit power, OMA is transmitting at full power for both users.

However, if Pmax
1 |h1|2

(2R
min
1 −1)|h2|2

− σ2

|h2|2 < Pmax
2 , user 2 in NOMA cannot transmit at full power

to ensure the QoS of user 1. This is quite different from the downlink case, in which the

BS controls the PA for all users, and can distribute power among them. In uplink, each

user is constrained by its own maximum transmit power. Since user 1’s power cannot

be increased over its maximum transmit power, the allowable power for user 2 cannot be

increased either. Consequently, NOMA achieves lower EE than OMA. Fig. 4.2(b) shows

the case when there is no QoS constraints. As expected, NOMA is always better than

OMA, even though the gain is quite minor for the two user case. Comparing this with

Fig. 4.1, it implies that user pairing should be conducted such that the users’ channel

gain should be distinct. Moreover, it is worth mentioning that NOMA still outperforms

OMA under high maximum transmit power.

Figures 4.3 and 4.4 compare the performance between the two SIC orders. According

to Fig. 3, Case I achieves much higher EE than Case II. Fig. 4.4(a) shows how the partial

derivative values vary with the maximum transmit power, where DP1, DP2 and DP3

denote ∂ηEE
∂P1
|Pmax

1 ,Pmax
2

, ∂ηEE
∂P2
|Pmax

1 ,Pmax
2

and ∂ηEE
∂P2
|Pmax

1 ,Pmin
2

, respectively. It can be seen that

as the maximum transmit power increases, Case I moves from Phase I to Phase IV, while

Case II moves from Phase I to Phase III. Fig. 4.4(b) plots P1 and P2 obtained by Algorithm

3 (without prime) and the proposed analytical solution (with prime). Obviously, the same

results are obtained by both methods, which demonstrates the correctness of the analytical

solution.3 Particularly, under low maximum transmit power, the system is in Phase I,
3As we use the log value on the y-axis, it may seem that for Case II, there exists a difference between

these two algorithms. Indeed, the difference is smaller than 10−5, and it exists simply because the root
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user 1 in Case I and user 2 in Case II transmit at full power.

4.7.2 Multiple Clusters

In this subsection, multiple clusters are considered. The proposed solution, denoted as

HMA-prop, is compared with two OMA-based algorithms, i.e., OMA-swap and OMA-

MWM, and three HMA-based algorithms, i.e., HMA-DC [14], HMA-MWM and HMA-

rand. OMA-swap follows the same procedure as HMA-prop, but with the rate expressions

adjusted according to the OMA protocol. In OMA-MWM, we update the PA and user-RB

association alternately until convergence. More exactly, under a given PA, it is clear that

the EE maximization is equivalent to the sum rate maximization. According to the OMA

protocol, the achievable rate of user (m, l) is RO
m,l = 1

Lm
log2

(
1 + LmPm,l|hm,l|2

σ2

)
, which

depends only on the allocated RB. Consider the users and RBs as the two set of nodes in

a bipartite graph, and the corresponding rates RO
m,l as the weights. Then, the matching

that maximizes the sum weight also maximizes the sum rate, and further the EE. This

matching can be obtained efficiently using standard maximum weight matching (MWM)

algorithms, such as the Hungarian algorithm [33]. Under a given user-RB association, the

PA can be solved using Algorithm 2, with the rate expressions adjusted according to the

OMA protocol. Note that convergence is guaranteed since the EE increases or remains

unchanged after each update, and there exists an upper bound.

HMA-DC is the scheme proposed in [14], in which each user sends its matching request

to its most preferred RB based on the channel gain. However, the preferred RB only

accepts the users that lead to the maximum EE. The rejected users will move to the

next preferred RB and this process continues until all users are matched to an RB. For

HMA-MWM, we cannot apply it the same way as for OMA-MWM, since MWM for HMA

cannot be performed due to the intra-cluster interference. Instead, we simply consider the

can only be approximated using the bisection method.
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Fig. 4.5: Comparison of average EE when U = 12 and M = 4; a) smaller channel gain
difference; b) larger channel gain difference.
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Fig. 4.6: Comparison of average EE when U = 24 and M = 8; a) smaller channel gain
difference; b) larger channel gain difference.
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weights to be the channel gains. Then, we conduct the MWM between the users and the

RBs to achieve the maximum sum channel gains. In HMA-rand, the users are allocated

to the RBs randomly.

The following results are averaged over 103 random trials, and for each trial, the

users’ locations are generated following a uniform distribution. The result when there

are 12 users accessing 4 RBs is first presented. Two cases with different channel gain

differences are considered. Fig. 5(a) shows the result when all users lie within a radius

of 150 m. In Fig. 4.5(b), the users are equally divided into three circles, with radii of 50,

100 and 150 m, respectively. Therefore, Fig. 4.5(a) is the case with smaller channel gain

difference. It is clear that HMA-prop is the best, followed by HMA-MWM, HMA-DC,

HMA-rand OMA-MWM and OMA-swap. This validates the superiority of the proposed

scheme over other HMA- and OMA-based algorithms. In Fig. 4.5(b), it can be seen that

HMA-prop is still the best, followed by HMA-MWM and HMA-DC. However, in this case,

OMA-swap outperforms OMA-MWM, and HMA-rand is the worst. Quite surprisingly, by

comparing Figs. 4.5(a) and 4.5(b), it can be observed that a larger channel gain difference

does not necessarily lead to a larger gain of HMA over OMA. This does not contradict the

conclusion in the single cluster, where we claim that a large channel gain difference among

users yields a larger gain of HMA over OMA. This is because the user-RB association

results in HMA and OMA can be quite different, and the former conclusion holds when

the user-RB association remains the same for both schemes.

Figure 4.6 shows the result when the number of users and RBs are doubled, i.e., now

there are 24 users accessing 8 RBs. By comparing Figs. 4.5 and 4.6, it is clear that the

corresponding EE values in Fig. 4.6 are more than twice those in Fig. 4.5, except for

HMA-rand. This implies that a multiplexing gain is obtained by having more RBs.

Figure 4.7 plots the cumulative distribution function (CDF) of the number of swapping

operation required to reach convergence for the above two scenarios. It can be seen
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Fig. 4.7: CDF of the number of swap operations for convergence.

that the number of swapping operations grows with that of RBs. However, less than 60

swapping operations are needed even for the scenario when U = 24 and M = 8, which is

quite small. In addition, for Algorithm 3, simulation results show that exactly 6 iterations

are required for it to converge when there are 3 users sharing an RB.

4.8 Conclusion

In this chapter, the energy-efficient resource allocation for HMA uplink with QoS re-

quirements was studied for each user. Based on swap matching in many-to-one bipartite

graph, a joint user-RB association and power allocation scheme was proposed, which is

guaranteed to converge. Under a given user-RB association, it was shown that the system

EE maximization equals cluster EE maximization. Then, the feasibility conditions were

derived, and the EE maximization was solved using Dinkelbach’s algorithm. Moreover, to
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further relieve the computational burden, a low-complexity optimal algorithm was pro-

posed for solving the convex optimization subproblem inside the Dinkelbach’s algorithm.

For the two user case, analytical solutions were further derived for the two SIC orders.

Simulations were performed, which verify the developed analytical solutions. Moreover,

the results for a single cluster show that under low maximum transmit power, OMA can

be better than HMA for uplink, due to the smaller feasibility region for HMA caused

by the QoS requirements. On the other hand, under high maximum transmit power,

HMA still outperforms OMA. Results under multiple clusters fully validate the superior-

ity of the proposed scheme over other HMA- and OMA-based algorithms. Furthermore,

a multiplexing gain can be observed when employing more RBs.

Appendix

Proof of Table I

In Phases I, II and III, as it satisfies the condition for Theorem 4.2, it can be concluded

that P1 = Pmax
1 . As for Phase IV, it is exactly the condition for Theorem 4.3, and thus,

the conclusion holds. Then, we only need to prove the PA for user 2 in Phases I, II and

III.

Let us first consider Phase I. For the differentiable strictly pseudo-concave function,

since ∂ηEE
∂P1
|Pmax

1 ,Pmax
2
≥ ∂ηEE

∂P2
|Pmax

1 ,Pmax
2
≥ 0, we can conclude that ∂ηEE

∂P1
≥ ∂ηEE

∂P2
≥ 0 for

any value of P1 and P2. Thus, increasing the transmit power for each user leads to an

larger EE. However, for user 2, increasing P2 also causes more interference to user 1.

To ensure the QoS requirement of user 1, the maximum power can be used by user 2 is

given by Pmax
1 |h1|2

(2R
min
1 −1)|h2|2

− σ2

|h2|2 . Combining this with the transmit power constraint, we have

P2 = min
(
Pmax

2 ,
Pmax

1 |h1|2

(2R
min
1 −1)|h2|2

− σ2

|h2|2

)
.

Next, let us focus on Phases II and III. Without considering the QoS constraint, P2
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is obtained when ∂ηEE
∂P2
|Pmax

1
= 0. Denote it as P ?

2 , satisfying P ?
2 < Pmax

2 . On the other

hand, due to the minimum rate requirements for user 1 and user 2, P2 has a lower bound

Pmin
2 , and an upper bound Pmax

1 |h1|2

(2R
min
1 −1)|h2|2

− σ2

|h2|2 . If P ?
2 ≤ Pmin

2 , P2 = Pmin
2 . Otherwise,

P2 = min
(
P ?

2 ,
Pmax

1 |h1|2

(2R
min
1 −1)|h2|2

− σ2

|h2|2

)
.

Proof of Table II

In Phase I, due to the change of SIC order, user 2 should transmit at full power. As for user

1, it should not violate the QoS requirement of user 2, and thus, P1 <
Pmax

2 |h2|2

(2R
min
2 −1)|h1|2

− σ2

|h1|2 .

Combining it with the maximum power, we have P1 = min
(
Pmax

1 ,
Pmax

2 |h2|2

(2R
min
2 −1)|h1|2

− σ2

|h1|2

)
.

In Phases II and III, it is first assumed that P1 is constrained by the QoS of user 2.

Then, we turn the multi-variable function into a single variable function. Accordingly,

the solution for this is the root of the derivative. Denote this as P ?
2. Correspondingly,

P
?

1 = kP
?

2 + b. On the other hand, user 1 needs to satisfy its own QoS, and thus, it

can be obtained that Pmin
1 . If P ?

1 < P
min
1 , P1 = P

min
1 , and P2 = (Pmin

1 − b)/k. If

P2 < (Pmin
1 − b)/k, it cannot satisfy its own QoS. If P2 exceeds this, EE decreases, since

P2 > P
?
2, and P1 > P

?
1. When P ?

1 lies in (Pmin
1 , Pmax

1 ), if P ?
2 ≤ Pmax

2 , P1 = P
?
1, P2 = P

?
2 is

clearly the solution. As for the case P ?
2 > Pmax

2 , this cannot hold. This is because we can

transfer power from user 2 to user 1, and increase the EE. Therefore, P ?
2 cannot be the

root of (4.18). When P ?

1 > Pmax
1 , P1 = Pmax

1 . Denote the root of ∂ηEE
∂P2
|Pmax

1
as P r

2 . Since
∂ηEE
∂P2
|Pmax

1 ,Pmax
2
≤ 0, P r

2 ≤ Pmax
2 . In addition, we can obtain P r

2 ≥ (Pmax
1 − b)/k, owing to

∂ηEE
∂P2
|Pmax

1 ,(Pmax
1 −b)/k ≥ ∂ηEE

∂P2
|P ?1,P ?2 = 0. Therefore, the QoS of user 2 can be satisfied when
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P1 = Pmax
1 and P2 = P r

2 . In sum, it can be concluded that P2 = P r
2 .
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Chapter 5

Securing Downlink Massive

MIMO-NOMA Networks with

Artificial Noise

5.1 Abstract

This chapter focuses on securing the confidential information of massive MIMO-NOMA

networks by exploiting artificial noise (AN). An uplink training scheme is first proposed

with minimum mean squared error estimation at the base station. Based on the esti-

mated channel state information, the base station precodes the confidential information

and injects the AN. Following this, the ergodic secrecy rate is derived for downlink trans-

mission. An asymptotic secrecy performance analysis is also carried out for a large number

of transmit antennas and high transmit power at the base station, respectively, to high-

light the effects of key parameters on the secrecy performance of the considered system.

Based on the derived ergodic secrecy rate, the joint power allocation of the uplink training

phase and downlink transmission phase is proposed to maximize the sum secrecy rates
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of the system. Besides, from the perspective of security, another optimization algorithm

is proposed to maximize the energy efficiency. The results show that the combination of

massive MIMO technique and AN greatly benefits NOMA networks in term of the secrecy

performance. In addition, the effects of the uplink training phase and clustering process

on the secrecy performance are revealed. Besides, the proposed optimization algorithms

are compared with other baseline algorithms through simulations, and their superiority

is validated. Finally, it is shown that the proposed system outperforms the conventional

massive MIMO orthogonal multiple access in terms of the secrecy performance.

5.2 Introduction

The development of Internet-of-Things demands massive connectivity over the limited

radio spectrum. This requires the next generation wireless networks deploy new multiple

access technologies with better spectral efficiency [1]. Recently, NOMA has been intro-

duced as a solution for this challenge [2, 3]. Power-domain NOMA allows multiple users

to share the same time-frequency resource simultaneously by using superposition coding

and advanced interference cancellation techniques, such as SIC [4–6]. As a result, NOMA

can enhance the capacity of a network in both spatial and temporal dimensions [7–10].

However, from the security viewpoint, sharing the same time-frequency resource among

users imposes secrecy challenges.

Traditionally, the security issues have been handled at the higher layers using encryp-

tion approaches. However, the development of computing technologies and the tremen-

dous growth in the number of wireless devices have surfaced the vulnerability of the

conventional encryption methods [11]. As a result, physical layer security (PLS) has been

introduced as an additional protecting layer to the conventional encryption methods for

securing confidential information [12]. The principle of PLS is to take advantage of the
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randomness of the wireless channels to restrain the illegitimate side from overhearing the

legitimate users [13]. The community has shown a great interest in applying PLS to

NOMA networks. In [14], the authors investigated the secrecy outage probability (SOP)

of NOMA relay networks with two types of relay, i.e., amplify-and-forward and decode-

and-forward. The chapter revealed that in the high signal-to-noise ratio regime, the SOP

of the considered NOMA relay network converges to a constant value. In [15], the secrecy

performance of a stochastic NOMA network was considered, by modelling its users’ loca-

tions using stochastic geometry. The results showed that the secrecy diversity order of the

considered system is determined by that of the user pair with a poorer channel. In [16],

the authors derived a closed-form solution for maximizing the secrecy sum rate of the

NOMA while taking the users’ quality of service requirements into consideration. In [17],

the authors investigated a NOMA system in the presence of an external eavesdropper.

The SOP of the considered system was derived and used to optimize the decoding order,

transmission rates, and allocated power. These studies have laid the initial foundation

for exploiting PLS in NOMA networks.

Recently, massive MIMO has become one of the key technologies for 5G network

[18–20]. By deploying hundreds of antennas at the BS to serve tens of users, massive

MIMO exploits the high spatial resolution and large array gain to greatly enhance the

throughput, SE, and EE [21–23]. Massive MIMO networks are suggested to operate in

time division duplex to address pilot contamination by exploiting channel reciprocity [18].

In massive MIMO networks, the BS can obtain the knowledge of the CSI via uplink

training sequences of the users and employ this knowledge to precode the transmit data.

The combination of massive MIMO and NOMA seems to be naturally matched since it

can offer a great performance enhancement for a large number of users [24]. However,

there are some challenges of this combination. Since the number of orthogonal sequences

for the uplink training phase is limited, the massive number of users has to be grouped
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in clusters. In a cluster, users share the same training sequence. As a consequence, the

quality of the uplink training phase can be compromised. Therefore, the spatial resolution

is decreased, which can lead to leakage of the confidential information. There have been

several studies of PLS for massive MIMO-NOMA networks. In [25], the authors have

investigated the secrecy performance of a NOMA massive MIMO network in the presence

of an active eavesdropper. The inter-user interference was utilized to enhance the secrecy

performance of the network. Artificial noise (AN) has proven its effectiveness to secure

the legitimate side from malicious attempts [26, 27]. Recently, in [28], the authors have

proposed a joint alignment of multi-user constellations and AN to secure the massive

MIMO-NOMA networks. Therefore, the role of AN in massive MIMO-NOMA networks

is far from being well-understood.

In this chapter, an AN-based PLS method is proposed for the massive MIMO-NOMA

networks in the presence of a passive eavesdropper. In order to secure the downlink

transmission, the BS uses its knowledge of CSI to precode the confidential information

and inject the AN, which is different from [25]. Besides, because of the high complexity

of the uplink training phase in the massive MIMO-NOMA networks, the AN approaches

in [26,27] are not suitable. Therefore, the AN is injected in the null-space of the effective

channels of the clusters in the downlink transmission phase. To emphasize the role of

the uplink training process on the secrecy performance of the considered system, the CSI

knowledge at the BS is the result of an estimation process that is more practical than

the assumption of perfect CSI in other existing work on PLS for massive MIMO-NOMA

networks. To the best of our knowledge, this is the first work using AN to secure massive

MIMO-NOMA networks when taking imperfect channel estimation into account. The

contributions of this chapter can be summarized as follows:

• This chapter demonstrates a framework to analyze the secrecy performance of an

AN-aided massive MIMO-NOMA network while taking the imperfect channel es-

127



timation into consideration. In particular, the ergodic secrecy rates for users are

derived. The asymptotic expressions of the legitimate and illegitimate rates for a

large number of antennas and high transmit power at the BS are also obtained. Note

that the AN-aided massive MIMO-OMA network is a special case of the proposed

system. The analysis expressions can be applied directly with the number of users

in each cluster being equal to one.

• The results reveal that by using a sufficiently large number of antennas at the BS,

the AN only affects the eavesdropper. In addition, when the transmit power at the

BS is sufficiently high, the secrecy performance of a user depends on the AN, the

intra-cluster interference, and the channel estimation error of its cluster.

• In order to further exploit the interference and AN, this chapter studies the maxi-

mization of the sum ergodic secrecy rate (SE) and the maximization of the EE in

terms of the ergodic secrecy rates. In this chapter, the EE is defined as the sum er-

godic secrecy rate over the total transmit power, which includes both the uplink and

downlink powers. The SE maximization problem is first decomposed into two sub-

problems, i.e., uplink and downlink PA, based on alternating optimization. Then,

each sub-problem is addressed using difference of convex (DC) programming. The

EE maximization problem is of fractional form, and can be transformed into a series

of SE maximization problems, which can be solved accordingly. Numerical results

show that the proposed algorithms can significantly enhance the performance of the

considered system, compared with other baseline algorithms.

The rest of this chapter is organized as follows. The system and channel models are

described in Section 5.2. The analytical expressions for the ergodic secrecy rates of the

considered system are developed in Section 5.3. In Section 5.4, the optimization problems

are proposed, and the solutions are discussed in Section 5.5. The numerical results and
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Fig. 5.1: System model.

discussions are presented in Section 5.6. Finally, Section 5.7 concludes the chapter.

Notations

Superscript (·)H stands for the conjugate transpose. The expectation operation and Frobe-

nius norm are denoted by E {·} and ‖·‖, respectively. INt denotes the Nt-dimensional

identity matrix. CN (µ, σ2) indicates complex normal distribution with µ mean and σ2

variance.

5.3 System and Channel Models

As shown in Fig. 5.1, we consider the downlink transmission in a massive MIMO-NOMA

system, which includes one Nt-antenna BS, multiple single-antenna end users (UEs) that

are grouped into M clusters with Km users, m = {1, ..,M}, in the m-th cluster, and

one passive single-antenna eavesdropper. Before performing the downlink transmission,

the BS needs the network’s CSI to precode the information and inject the AN. Besides,
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the users also require knowledge of the precoding to decode the confidential information.

Therefore, the BS and users learn CSI and precoding knowledge in the training phases.

5.3.1 Training Phases

Uplink training

During one coherence interval duration of T samples, the users simultaneously send train-

ing sequences to the BS. Users in the same cluster employ the same training sequence. In

order to prevent the training sequence of each cluster from interfering with each other, all

clusters are assigned mutually orthogonal training sequences of length τ samples, where

T ≥ τ ≥ M . The j-th cluster training sequence is denoted by a τ × 1 vector Φj, where

ΦH
j Φi = 0,∀i 6= j, ΦH

j Φj = 1. The received training signal at the BS is

Y =
M∑
m=1

Km∑
k=1

√
Pm,kβm,kτhm,kΦH

m + N , (5.1)

where Pm,k is the transmit power of the k-th UE of the m-th cluster, βm,k is the large-

scale fading, hm,k is the small-scale fading, hm,k ∼ CN (0, INt), and the elements of

N ∼ CN (0, 1) represent the additive white Gaussian noise (AWGN). Since Φm is known

at the BS, the BS pre-processes the received signal as follows:

Y Φm︸ ︷︷ ︸
ỹm

=
Km∑
k=1

√
Pm,kβm,kτhm,k + NΦm︸ ︷︷ ︸

ñm

=

√√√√Km∑
k=1

Pm,kβm,kτhm + ñm, (5.2)

where hm =
∑Km

k=1

√
Pm,kβm,kτhm,k√∑Km

k=1 Pm,kβm,kτ
is the effective channel for the m-th cluster.

The BS uses the minimum mean squared error (MMSE) technique to estimate hm.1

1The use of MMSE has been widely addopted in massive MIMO system [19,20].
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The estimate of hm is [25]

ĥm =

√∑Km
k=1 Pm,kβm,kτ

1 +∑Km
k=1 Pm,kβm,kτ

ỹm. (5.3)

The relation between hm,k and ĥm is

hm,k = √ρm,kĥm +
√

1− ρm,kεm,k, (5.4)

where εm,k ∼ CN (0, INt) is the error vector, which is independent of ĥm. Besides, ρm,k =
Pm,kβm,kτ

1+
∑Km

i=1 Pm,iβm,iτ
[25].

Remark. For each cluster, the error of the estimation process depends on the uplink

transmit power of each user, the number of users in a cluster, the large-scale fading, and

the length of the training sequences. This error can be reduced by decreasing the number

of users in a cluster. However, this leads to an increase in the number of clusters, and

further yields more orthogonal training sequences, which are limited in certain cases, e.g.,

crowded stadium, busy city center, etc.

After the estimation process, the BS uses the estimates of the cluster’s effective chan-

nels to precode. In this chapter, we assume that the BS employs the maximal ratio

transmission (MRT) precoder, which is simple and nearly optimal in massive MIMO net-

works [20]. The precoder is defined as

wm = ĥm∥∥∥ĥm

∥∥∥ . (5.5)

Downlink training

The downlink training phase is similar to the uplink training phase, except that the

BS uses the obtained precoder to beam the downlink pilots to the clusters. Since the

131



downlink pilots are known at the users, these users can estimate accurately their effective

channel gains, i.e., |
√
βm,kh

H
m,kwm|2. We assume that the estimation process at users is

perfect.2 Without loss of generality, the users’ effective channel gains of the m-th cluster

are ordered as follows:

|
√
βm,1h

H
m,1wm|2 ≥ · · · ≥ |

√
βm,KmhH

m,Kmwm|2. (5.6)

During this phase, the eavesdropper also obtains its effective channel gain, i.e., |
√
βEgHwm|2,

where βE is the large-scale fading and g is the small-scale fading vector corresponding to

the eavesdropper.

5.3.2 NOMA Downlink Transmission

In order to perform NOMA downlink transmission, the BS conducts superposition coding

for each cluster. The superposition coding for the m-th cluster is as follows:

xm =
Km∑
k=1

√
Qm,ksm,k, (5.7)

where Qm,k is the transmit power allocated to UEm,k, and sm,k is the corresponding

transmitted signal, satisfying E {|sm,k|2} = 1. For securing the confidential information,

the BS injects AN into the transmitted signals. The BS combines all cluster signals as

follows:

x =
M∑
m=1

(wmxm +
√
Qm,0zmλm), (5.8)

2This assumption is reasonable since it has been proven that at a sufficiently high transmit power,
the error of the channel estimation process at the receiver is sufficiently small and can be neglected [27].
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where wm and zm are the precoding vector and AN vector for the m-th cluster, respec-

tively, ĥ
H

mzm = 0, ‖zm‖2 = 1; Qm,0 is the power allocated for the AN and λm is the AN

signal of the m-th cluster, E {|λm|2} = 1.

The received signal at the UEm,k is

ym,k =
√
βm,kh

H
m,k

√
Qm,kwmsm,k︸ ︷︷ ︸

Desired signal

+
√
βm,kh

H
m,k

 Km∑
i=1,i 6=k

√
Qm,iwmsm,i +

√
Qm,0zmλm


︸ ︷︷ ︸

Intra-cluster interference and AN

+
√
βm,kh

H
m,k

M∑
j=1,j 6=m

Kj∑
i=1

√
Qj,iwjsj,i +

√
Qj,0zjλj


︸ ︷︷ ︸

Inter-cluster interference and AN

+ nm,k, (5.9)

where nm,k ∼ CN (0, 1) is the AWGN at UEm,k.

The eavesdropper tries to intercept the confidential information of UEm,k. The received

signal at the eavesdropper is

yem,k =
√
βEgH

√
Qm,kwmsm,k︸ ︷︷ ︸

Desired signal

+
√
βEgH

 Km∑
i=1,i 6=k

√
Qm,iwmsm,i +

√
Qm,0zmλm


︸ ︷︷ ︸

Intra-cluster interference and AN

+
√
βEgH

M∑
j=1,j 6=m

Kj∑
i=1

√
Qj,iwjsj,i +

√
Qj,0zjλj


︸ ︷︷ ︸

Inter-cluster interference and AN

+ ne, (5.10)

where ne ∼ CN (0, 1) is the AWGN at the eavesdropper.
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5.4 Secrecy Performance Analysis

In this section, we derive the ergodic secrecy rate of UE m,k from its ergodic legitimate

rate and its corresponding ergodic eavesdropping rate.

5.4.1 Ergodic Secrecy Rate

The ergodic secrecy rate of UEm,k is

Rsec
m,k = E

{
[Rm,k −Re

m,k]+
}

≈
[
E {Rm,k} − E

{
Re
m,k

}]+
, (5.11)

where [x]+ = max(x, 0). This approximation is reasonable in massive MIMO systems

owing to the channel hardening property [29]. The achievable rate of UEm,k is

R̄m,k = E {Rm,k} ≈
(

1− τ

T

)
log2(1 + γ̄m,k), (5.12)

where E {·} denotes the expectation operator and γ̄m,k = κm,k
3∑
t=1
=m,k,t+1

, with

κm,k =
∣∣∣E{√Qm,kβm,kh

H
m,kwm

}∣∣∣2
= Qm,kβm,k

∣∣∣∣E{(√ρm,kĥ
H

mwm +
√

1− ρm,kεHm,kwm)
}∣∣∣∣2

(a)= Qm,kβm,kρm,k
∣∣∣E{∥∥∥ĥm

∥∥∥}∣∣∣2 (5.13)

(b)=Qm,kβm,kρm,k
Γ2
(
Nt + 1

2

)
Γ2(Nt)

(c)
≈Qm,kβm,kρm,kNt,
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where step (a) holds true because E
{
εHm,kwm

}
= E

{
εHm,k

}
E {wm} = 0, Γ(·) is the gamma

function, step (b) is based on the fact that
∥∥∥ĥm

∥∥∥ has a scaled Chi distribution with 2Nt

degrees of freedom by a factor of 1√
2 [27]. Therefore, E

{∥∥∥ĥm

∥∥∥} = Γ(Nt+ 1
2)

Γ(Nt) , and step (c)

is obtained by using the approximation Γ2(Nt+ 1
2)

Γ2(Nt)
Nt→∞→ Nt [30].

Further, =m,k,i for i = {1, 2, 3} in the expression of γ̄m,k are given in (5.14), (5.15) and

(5.16), respectively. Note that step (a) in (5.15) is obtained because ĥ
H

mzm = 0 and εm,k

is independent of zm.

=m,k,1 = Qm,kβm,k

(
E
{
|hH

m,kwm|2
}
−
(
E
{
hH
m,kwm

})2
)

= Qm,kβm,k

(
E
{∣∣∣∣√ρm,kĥH

mwm +
√

1− ρm,kεHm,kwm

∣∣∣∣2
}
−
(
E
{
hH
m,kwm

})2
)

= Qm,kβm,k

(
ρm,kE

{∣∣∣∣ĥH

mwm

∣∣∣∣2
}

+ (1− ρm,k)E
{∣∣∣εHm,kwm

∣∣∣2}− (E{hH
m,kwm

})2
)

= Qm,kβm,k

ρm,kNt + 1− ρm,k − ρm,k
Γ2
(
Nt + 1

2

)
Γ2(Nt)


= Qm,kβm,k(1− ρm,k), (5.14)

=m,k,2 = E
{
βm,k

(
k−1∑
i=1

Qm,i|hH
m,kwm|2 +Qm,0|hH

m,kzm|2
)}

= βm,k

(
k−1∑
i=1

Qm,iE
{
|hH

m,kwm|2
}

+Qm,0E
{
|hH

m,kzm|2
})

(a)= βm,k

[
k−1∑
i=1

Qm,i(ρm,kNt + 1− ρm,k) +Qm,0(1− ρm,k)
]
, (5.15)
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=m,k,3 = E

βm,k
M∑

j=1,j 6=m

Kj∑
i=1

Qj,i|hH
m,kwj|2 +Qj,0|hH

m,kzj|2


= βm,k
M∑

j=1,j 6=m

Kj∑
i=0

Qj,i. (5.16)

It can be seen that =m,k,1 denotes the desired signal leakage due to the imperfect

uplink channel estimation, while =m,k,2 represents the intra-cluster interference after SIC

and the AN leakage. In addition, =m,k,3 expresses the inter-cluster interference and AN.

Remark. Note that perfect SIC is assumed to obtain =m,k,2. That is, the k-th user first

decodes and subtracts the interfering signals from the Km-th to the (k + 1)-th user in

sequence, and then demodulates its desired signal sm,k. In other words, the residual intra-

cluster interference is only from the users with stronger channel gains, i.e., the first user

to the (k−1)-th user. In practice, owing to channel estimation error, hardware limitation,

low signal quality, and so on, the decoding error of the weak interfering signal may occur.

Consequently, there exists residual interference from the weak users after SIC, namely

imperfect SIC. This residual interference is similar to the intra-cluster interference. As

shown in [31–33], the residual interference can be modeled as a linear function of the power

of the interfering signal, and the coefficient of imperfect SIC can be obtained through long-

term measurements. As a result, the ergodic secrecy rate in the presence of imperfect SIC

can be directly derived by adding the term of residual interference in =m,k,2.

The ergodic eavesdropping rate corresponding to UEm,k is

R̄e
m,k = E

{
Re
m,k

}
≈
(

1− τ

T

)
log2(1 + γ̄em,k), (5.17)

where γ̄em,k = κem,k
2∑
t=1
=e
m,k,t

+1
, with
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κem,k = Qm,kβEE
{
|gHwm|2

}
= Qm,kβE,

=em,k,1 =
Km∑

i=1,i 6=k
Qm,iβEE

{
|gHwm|2

}

+Qm,0βEE
{∣∣∣gHzm

∣∣∣2}

= βE

Km∑
i=0,i 6=k

Qm,i,

=em,k,2 = βE

M∑
j=1,j 6=m

Kj∑
i=1

Qj,iE
{
|gHwj|2

}

+ Qj,0E
{∣∣∣gHzm

∣∣∣2})

= βE

M∑
j=1,j 6=m

Kj∑
i=0

Qj,i.

Therefore, R̄e
m,k can be simplified as (5.18) as follows:3

R̄e
m,k =

(
1− τ

T

)
log2

1 + Qm,kβE

βE
∑Km
i=0,i 6=kQm,i + βE

∑M
j=1,j 6=m

∑Kj
i=0Qj,i + 1

 . (5.18)

By comparing the intra-cluster interference terms in R̄m,k and R̄e
m,k, i.e., =m,k,2 and

=em,k,1, we can observe that the intra-cluster interference has less impact on the legitimate

users owing to SIC. This helps to achieve a higher secrecy rate.

5.4.2 Asymptotic Secrecy Performance

In this subsection, increasing the number of antennas and the transmit power at the BS

are respectively studied to reveal insights into the considered system.
3It is possible to extend this work to the case of multiple eavesdroppers or multi-antenna eavesdropper

since (5.18) can be applied to each eavesdropper or each antenna of a multi-antenna eavesdropper.
The secrecy performance in these cases is determined by the strongest eavesdropper or the strongest
eavesdropping antenna.
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Large Number of Antennas at the BS

We first investigate the impact of a large number of antennas at the BS on the secrecy

performance. From (5.18), we can observe that the eavesdropping rate is independent

of the number of antennas at the BS. When this number is large, the legitimate rate is

expressed as

R̄m,k
Nt→∞=

(
1− τ

T

)
log2

1 + Qm,k

k−1∑
i=1

Qm,i

 . (5.19)

Remark. When the number of antennas at the BS is sufficiently large, the secrecy rate

converges to a constant value. At the legitimate side, the effect of imperfect CSI, fading,

inter-cluster interference, and AN leakage is negligible because of channel hardening. The

legitimate rate depends only on the intra-cluster transmit powers. Meanwhile, the eaves-

dropping rate suffers from noise, interferences, and fading. Obviously, by using AN, the

secrecy performance can be guaranteed in this scenario.

High Transmit Power at the BS

In order to reveal the impact of the transmit power at the BS, the transmit power for each

user is set proportional to the maximum transmit power of the BS, i.e., Qm,k = σm,kQmax,

where Qmax is the maximum transmit power at the BS and
M∑
m=1

Km∑
k=1

σm,k = 1. When Qmax

is large, the legitimate rate and the eavesdropping rate are respectively approximated as

(5.20) and (5.21)

R̄m,k
Qmax→∞=

(
1− τ

T

)
(5.20)

× log2

1 + σm,kρm,kNt

σm,k(1− ρm,k) +
[
k−1∑
i=1

σm,i(ρm,kNt + 1− ρm,k) + σm,0(1− ρm,k)
]

+
M∑

j=1,j 6=m

Kj∑
i=0

σi,j

 ,

138



R̄e
m,k

Qmax→∞=
(

1− τ

T

)
log2

1 + σm,k∑Km
i=0,i 6=k σm,i +∑M

j=1,j 6=m
∑Kj
i=0 σi,j

 . (5.21)

Remark. When the transmit power at the BS is high, we can observe that:

• The secrecy rate converges to a constant value. This value is independent of fading

and the maximum transmit power.

• The legitimate rate and the eavesdropping rate suffer from the same amount of

inter-cluster interference and inter-cluster AN. In other words, the secrecy rate is

independent of the inter-cluster interference and inter-cluster AN.

• The eavesdropper is affected by the AN more heavily than the legitimate user. This

effect depends on the uplink training process. Recalling Remark 1, we can conclude

that the secrecy performance depends on the number of available orthogonal pilots.

5.5 Optimization Problems

In this section, we consider the optimization of the uplink and downlink PA to fully exploit

the potential of the proposed secure massive MIMO-NOMA network. Two system level

criteria are respectively considered, i.e., the SE maximization and the EE maximization.
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5.5.1 SE Maximization

First, we aim to maximize the SE for the considered system, which is formulated as

max
P,Q

M∑
m=1

Km∑
k=1

Rsec
m,k (5.22a)

s.t. 0 ≤ Pm,k ≤ Pmax
m,k ,m ∈ {1, · · · ,M}, (5.22b)

k ∈ {1, · · · , Km},

Qm,k ≥ 0,m ∈ {1, · · · ,M}, k ∈ {0, · · · , Km}, (5.22c)
M∑
m=1

Km∑
k=0

Qm,k ≤ Qmax, (5.22d)

where P ∈ RM×Km and Q ∈ RM×(Km+1) denote the matrix for the uplink and downlink

power, respectively. Equations (5.22b) and (5.22d) represent the maximum transmit

power constraint for each user in uplink and the total power constraint in downlink,

respectively. Note that there exists a one-to-one mapping between Pm,k and ρm,k.

5.5.2 EE Maximization

We also consider maximization of EE, defined as the sum ergodic secrecy rate over the total

transmit power, which includes both the uplink and downlink power [34–36]. Moreover,

for uplink and downlink power, both fixed circuit power and dynamic transmit power are

considered [37, 38]. We denote the overall circuit power of the system as Pf . Then, the

EE is given as

ηEE =
∑M
m=1

∑Km
k=1R

sec
m,k∑M

m=1
∑Km
k=1 Pm,k +∑M

m=1
∑Km
k=0Qm,k + Pf

. (5.23)

Accordingly, the EE optimization problem can be expressed as

max
P,Q

ηEE, s.t. (5.22b)− (5.22d). (5.24)
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5.6 Proposed Solutions

5.6.1 SE Maximization

Problem (5.22) is clearly non-convex, owing to the non-convex objective function. More-

over, it can be seen that the uplink power P and downlink power Q are coupled in the

objective function. This coupling makes (5.22) difficult to handle. To address it, we

propose to decompose the original problem into the following two sub-problems:

Uplink Power Allocation for Channel Estimation

For this sub-problem, we assume that the downlink power is appropriately allocated to

the users and the AN, i.e., Q is known and given. Then, the original problem can be

simplified as

max
P

M∑
m=1

Km∑
k=1

Rsec
m,k, s.t. (5.22b). (5.25)

Downlink Power Allocation for Data Transmission

Likewise, here we assume that the uplink power is appropriately allocated to the users,

i.e., P is known and given. Then, the original problem is re-expressed as

max
P

M∑
m=1

Km∑
k=1

Rsec
m,k, s.t. (5.22c), (5.22d). (5.26)

For sub-problem (1), since Q is given, it can be seen that R̄e
m,k is a constant. Then,

we only need to consider R̄m,k. After some mathematical manipulations, R̄m,k can be
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expressed as

R̄m,k = (1− τ

T
) log2

1 + κm,k
3∑
t=1
=m,k,t + 1

 (5.27)

= (1− τ

T
)× log2

(
1 + a1βm,kτPm,k

a2βm,kτPm,k + a3τ
∑Km
i=1 βm,iPm,i + a3

)
,

where a1 = Qm,kβm,kNt, a2 = βm,k[(Nt−1)∑k−1
i=1 Qm,i−Qm,0−Qm,k], a3 = βm,k

∑k
i=0Qm,i+

βm,k
∑
j 6=m

∑Kj
i=0Qj,i + 1.

On this basis, we further transform f = ∑M
m=1

∑Km
k=1 R̄m,k as

f = (1− τ

T
)

M∑
m=1

Km∑
k=1

log2

(
(a1 + a2)βm,kτPm,k + a3τ

Km∑
i=1

βm,iPm,i + a3

)
︸ ︷︷ ︸

f1(P)

− (1− τ

T
)

M∑
m=1

Km∑
k=1

log2

(
a2βm,kτPm,k + a3τ

Km∑
i=1

βm,iPm,i + a3

)
︸ ︷︷ ︸

f2(P)

. (5.28)

Note that (1− τ
T

) is a constant, which does not affect the solution and can be removed.

Then, (5.25) can be re-expressed as

max
P

M∑
m=1

Km∑
k=1

f1(P)− f2(P), s.t. (5.22b), (5.29)

where both functions f1(P) and f2(P) are concave. Thus, the objective∑M
m=1

∑Km
k=1 f1(P)−

f2(P) is a DC function. The gradient of f2 at Pj,i,∀j ∈ {1, · · · ,M}, i ∈ {1, · · · , Kj} is
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given by

∇f2(Pj,i) =



(a2+a3)βm,kτ/ ln 2
a2βm,kτPm,k+a3τ

∑Km
i=1 βm,iPm,i+a3

, j = m, i = k,

a3βm,iτ/ ln 2
a2βm,kτPm,k+a3τ

∑Km
i=1 βm,iPm,i+a3

, j = m, i 6= k,

0, j 6= m.

Algorithm 5 Proposed Power Allocation Algorithm for Sum Rate Maximization.
1: Initialize l← 0, ε? ← 1, ε← 10−3; Initialize feasible downlink power Q(0);
2: while ε? ≥ ε
3: Uplink power allocation:
4: while |P(l) −P(l−1)| > 10−3

5: P(l) ← max ∑M
m=1

∑Km
k=1[f1(P) − f2(P(l−1)) − (Pm,k − P (l−1)

m,k ) ×∑M
j=1

∑Kj
i=1∇f2(Pj,i(l−1))] s.t. (5.22b)

6: end while
7: Downlink power allocation:
8: while |Q(l) −Q(l−1)| > 10−3

9: Q(l) ← max ∑M
m=1

∑Km
k=0[g1(Q) + g3(Q) − g2(Q(l−1)) − g4(Q(l−1)) −

(Qm,k −Q(l−1)
m,k )×∑M

j=1
∑Kj
i=0∇g2(Qj,i

(l−1)) +∇g4(Qj,i
(l−1))]

s.t. (5.22c), (5.22d)
10: end while
11: Rd

sum ←
∑M
m=1

∑Km
k=1R

sec
m,k;

12: ε?← Rd
sum −Ru

sum
13: l← l + 1;
14: end while
15: if Rsec

m,k < 0,∀m ∈ {1, · · · ,M}, k ∈ {1, · · · , Km}
16: Rsec

m,k ← 0;
17: end
18: Rsum ←

∑M
m=1

∑Km
k=1R

sec
m,k.

The following procedure generates a sequence {P(l)} of improved feasible solutions

[39, 40]. Initialized from a feasible {P(0)}, {P(l)} is obtained as the optimal solution of
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the following convex problem at the l-th iteration:

max
P

M∑
m=1

Km∑
k=1

[
f1(P)− f2(P(l−1))− (Pm,k − P (l−1)

m,k )×
M∑
j=1

Kj∑
i=1
∇f2(Pj,i(l−1))

]

s.t. (5.22b). (5.30)

Note that (5.30) can be efficiently solved by available convex software packages [41].

Moreover, since there exists no inter-cluster interference, the sum rate maximization can

be done in parallel for each cluster, i.e., the system sum rate maximization equals to the

cluster sum rate maximization.

After solving the above problem, we can obtain the value for P. Accordingly, we can

obtain ρm,k. On this basis, for sub-problem (2), after some mathematical manipulations,

R̄m,k can be expressed as follows:

R̄m,k = (1− τ

T
) log2

1 + b1Qm,k

b2Qm,k + b3
∑k−1
i=1 Qm,i + b2Qm,0 + βm,k

∑
j 6=m

∑Kj
i=0Qj,i + 1


= (1− τ

T
) log2

(b1 + b2)Qm,k + b3

k−1∑
i=1

Qm,i + b2Qm,0 + βm,k
∑
j 6=m

Kj∑
i=0

Qj,i + 1


︸ ︷︷ ︸
g1(Q)

− (1− τ

T
) log2

b2Qm,k + b3

k−1∑
i=1

Qm,i + b2Qm,0 + βm,k
∑
j 6=m

Kj∑
i=0

Qj,i + 1


︸ ︷︷ ︸
g2(Q)

, (5.31)

where b1 = ρm,kβm,kNt, b2 = βm,k(1− ρm,k), and b3 = βm,k(ρm,kNt + 1− ρm,k).
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The gradient of g2 at Qj,i,∀j ∈ {1, · · · ,M}, i ∈ {0, · · · , Kj} is given by

∇g2(Qj,i) =



b2

b2Qm,k+b3
∑k−1

i=1 Qm,i+b2Qm,0+βm,k
∑

j 6=m

∑Kj
i=0Qj,i+1

, j = m, i = k or 0,

b3

b2Qm,k+b3
∑k−1

i=1 Qm,i+b2Qm,0+βm,k
∑

j 6=m

∑Kj
i=0Qj,i+1

, j = m, i = 1, · · · , k − 1,

βm,k, j 6= m,

0, otherwise.
(5.32)

Next, let us consider −R̄e
m,k, which can be re-written as

− R̄e
m,k = (1− τ

T
) log2

βE∑
i 6=k

Qm,i + βE
∑
j 6=m

Kj∑
i=0

Qj,i + 1


︸ ︷︷ ︸
g3(Q)

− (1− τ

T
) log2

βE Km∑
i=0

Qm,i + βE
∑
j 6=m

Kj∑
i=0

Qj,i + 1


︸ ︷︷ ︸
g4(Q)

. (5.33)

The gradient of g4 at Qj,i,∀j ∈ {1, · · · ,M}, i ∈ {0, · · · , Kj} is given by

∇g4(Qj,i) = βE/ ln 2
βE
∑Km
i=0 Qm,i + βE

∑
j 6=m

∑Kj
i=0Qj,i + 1

. (5.34)

The following procedure generates a sequence {Q(l)} of improved feasible solutions

[39, 40]. Initialized from a feasible {Q(0)}, {Q(l)} is obtained as the optimal solution of

the following convex problem at the l-th iteration:

max
Q

M∑
m=1

Km∑
k=0

[g1(Q) + g3(Q)− g2(Q(l−1))− g4(Q(l−1))−

(Qm,k −Q(l−1)
m,k )×

M∑
j=1

Kj∑
i=0
∇g2(Qj,i

(l−1)) +∇g4(Qj,i
(l−1))]

s.t. (5.22c), (5.22d). (5.35)
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Note that (5.35) can also be efficiently solved by available convex software packages

[41].

Now we have solved the two sub-problems. We repeat them after each other until

convergence. Then, for those users with negative rates, we set their rates to zero following

the [·]+ operation. The specific procedure is summarized in Algorithm 5.

5.6.2 EE Maximization

It is clear that (5.24) belongs to a fractional problem, which can be transformed into a

series of parametric subtractive-form subproblems as (5.36) based on Dinkelbach algo-

rithm [42].

max
P,Q

M∑
m=1

Km∑
k=1

Rsec
m,k − λ(l−1)

(
M∑
m=1

Km∑
k=1

Pm,k +
M∑
m=1

Km∑
k=0

Qm,k + Pf

)
, s.t. (5.22b)− (5.22d).

(5.36)

Note in (5.36), λ(l−1) is a non-negative parameter. Starting from λ(0) = 0, λ(l) can

be updated by λ(l) =
∑M

m=1

∑Km
k=1 R

sec
m,k

(l)∑M

m=1

∑Km
k=1 P

(l)
m,k

+
∑M

m=1

∑Km
k=0 Q

(l)
m,k

+Pf
, where Rsec

m,k
(l), P (l)

m,k and Q
(l)
m,k are

the updated rates and power after solving (5.36). As shown in [42], λ(l) keeps growing as l

increases. When λ(l)− λ(l−1) is smaller than a certain threshold, e.g., 10−3, the iterations

terminate, and the obtained λ(l) is the maximum EE of (5.24).

Then, the problem lies in how to solve (5.36) for a given λ. It is clear that (5.36)

is similar to the sum rate maximization problem (5.22), except for the extra linear part

in the objective function. Adding a linear part does not affect the way of solving the

problem, and thus, we can apply the proposed sum rate maximization here directly. The

specific procedure is summarized in Algorithm 6.
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Algorithm 6 Energy-Efficient Power Allocation Algorithm.
1: Initialize l← 0, ε? ← 1, ε← 10−3; λ← 0; Initialize feasible power P(0);
2: while ε? ≥ ε
3: while |P(l) −P(l−1)| > 10−3 or |Q(l) −Q(l−1)| > 10−3

4: P(l),Q(l) ← max ∑M
m=1

∑Km
k=1R

sec
m,k−λ(∑M

m=1
∑Km
k=1 Pm,k +∑M

m=1
∑Km
k=0 Qm,k + Pf )

s.t. (5.22b), (5.22c), (5.22d)
5: end while
6: ε?←∑M

m=1
∑Km
k=1R

sec
m,k

(l) − λ(∑M
m=1

∑Km
k=1 P

(l)
m,k +∑M

m=1
∑Km
k=0Q

(l)
m,k + Pf );

7: λ←
∑M

m=1

∑Km
k=1R

sec
m,k

(l)∑M

m=1

∑Km
k=1 P

(l)
m,k

+
∑M

m=1

∑Km
k=0 Q

(l)
m,k

+Pf
;

8: l← l + 1;
9: end while
10: if Rsec

m,k
(l) ← 0,∀m ∈ {1, · · · ,M}, k ∈ {1, · · · , Km}

11: Rsec
m,k

(l) ← 0;
12: end
13: ηEE ←

∑M

m=1

∑Km
k=1 R

sec
m,k

(l)∑M

m=1

∑Km
k=1 P

(l)
m,k

+
∑M

m=1

∑Km
k=0Q

(l)
m,k

+Pf
.

5.6.3 Complexity and Convergence

The proposed SE maximization algorithm includes inner and outer iterations. For the

inner iteration, i.e., the DC programming, its convergence has been shown in [39,40]. For

the outer iteration, on one hand, the SE increases or remains unchanged for both the

uplink and downlink PA; on the other hand, there exists an upper bound for the SE.

Therefore, the outer iteration terminates within a limited number of iterations, i.e., the

proposed SE maximization algorithm always converges.

The proposed EE maximization algorithm also includes inner and outer iterations. For

the inner iteration, i.e., the SE maximization, its convergence has been shown above. For

the outer iteration, i.e., the fractional programming, it always converges to the stationary

and optimal solution [42]. Therefore, the proposed EE maximization algorithm always

converges.

Now, we discuss the computational complexity of the proposed algorithms. First, we

look at the proposed SE maximization algorithm. Denote the number of iterations for
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solving the uplink and downlink PA as I1 and I2, respectively. The corresponding number

of dual variables for solving (5.30) and (5.35) is denoted as D1 and D2, respectively. Then,

if the number of outer iteration is I3, the overall computational complexity of the proposed

SE maximization algorithm is O (I3(I1D
2
1 + I2D

2
2)). Next, we consider the proposed EE

maximization problem. Denote its outer iteration as I4, then it can be easily shown

that the overall computational complexity of the proposed EE maximization algorithm is

O (I4I3(I1D
2
1 + I2D

2
2)).
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Fig. 5.2: Secrecy rate at the 2nd user in the 5th cluster versus the total transmit power at
the BS, for different numbers of transmit antennas.

5.7 Numerical Results

In this section, the behavior of the system without PA is we first investigated to high-

light the effects of key parameters on the secrecy performance in subsection 5.7.1. The

effectiveness of our proposed PA algorithms is then evaluated in subsection 5.7.2.
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Fig. 5.3: Secrecy rate at the 2nd user in the 5th cluster versus the number of antennas at
the BS, for different AN powers.

5.7.1 Fixed PA

Without loss of generality, the following scenario is considered. The total transmit power

is allocated 80% for information transmission and 20% for AN. The effect of varying the

AN power allocation will be shown later in Fig. 5.3. The power is equally assigned to

each user, and the AN power for each cluster is the same. T = 300 units and τ = M

units. βm,k for each user is a random value between 0 and 100 and satisfies the condition

βm,1 ≥ ... ≥ βm,Km , while that for the illegitimate user is fixed to βE =10. Unless explicitly

mentioned, this setup is kept throughout the section.

Without loss of generality, the ergodic secrecy rate of the 2nd user in the 5th cluster is

selected to show in Fig. 5.2. The number of cluster is M = 10 and the number of users in

a cluster is K = 2.4 It can be seen that the approximation in (5.11) and the simulation

results match very well. Throughout the numerical results section, this approximation
4The subscript m in Km is dropped since the same number of users is considered in clusters.
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Fig. 5.4: Secrecy rate at the 2nd user of the 2nd cluster versus the total transmit power at
the BS, for different clustering scenarios.

will be used. Besides, when the total transmit power at the BS increases, the secrecy rate

at a user converges to a constant value. This is because of the interference and AN within

the cluster and from other clusters. In addition, we can also observe that an increase in

the number of antennas at the BS can lift the secrecy performance. The reason is that

by increasing the number of antennas, the spatial transmitting beams become sharper,

which leads to a decrease in inter-cluster interference and AN leakage, and an increase in

the desired signal. The next figure will reveal how to take advantage of this property to

enhance secrecy performance.

Figure 5.3 demonstrates the advantage of combining AN and massive MIMO technique

in NOMA networks. In this setup, the transmit power assigned to each user is 10 dB, and

the AN power is varied as {0, 4, 8} dB. The number of clusters isM = 10 withK = 2 users

in a cluster. We can observe that when the number of transmit antennas is sufficiently

large, the more the AN allocated power is, the better the secrecy performance at the 2nd
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Fig. 5.5: The secrecy rate at the the 2nd cluster versus the total transmit power at the
BS, for a fixed number of clusters and different numbers of users.

user is. The main reason is that for the legitimate side, the channel hardening property of

massive MIMO technique helps reducing the AN leakage and the inter-cluster interference

at each cluster. Meanwhile, the secrecy performance of the eavesdropper decreases when

the AN power increases.

Figures 5.4 and 5.5 depict the effect of clustering on the secrecy performance. In

Fig. 5.4, the total number of users is 20, which are clustered into three scenarios: {M =

10, K = 2}, {M = 5, K = 4}, and {M = 4, K = 5}. The total transmit power for each

scenario is the same. The results show that the smaller the number of users in a cluster

is, the better the secrecy performance at a user is. Meanwhile, in Fig. 5.5, the scenario

of limited number of orthogonal sequences is shown. In this scenario, we assume that

the number of available orthogonal sequences is 10, therefore, the number of clusters is

M = 10. The number of users in a cluster is varied as K = {2, 4, 6} to highlight its effect

on the secrecy performance of a cluster. It is observed that although the transmit power
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Fig. 5.6: SE comparison between the proposed algorithm and baseline algorithms.

for each user is identical and the AN power for each cluster is the same, the cluster with

more users has smaller total secrecy rate than the ones with a smaller number of users.

The reason is that when the number of users in a cluster is small, the error of the uplink

training process at this cluster is also small. As a consequence, the beam of the BS for

this cluster is more precise, followed by a decrease in intra-cluster interference and AN

leakage. This also reduces the imposed interference from this cluster to other clusters.

In other words, for a better secrecy performance of each user and cluster, it is crucial to

keep the number of users in a cluster small (minimum is two users for NOMA networks).

5.7.2 Optimized PA

In the following, the effectiveness of the proposed SE and EE maximization algorithms is

investigated. A scenario with four clusters, each with three users, i.e., M = 4 and K = 3

is considered. The simulation parameters are as follows: Qmax = 20 dB, Pmax = 0 dB.
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Fig. 5.7: SE versus the maximum uplink power, for different numbers of BS antennas.

T = 300 units. The large scale channel gain βm,k for each user is a random value between

0 and 100, while that for the illegitimate user is fixed to βE =10.

First, the effectiveness of the proposed SE maximization algorithm, referred to as

Proposed SE is investigated. It is compared with three baseline algorithms, as follows:

Downlink SE, which allocates the maximum uplink power to each user, and on this basis,

performs PA for the downlink transmission as the Proposed SE. In contrast, the Uplink

SE first allocates 80% of the total downlink power to the users equally, and 20% of the

total downlink power to the AN equally. Then, uplink power is optimized as the Proposed

SE. Fixed SE allocates the maximum uplink power for each user, equal downlink power

allocation among the users, and the AN as in the above subsection. As shown in Fig. 5.6,

the SE provided by all four algorithms grows with the number of transmit antennas.

Moreover, among them, it can be seen that Proposed SE achieves the best performance,

followed by Downlink SE, Uplink SE, and Fixed PA. This fully reveals the necessity of

performing power optimization for the considered system. Furthermore, both uplink and
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Fig. 5.8: SE versus the maximum downlink power, for different numbers of BS antennas.

downlink PA are required to achieve the best performance. Nonetheless, by comparing

Downlink SE and Uplink SE, we can conclude that an appropriate allocation of the

downlink power may play a larger role in the current setting.

To further show the effect of the uplink and downlink power on the achieved SE,

Figs. 5.7 and 5.8 plot the SE versus the maximum uplink and downlink power, respectively.

Nt = {32, 64, 128} is respectively considered in each case. It is clear that the SE increases

with both the maximum uplink and downlink powers. The former is because increasing

the maximum uplink power leads to a more precise channel estimation result, which

improves the beamforming sharpness and thus, the SE. The latter is because more power

is available for data transmission. However, after a certain point, the increase becomes

minor for both power values. This can be explained by the logarithmic relation between

the power and user rate. Moreover, for the downlink power, increasing it also leads

to a larger illegitimate rate and intra-cluster interference. Besides, by comparing the

three antenna scenarios, we can conclude that increasing the number of antennas can
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Fig. 5.9: EE comparison between the proposed algorithm and other baseline algorithms.

significantly increase the SE.

Next, the proposed EE algorithm is investigated. Here Pf = −5 dB. The proposed EE

maximization algorithm is first compared with the other three baseline algorithms when

Qmax = 20 dB and Pmax = 0 dB. According to Fig. 5.9, the EE for the other algorithms

is quite small compared with the proposed algorithm. This is because when Qmax = 20

dB and Pmax = 0 dB, the power level is quite high, and thus, a large part of the available

power is not used to maximize the EE. However, for the three baseline algorithms, at

least one of the uplink and downlink power is fully consumed according to the setting.

This leads to low EE. Figure 5.10 only shows these three algorithms, and it can be seen

that all of them increase with the antenna number as the proposed algorithm.

Similar to the SE, how the EE varies with the maximum uplink and downlink power

is shown in Figs. 5.11 and 5.12, respectively. For both cases, the EE first grows with

the maximum power constraint, and after a certain threshold, i.e., Pmax = −20 dB and

Qmax = −10 dB, it remains unchanged even if the maximum power constraint continues

155



3 2 6 4 9 6 1 2 8 1 6 0 1 9 2 2 2 4 2 5 6
0 . 0 6

0 . 0 8

0 . 1 0

0 . 1 2

0 . 1 4

0 . 1 6

0 . 1 8

0 . 2 0

 

EE
 (Jo

ule
/bp

s/H
z)

N t

 U p l i n k  E E
 D o w n l i n k  E E
 F i x e d  E E

Fig. 5.10: EE for the three baseline algorithms.
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Fig. 5.11: EE versus the maximum uplink power, for different numbers of BS antennas.
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Fig. 5.12: EE versus the maximum downlink power, for different numbers of BS antennas.
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Fig. 5.13: Performance comparison for NOMA and OMA when the number of antenna
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Fig. 5.14: Convergence of the proposed SE algorithm.

to grow. This is because the slow increases in the SE cannot compensate for the power

increment when the power is high, and thus, no more power will be consumed by the users

to maximize the EE. By comparing the EE figures with the sum rate ones, i.e., Fig. 5.7

versus Fig. 5.11, and Fig. 5.8 versus Fig. 5.12, we can observe that the EE reaches the

turning point at a smaller power value than the sum rate. This is because after the sum

rate increment over the power declines to a certain value, no more extra power is used to

maximize the EE.

The baseline massive MIMO-OMA can be considered as a special case of the pro-

posed massive MIMO-NOMA scheme with just one user in each cluster. Accordingly, the

legitimate achievable rate of the m-th user is:

ROMA
m =

(
1− τ

T

)
log2

1 + κm
3∑
i=1

Im,i + 1

 , (5.37)
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where κm = QmβmρmNt, Im,1 = Qmβm(1 − ρm), Im,2 =
M∑
i 6=m

Qiβm, Im,3 = Qm,0βm(1 −

ρm) +
M∑
i 6=m

Qi,0βm, Qm is the downlink power for the m-th user, Qm,0 is the AN power for

the m-th user, βm is the large scale fading of the m-th user, ρm = Pmβmτ
Pmβmτ+1 , τ is the length

of training sequences that is the same as the NOMA case, and Pm is the uplink transmit

power of the m-th user. The achievable eavesdropping rate corresponding to the m-th

user is:

ROMA
E,m =

(
1− τ

T

)
log2

1 + QmβE
M∑
i 6=m

QiβE +
M∑
i=1

Qi,0βE + 1

 . (5.38)

The achievable secrecy rate of the m-th user is

ROMA
S,m = [ROMA

m −ROMA
E,m ]+. (5.39)

In simulations, to compare the proposed massive MIMO-NOMA with the baseline

massive MIMO-OMA, a scenario with four clusters and two users in each cluster is con-

sidered. TDMA is used for the baseline massive MIMO-OMA, and thus, each user in one

cluster is only served half the time. Fig. 5.13 shows the corresponding SE and EE compar-

ison between the considered schemes. It is clear that the proposed scheme outperforms

the baseline massive MIMO-OMA when the number of antennas at the BS increases,

which shows its superiority.

Finally, Figs. 5.14 and 5.15 show how many iterations are required for the proposed SE

and EE maximization algorithms to converge, respectively. Note that here an iteration

means solving either the uplink or the downlink DC programming problem, which requires

to solve an average of five convex problems according to the simulation. Results for three

different antenna numbers are presented when Qmax = 20 dB and Pmax = 0 dB. It can

be seen that a small number of iterations are required for the proposed SE and EE

maximization algorithms to converge.
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Fig. 5.15: Convergence of the proposed EE algorithm.

5.8 Conclusion

In this chapter, an AN-aided scheme has been proposed to ensure secrecy in massive

MIMO-NOMA networks. The ergodic secrecy rate and its asymptotic value have been

derived to spotlight the roles of key parameters on the secrecy performance of the consid-

ered system. The results have revealed that with a sufficiently large number of transmit

antennas at the BS, only the illegitimate side is affected by the AN. In addition, when the

transmit power at the BS is high, the secrecy performance of a user is independent of the

inter-cluster interference and AN and is determined by the uplink training process, which

depends on the number of users in a cluster, the uplink transmit power, and the large-scale

fading. Besides, the results also suggest to keep the number of users in a cluster small

for a better secrecy performance at each user and cluster. Furthermore, numerical results

validate that our proposed optimization algorithms can obtain significant improvements

over the baseline algorithms, i.e., Uplink PA, Downlink PA and Fixed PA, in terms of
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the sum ergodic secrecy rate and energy efficiency. This fully reveals the necessity of

performing power optimization for the considered system, and the effectiveness of the

proposed algorithms. Finally, from the perspective of sum ergodic secrecy rate and its

energy efficiency, the proposed system surpasses the conventional massive MIMO-OMA

system.
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Chapter 6

Conclusions

In this final chapter, the contributions presented in the dissertation are summarized and

several potential extensions of the work are discussed.

6.1 Conclusions

The following conclusions can be drawn from the dissertation:

• The capacity of MIMO-NOMA was compared with that of MIMO-OMA, when

multiple users are grouped into a cluster. The superiority of MIMO-NOMA over

MIMO-OMA was demonstrated in terms of both sum channel capacity and ergodic

sum capacity. It was also proved that the more users are admitted to the same

cluster, the lower is the achieved sum rate, which implies a tradeoff between sum

rate and number of admitted users. On this basis, a user admission scheme was

proposed, which achieves optimal results in terms of both sum rate and number

of admitted users when the SINR thresholds of the users are equal. When the

SINR thresholds of the users are different, the proposed scheme still achieves good

performance in balancing both criteria. Furthermore, the proposed scheme is of low
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complexity, i.e., linear in the number of users in each cluster.

• The EE maximization problem was studied for a multi-cluster multi-user MIMO-

NOMA system under a QoS constraint for each user. An optimal PA strategy

was proposed to solve the considered EE maximization problem. Numerical results

showed that the proposed PA strategies outperform OMA and equal power NOMA

in terms of EE, which verified their effectiveness.

• The energy-efficient resource allocation was addressed for HMA uplink with QoS

requirements for each user. Based on swap matching in many-to-one bipartite graph,

a joint user-RB association and power allocation scheme was proposed, which is

guaranteed to converge. Under a given user-RB association, it was shown that the

system EE maximization equals cluster EE maximization. Then, the feasibility

conditions were derived, and the EE maximization was solved using Dinkelbach’s

algorithm. Moreover, to further relieve the computational burden, a low-complexity

optimal algorithm was proposed for solving the convex optimization subproblem

inside the Dinkelbach’s algorithm. For the two user case, analytical solutions were

derived for the two SIC orders.

• An AN-aided scheme was proposed to ensure secrecy in massive MIMO-NOMA net-

works. The ergodic secrecy rate and its asymptotic value were derived to spotlight

the roles of key parameters on the secrecy performance of the considered system.

The results revealed that with a sufficiently large number of transmit antennas at

the BS, only the illegitimate side is affected by the AN. In addition, when the trans-

mit power at the BS is high, the secrecy performance of a user is independent of

the inter-cluster interference and AN and is determined by the uplink training pro-

cess, which depends on the number of users in a cluster, the uplink transmit power,

and the large-scale fading. Besides, the results also suggest to keep the number of
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users in a cluster small for a better secrecy performance at each user and cluster.

Furthermore, numerical results validated that the proposed optimization algorithms

can obtain significant improvements over the baseline algorithms, i.e., Uplink PA,

Downlink PA and Fixed PA, in terms of the sum ergodic secrecy rate and energy

efficiency.

6.2 Possible Directions of Research

As the work on MIMO-NOMA is only at an early stage, there can be different directions

to extend our work, which can be briefly outlined as follows:

• The works devoted to MIMO-NOMA consider the PA under given user clustering;

it may be worth investigating the joint user clustering and PA allocation as for the

uplink HMA.

• The work on massive MIMO-NOMA performs channel estimation assuming that

user clustering is already done. However, user clustering cannot be performed prop-

erly without knowing CSI, i.e., channel estimation. As a result, channel estimation

and user clustering seem to be a chicken-and-egg problem, which is non-trivial to

handle. Studying such a problem is of practical interest.

• Most works on NOMA assume perfect CSI at the transmitter and SIC at the receiver.

It is worthy to investigate the resource allocation and performance evaluation of

NOMA under more practical scenarios, such as statistical CSI at the transmitter and

imperfect SIC at the receiver. This is expected to facilitate the actual deployment

of NOMA in 5G and beyond networks.

• The integration of NOMA into other advanced wireless technologies seems promis-
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ing and is worth of investigation. Incipient studies have shown that NOMA can

contribute to wireless caching, grant-free access for Internet-of-Things, unmanned

aerial vehicle communication, mmWave communication and so on. There are plenty

of opportunities to study the role of NOMA in these research areas.
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