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Abstract

In this thesis, we use the Dual Fermion approximation (DF) to study the Hubbard
model on the 2D square lattice by using two-particle quantities such as susceptibilities
and full vertex functions.

In the first chapter we give an introduction to the strongly correlated systems in-
cluding their definitions and features. Then, in the next chapter, to solve our model we
present some numerical methods. The numerical methods that we used for our study
are the dynamical mean-field theory (DMFT), the continuous-time auxiliary field im-
purity solver (CTAUX), Fluctuation diagnostics and Dual Fermion approximation
(DF). The DF method provides high-resolution results for single-particle quantities
such as the density of states (DOS) and Self Energy as well two particles spin sus-
ceptibility and vertex functions. With these results, we can present high-resolution
results of the fluctuation diagnostics method with minimal computational expense.
We examine the full Q-vector dependence of the extended self-energy at the Nodal
and Antinodal k-points and provide interpretation for the claim that spin fluctuations
are responsible for the observed metal-to-insulator behaviour.
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Chapter 1

Introduction

1.1 Strongly Correlated material

Modern solid-state physics tries to explain the physical properties of different mate-
rials such as simple metals, semiconductors and insulators. But some materials in
which their d and f electron shells are not fully occupied and electrons occupy narrow
orbitals show complicated properties [1]. For example, transition metals V, Fe, Ni,
and their oxides, or rare- earth metals such as Ce belong to this group. This situa-
tion, where there is an open d or f electron shell, increases the effect of the Coulomb
interaction between the electrons. These materials with strong electron-electron inter-
action are strongly correlated systems [2]. As mentioned before these materials show
complicated and interesting features: phase transitions between magnetic order and
superconductivity, appearance and disappearance of local magnetic moments, trans-
port property anomalies [3]. As example, some strongly correlated systems can be
listed as below [2]:

• Cuprate superconductors,

• Heavy-electron compounds,

• Fractional quantum Hall systems,

• Quantum dots,

• Cold atomic gases,
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A huge number of strongly correlated materials have atoms which are not fully
occupied in d or f orbitals. Heavy-electron materials are an excellent example of this
group, the component of the electron fluid, which is extremely localized in f orbitals,
create magnetic moments. The driving force for the strongly correlated electrons sys-
tems is provided by the interplay of the conduction electrons with localized magnetic
moments [2].

Figure 1.1: Kmetko-Smith diagram, displaying the behaviour of elements based on
increasing electron localization in d and f electron orbitals [2].

The behaviour of strongly correlated electrons can be predicted based on the spe-
cific pattern in the periodic table. The most strongly interacting electrons are those
with partially filled orbitals and are localized around the nucleus. In the narrow elec-
tron bands systems, orbitals of neighbouring atoms have weak overlap, while electrons
in the well-localized orbitals show strong interaction[2].
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The position of strongly correlated elements in periodic table is shown in the
Figure 1.1 which is known as a Kmetko-Smith diagram. For elements in the right
side of the diagram from bottom to up the localization will increase. The d-orbitals
of metals which are in the bottom left-hand side of the diagram are conventional
superconductors. By contrast, electrons in the actinide ions or rare-earth in the
metals in the top right-hand side of this diagram are well localized, which leads to
forming magnets or antiferromagnets [2].

Finding a complete theoretical explanation for strongly correlated systems is one
of the biggest challenges for scientists, because of the fact that they cannot treat these
materials as an ensemble of free particles. The new properties that these materials
reveal are because of the existence of electron-electron interaction [4]. This complexity
needs new theories that are entirely different from old approaches like ab initio meth-
ods and band theory, which are unable to explain these new features [1].For instance,
in high Tc cuprates, band theory in hole-doped region predicts that it is metal while
in fact it is Mott-insulator, and Fermi liquid theory is unable to explain its behaviour
in the strange metal (nFL) and pseudogap region [5, 6]

To get a comprehensive understanding of strongly correlated materials, different
theoretical techniques have been developed, each of these methodes has its computa-
tional advantages. Some of these numerical techniques that researchers use to find the
solution of strongly correlated materials are Dynamical Mean Field Theory (DMFT),
Quantum Monte Carlo (QMC) and Exact Diagonalization (ED) [1, 7], auxiliary-field
quantum Monte Carlo (AFQMC) [8], density matrix renormalization group theory
(DMRG) [9] the dynamical cluster approximation (DCA) [10] and the dual fermion
method (DF) [11].

In this thesis, we will describe the 2D Hubbard model. Then in chapter 2 we will
discuss some theoretical and numerical methods which we used in this work and tried
to solve and simulate the 2D Hubbard model, such as dynamical mean field theory
(DMFT), the continuous time auxiliary field algorithm (CTAUX), and the Maximum
Entropy Method (Maxent) for numeric analytic continuation, Dual Fermion method
(DF) and Fluctuation Diagnostics.

The Dual Fermion method is used to compute corrections for single-site DMFT
simulations. The Dual Fermion method has this feature that helps us to access arbi-
trary momenta throughout the Brillouin zone, in contrast to the limitation to a few
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cluster momenta that characterize cluster methods like DCA. Also, we used Bethe-
Salpeter equation to find full vertex function F for different channels of spin-spin,
particle-particle, and particle-hole (sp, pp, ph) and by replacing full vertex function F
in the self-energy, we can find the effect of different scattering channel on self-energy.

In chapter 3, we will present our result obtained from DMFT and Dual Fermion
methods. We will show that corrections that DF applies on the DMFT results will
increase the accuracy of our procedure in a way that we can see Metal-Insulator tran-
sition happens in smaller U for Dual fermion spectral function in comparison with
DMFT results. Then we discuss the transition from Fermi liquid state to non-Fermi
liquid state based on self-energy result obtained from DMFT and Dula Fermion meth-
ods. The high momentum resolution self-energy and ∆Σ will be discussed. Finally,
in chapter 4, we will summarize our results and our method.

1.2 Fermi Liquid Theory

Our basic knowledge about simple metals is based on the free electron theory. In
the free electron model, non-interacting electrons move freely in a positive charge
background [12]. Although this model is simple, it can explain many fundamental
properties of metals. For example, Drude suggested the Ohm expression based on
this model [13]. Later Sommerfeld introduced a new theory called the Fermi-gas
model, where there are no interactions between electrons. In this model, electrons are
considered as quantum particles, and Schrodinger equation is used to explain their
behaviour. Also, electrons follow Fermi-Dirac statistic. Electrons fill up the available
states, according to the Pauli-exclusion principle, up to the Fermi surface [12, 14].

However, in real metals, there are some interactions among particles. Lev Landau
in the 1950s addressed this problem by introducing the quasiparticles at low tempera-
tures and low excitation energies in an interacting fermion system. In this model, the
assumption is that the behaviour of quasiparticles lying on the Fermi surface is influ-
enced by the interaction, Landau then introduced the Landau parameters to describe
the effective interaction between quasiparticles. [15, 16].

Landau in this theory determined the expressions for the effective mass, specific
heat, magnetic susceptibility by using the concept of Landau parameters [16, 17]:
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m∗

m
= 1 + F s

1
3 (1.1)

wherem is the electron mass, m∗ is the effective mass of quasiparticles and F s
1 Landau

parameter. Experiments cannot measure the effective mass directly, but it shows itself
in other measurable quantities such as the specific heat capacity Cν or susceptibility
χ:

Cν = m∗pF

3~ k2
BT (1.2)

χ = m∗pF

π2~3
β2

1 + F a
0

(1.3)

Fermi-liquid theory is the central tool to investigate the simple metals. It also
holds even in extreme cases such as some heavy-Fermion systems and high-Tc super-
conductors, where strong correlations are present.

A practical way to find out that the system is in the Fermi liquid region or it
is in non-Fermi liquid region is to find its spectral function. The spectral function
A(k, ω) reveals the energy distribution of a system during the process of adding or
withdrawing a particle with momentum k. As it is shown in Fig. 1.2 (a) for a
system of non-interacting particles, the spectral function A0(k, ω) is a δ function with
a peak at the energy εk since electrons are eigenstates of the system [18, 19]. While,
in the interacting system, an electron may take part in different eigenstates of the
system; therefore, the spectral function is spread out in energy. For momenta near
kF it is possible that the electron might be seen in the quasiparticle eigenstate with
momentum k. So the spectral function of the electron at T = 0 in a Fermi liquid
would have a sharp peak at the new quasiparticle energy.

However, there are other materials which show new properties. These materials
are known as non-Fermi liquid. Some examples of these systems are Heavy Fermions
[20] and system of interacting fermions in one dimension which is called the Luttinger
liquid [21]. Non-Fermi-liquid behaviour usually can be seen experimentally near a
magnetically ordered phase in the phase diagram, which shows the non-Fermi-liquid
state in the system may be related to a magnetic instability that appears at T = 0
[20].



6

Figure 1.2: The spectral function interacting and non-interacting system: (a) In a
non-interacting system, electrons are eigenstates and so the probability is a δ function
centred on the electron energy, εk. (b) In the Fermi liquid system, the probability is
spread out with a peak at the new quasiparticle energy. Taken from Ref. [19] with
permission.

1.3 Hubbard Model

The Hubbard model was introduced in 1963 in two different papers, first by Gutzwiller
[22], and then Hubbard [23]. They tried to explain the effect of correlations for
d-electrons in transition metals in a simple way[24]. Different models have been
proposed to study the many-body aspects of the electronic properties of condensed
matter, but the Hubbard model is maybe the simplest model. This model tries to
simplify the physics of matter by including only an effective local interaction. It
means complexities of atomic physics and the corresponding multi-band description of
condensed matter have been neglected[25]. As mentioned one of the main motivations
to study the Hubbard model is that, not only is it the simplest generalization beyond
the band theory description of solids, but also it seems it can explain the main physical
features of many systems. The Hubbard model has been used to describe[26]:

• the electronic properties of solids with narrow bands,

• band magnetism in iron, cobalt, nickel,

• the Mott metal-insulator transition,

• electronic properties of high− Tc cuprates in the normal state.
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The Hamiltonian of the Hubbard model is:

H = −t
∑

<i,i′>,σ

(c†i,σci′,σ + c†i′,σci,σ) + U
N∑
i=1

ni↑ni↓. (1.4)

In this formula i, i′ label the sites of a D-dimensional lattice, c†i,σ(ci,σ) are cre-
ation(annihilation) operators which create (annihilate) an electron of spin σ(↑, ↓) on
a site i, niσ = c†i,σci,σ is an electron number operator which counts the number of
electrons with spin σ at site i. The first term in the Hubbard model Hamiltonian
is chemical bonding and is known as "hopping" which represents a single particle in-
teraction and hops an electron from one atom to the nearest neighbour atom with
hopping matrix element t. The second term is related to two particle interaction, it
explains the Coulomb repulsion between two electrons. The long-range contribution
is neglected and only the interaction when both the electrons are on the same atom
is retained, generating an energy of U when the atom is doubly occupied [25]. In Eq
(1.4) when U > 0 it represents repulsive Coulomb interaction, and U < 0 corresponds
to an effective attractive interaction between the electrons [24].

It is expected that Eq (1.4) describes the main features of the materials, namely
itinerant magnetism and metal-insulator (Mott) transition. When U = 0, H reduces
to a non-interacting system of moving electrons, and for t = 0 (atomic limit) the
electrons are fully localized, and the system is insulator. In addition, for finite t and
U =∞, the corresponding system is an antiferromagnetic insulator. [24].

Many efforts have been devoted to finding the solution of the Hubbard model. 3.
However, there is not an exact general solution that we can apply to all problems,
and existing solutions are mainly restricted to the one-dimensional case, in which
there is no metal-insulator transition at any T 6= 0. Even at T = 0 the exact solution
doesn’t show metal-insulator transition for any U > 0. It is thought that the interplay
between magnetic behaviour and the Mott transition near half-filling in the supercon-
ductors is crucial, since not only most of the new ceramic superconductors are good
Mott insulators, but also they can show strong antiferromagnetic correlations, and
the antiferromagnetic phase is close to the superconducting phase. It is shown that
superconductivity can exist for U < 0, but for repulsive interaction it is not clear
whether this is still true or not [24].

Cuprate is quasi-two-dimensional materials and electrons which move within weakly
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coupled layers determine their superconducting properties. This material can be
doped (amount of free charge carriers) by electrons or holes, and their superconduc-
tivity properties would change based on this doping level. The undoped compounds
are Mott insulators with long-range antiferromagnetic order. Hubbard model is con-
sidered to describe the electronic properties of these two-dimensional materials.



Chapter 2

Theory and Method

2.1 Many Body Theory

Many-body problems refer to systems with many particles (many electrons, many
atoms, many molecules, etc.), where there are interactions among them. Imagine
that there is no interaction between particles. In that case, each particle is like an
independent body, and there is no relation between all bodies in the system such
that we can study the behaviour of each body independently. In fact, when there
is no interaction, the problem of one many-body system changes to many one-body
systems. Consequently, interactions are the basic part of many-body problems [27].

The importance of many-body problems raises from the fact that all of the real
physical systems include particles. For instance, the interaction between nucleons in
a nucleus is governed by the nuclear force, electrons in an atom or metal interact by
Coulomb forces, and atoms are bonded together by electrostatic attraction.

The many-body problem is one of the most challenging dilemmas in physics since
there is complex motion of particles in an interacting system. In Fig.2.1 the behaviour
non-interacting and interacting particles can be seen. Non-interacting particles have
simple behaviour while interacting particles show complicated behaviour referred as
emergent phenomena [28].
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Figure 2.1: Non- interacting and interacting particles.

2.1.1 Green’s Function

The Green’s function method has different applications in several fields of Physics,
from classical differential equations to quantum many-body problems. For example,
in the context of quantum mechanics, Green’s functions are correlation functions,
from which it is possible to extract some information such as the density of states,
relaxation times and response functions from the system. Green’s functions theory
is a useful mathematical tool to deal with linear differential equations. These func-
tions were named after physicist and mathematician George Green (1793-1841).The
Green’s functions were used as auxiliary functions for solving boundary-value prob-
lems. Moreover, a Green’s function is a solution of a linear differential equation with
a Dirac delta inhomogeneous source (sometimes referred as a delta or unit pulse) with
homogeneous boundary conditions [29]. Usually, the problems that we are dealing
with are many body systems of quantum particles interacting with each other or with
quantized versions of classical waves. 4. To obtain physically relevant information
about the properties of these interacting many-particle systems, the definition of the
Green’s functions should include all general Feynman diagrams[30].

As mentioned above, Green’s functions are the elementary response functions of
a many-body system to an external force. The one- particle Green’s function can be
defined as[2]:
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Gλλ′(t− t′) = −i〈φ|Tψλ(t)ψ†λ′(t′)|φ〉 (2.1)

In this equation |φ〉 is the many-body ground state and ψλ(t)(ψ†λ′(t′)) are annihilation
(creation) operators, λ denotes the momentum and spin of the particle λ ≡ Pσ, and

Tψλ(t)ψ†λ′(t′) =

ψλ(t)ψ
†
λ′(t′) (t > t′)

±ψ†λ′(t′)ψλ(t) (t < t′)
(2.2)

represents the time-ordering for fermions and bosons (− is used for Fermions and+
for Bosons). In fact, the time ordering operator takes products of operators, that each
operator belongs to a specific time, and modifies the order of operators in a way that
every operator has only later operators to its left and earlier operators to its right.
Then

GKσ,K′,σ′(t− t′) = δσσ′δKK′G(K, t− t′) (2.3)

is diagonal in K and K ′ (in the continuum limit δKK′ is (2π)Dδ(D)(K − K ′)). Now
we can write:

G(K, t− t′) = −i〈φ|TψKσ(t)ψ†Kσ′(t′)|φ〉 (2.4)

and in the space coordinate the Green’s functions can be written as:

G(X −X ′, t− t′) = −i〈φ|Tψσ(X, t)ψ†σ′(X ′, t′)|φ〉. (2.5)

By replacing ψ(X, t) with
∫
K ψKσe

i(K.X), it can be seen that the coordinate-
space Green’s function is equivalent to the Fourier transform of the momentum-space
Green’s function:

G(X −X ′, t) =
∫
K,K′

ei(K.X−K
′.X′) − i〈φ|TψKσ(t)ψ†K′σ(0)|φ〉 (2.6)

where
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−i〈φ|TψKσ(t)ψ†K′σ(0)|φ〉 = δKK′G(K, t− t′), (2.7)

such that Eq (2.6) reduces to:

∫ (d3k)
(2π)3G(K, t)eiK.(X−X′) (2.8)

The Fourier transform of this equation in the time domain is:

G(K, t) =
∫ ∞
−∞

dω

2πG(K,ω)e−iωt. (2.9)

In this equation ω is frequency and G(K,ω) is the frequency dependent Green’s func-
tion:

G(K,ω) =
∫ ∞
−∞

dtG(K, t)e−iωt. (2.10)

Now we are in a position to relate the Green’s function in coordinate space to its
propagator:

−i〈φ|Tψσ(X, t)ψ†σ′(X ′, t′)|φ〉 =
∫ d3kdω

(2π)4 G(K,ω)ei[K.(X−X′)−ω(t−t′)] (2.11)

2.1.2 Green’s function of free fermions

Now we can calculate the Green’s function of a degenerate Fermi liquid of non-
interacting fermions in its ground state. We use an interacting Hamiltonian which is
in the Heisenberg representation:

H = Ĥ0 − µN =
∑
σ

εKc
†
KσcKσ. (2.12)

In this equation εK = ~2k2

2m − µ and cKσ(c†Kσ) is the creation (annihilation) operator
of fermions in momentum space. The wave function of the ground state for a fluid of
fermions is:
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|φ〉 =
∏

σ|K|<kf

c†Kσ|0〉. (2.13)

In the Heisenberg picture, time propagation of the system c†Kσ(t) = eiεKtc†Kσ, cKσ(t) =
e−iεKtcKσ. To go forward in the time domain, we are allowed to add a fermion above
the Fermi energy, so:

〈φ|cKσ(t)c†K′σ′(t)|φ〉 = δσσ′δKK′e
−iεK(t−t′)〈φ|cKσc†K′σ′|φ〉

= δσσ′δKK′(1− nK)e−iεK(t−t′)
(2.14)

In the last equation nK = θ(|kF | − |K|) is Heaviside step distribution. For backward
time propagation we need to annihilate a fermion and create a hole beneath the Fermi
energy, so:

〈φ|c†K′σ′(t)cKσ(t)|φ〉 = δσσ′δKK′nKe
−iεK(t−t′) (2.15)

then by using Eq. 2.11 we can find

G(K, t) = −i[(1− nK)θ(t)− nKθ(−t)]e−iεKt (2.16)

This equation can be expressed for two different situation:

G(K, t) =

−iθ|K|−|KF |e
−iεKt (t > 0) particles

iθ|KF |−|K|e
−iεKt (t < 0) holes :particles moving backwards in time

(2.17)

Now we are in a place that we can find the Fourier transform of the free fermion’s
Green’s function:

G(K,ω) = −i
∫ ∞
−∞

dtei(ω−εK)t[θk−kF θ(t)− θkF−kθ(−t)]e−|t|δ

= −i
[

θk−kF
δ − i(ω − εK) −

θkF−k
δ + i(ω − εK)

] (2.18)
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In this equation e−|t|δ is called convergence factor. We introduced this term to make
the integrals converge, we use the lim δ → 0+. Then the free fermion propagator can
be written as

G(K,ω) = 1
ω − εK + iδK

, (2.19)

where δK = δ(sgn(k − kF )).

2.2 Feynman Diagram

Feynman diagrams are a powerful tool for quantum theory calculations. Richard
P. Feynman introduced this method to explain quantum interactions [31, 32, 33].
Feynman diagrams usually include all information about the diagrams and the process
of constructing the mathematical expression of the diagrams. There are some specific
rules for this method known as "Feynman rules". The solid straight lines introduce
the fermions, wavy lines represent Bosons, and dots or vertices are for the coupling
[32, 33].

By Wick’s theorem1, we can evaluate the exact Green’s functions as a perturbation
expansion involving expressions of free Green’s functions G0 and the perturbation
potential V . That representation is equivalent to the Feynman diagram approach.
The Feynman diagrams are a demonstrative way to solve the many-particle problems
and the perturbation expansion of the Green’s functions [34, 35, 36].

Figure 2.2: Feynman Diagram of Full Green’s function, free Green’s function and
Coulomb interaction, respectively.

1Wick’s theorem is used to reduce a product of creation and annihilation operators as a sum of
normally ordered terms.
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Shown in Fig. 2.2, the Green’s function can be represented as the creation of
a particle at (r′, t′) then it will propagate to the point (r, t) where the particle is
annihilated. In the Feynman diagram representation, the full Green’s function is
shown by a double line joining these two points, and the free Green’s function is
described by a single line. Also, the Coulomb potential is drawn by a wavy line, at
the vertex, the momentum and energy are conserved [37, 38].

2.2.1 Self- Energy

The feedback of the interacting environment on a propagating particle can be un-
derstood by the concept of self-energy [2]. The self-energy Σ(−→k , ω) can be found as
the sum of all diagrams that cannot be broken into two by breaking a single internal
fermion line(The left arm and right arm are electron lines in a diagram which are
called external, and all other electron lines are called internal). It should be men-
tioned that in the self-energy diagrams there must be a momentum −→k and energy ω
coming in and going out. But the Green function lines that carry this energy and
momentum to the vertices are not included [37, 27]. Some examples of irreducible
diagram is shown in Fig. 2.3 [27]. It is clear that by cutting a Fermion line, we can
not find a new diagram.

Figure 2.3: Diagrammatic representation of Feynman diagrams introducing the irre-
ducible self-energy ∑(i) = (k, ω).

If a diagram is not irreducible or on the other hand it can be separated, it is called
reducible and it’s a part of the Green’s function. some examples can be seen in Fig.
2.4 [27]:

Now we are in a position that we can define a mathematical expression for the
self-energy diagram by using the Feynman rules, as we know the self-energy is the
sum of all irreducible Feynman diagrams. It is the same as that of the irreducible
diagram it was constructed from except the external lines of G0(k, ω) [39].
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Figure 2.4: Diagrammatic representation Feynman diagrams introducing the reducible
self-energy ∑.

Σ(k) =
∑
i

Σ(i)(k) (2.20)

Now we can show that the particle propagator can be extended as self-energy series
in Fig. 2.5 [2, 40]:

G(k, ω) =

G0 G0ΣG0 G0(ΣG0)2

Σ Σ Σ+ +

+ + +...

+...

=

Figure 2.5: Green’s function as expansion of self-energy series.

This graphical expansion can be written in mathematical language as:

G(k, ω) = G0(k, ω)
1− Σ(k, ω)G0(k, ω) = 1

(G0(k, ω))−1 − Σ(k, ω) (2.21)

then Eq. 2.21 can be written as:

G(k, ω) = 1
ω − εk −

∑(k, ω) + iδ
. (2.22)

This equation is known as the Dyson equation. Now we can see that the full Green’s
function is determined by the Dyson equation [2, 40].

The equation we represented in Fig. 2.6 is called Dyson equation. Physically, the
self-energy which is a complex function (Re + iIm) represents the cloud of particle-
hole excitations which follow the propagating electron, "dressing" it into a quasiparticle
[41, 34, 2].
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= + Σ

G0(k, ω) G0(k, ω)Σ(k, ω)G(k, ω)+G(k, ω) =

Figure 2.6: Schematical representation of full Green’s function. The full Green’s
function can be obtained by using the Dyson equation.

2.3 Anderson Impurity Model

The Anderson impurity model was originally introduced by Anderson in the 1961 to
describe the behaviour of magnetic impurities (Fe, Mn, Cr) diluted into non-magnetic
metals [42]. In those systems, an anomalous minimum in the electrical resistivity at
low temperatures was seen, for which the interaction of impurities and the conduction
electrons seems to have caused this phenomenon [43]. The impurity Anderson model
maps a lattice site of interacting electrons onto a mean-field approximation. In the
lattice problem, the electrons repulse each other via the on-site Coulomb repulsion U ,
and they can move in the lattice sites by the hopping parameter t [42]. In Fig. 2.7
schematical representation of Anderson impurity model has been shown.

U

t

U

V1

V2

V3
V4

V5

Figure 2.7: The impurity Anderson model maps the physics of interacting electrons
on a lattice onto a mean-field approximation. In the lattice problem, the electrons
repulse each other via the on-site Coulomb repulsion U , and they can move in the
lattice sites based on the hopping parameter t.

The Anderson model is an important ingredient of the dynamical mean field theory
for correlated lattice models, which will be further discussed. The Hamiltonian of the
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Single Impurity Anderson Model (SIAM) includes three different parts [44]:

HA = Ha +Hb +Hh (2.23)

where the second term

Hb =
∑
k

εkc
†
kσckσ (2.24)

Here εk is the energy of electron in the conduction band and it is measured from the
Fermi energy, c†kσ and ckσ are creation and annihilation operators and σ describes
spin. The first term is

Ha = εdnd + Und↑nd↓, (2.25)

describes the interacting electron level, where εd is the energy of electrons in the
localized impurity state, the total occupancy of the impurity level is nd = nd↑ + nd↓,
and U > 0 represents the Coulomb repulsion between a pair of localized electrons.
Finally, the last term is

Hh =
∑
k

tk√
N0

(c†kσdσ +H.c.). (2.26)

Where the number of unit cells in the host is given by N0, tk is the hybridization
matrix elements,and H.c introduces the hermitian conjugate.

In Eq. 2.26 we replace Vk = tk√
N0

, and introduce the hybridization function ∆(ω)
which is the coupling of the impurity to the band [45]:

∆(ω) =
∑
kσ

|Vk|2

ω − ε̃k
(2.27)

The local free Green’s function can be express as:

G−1
0 (ω) ≡ ω + µ−∆(ω) (2.28)

The interacting Anderson Green’s function will be:
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GA = 1
ω + µ−∆(ω)−∑(ω) (2.29)

In the Eq. 2.29 the ∑(ω) is self- energy.

2.4 DMFT-impurity solver

The dynamical mean-field theory was introduced by Metzner and Vollhardt in 1989
[46]. It has become one of the most important tools for the study of strongly correlated
electrons systems. The mean-field theory replaces a lattice problem with many degrees
of freedom by a single-site effective problem with fewer degrees of freedom [47]. It
has been shown that the Hubbard model could be mapped exactly to the Anderson
impurity model in the limit of infinite coordination number 2 [46]. In the interacting
lattice, one site is chosen, and all other sites are mapped into a bath. Therefore, the
lattice model is mapped to an "impurity" model that includes one single interacting
site ("impurity"), which is coupled to the non-interacting bath [47].

Electrons in a crystals lattices of finite dimension can leave a site by hopping to
a neighbouring site. It also can return to the original site by just hopping backward,
or in a complicated way, by hopping around a loop to get to the original site. The
easiest problem to solve is the Bethe lattice 3 since there are no loop paths, it means
if an electron hops off of a site, it can only return to the original site by reversing
its path. In the DMFT when the number of neighbours N increases, the probability
of returning the electron to the original site by another paths decreases. Therefore,
when N = ∞ it becomes impossible, by increasing N the mean field theory becomes
an exact theory [48]. Dynamical mean-field theory (DMFT) maps the lattice of atoms
and electrons to a single impurity atom and a bath of electrons this process is shown
in Fig.2.8. Over time a lattice site can be unoccupied, occupied or doubly occupied
by electrons. Impurity and bath are coupled together.

The lattice model we study is the Hubbard model, and it will be mapped to an
Anderson impurity model (AIM) and we will use the DMFT self-consistency loop

2The number of ions, molecules or atoms which surround the central ion, molecule or atom is
called Coordination number.

3A Bethe lattice is an infinite connected node that each node is connected to z coordination
number.
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Figure 2.8: Dynamical mean-field theory (DMFT) maps the full lattice of atoms and
electrons with a single impurity atom in a bath of electrons. Over time a lattice
site can be unoccupied, occupied or doubly occupied by electrons. These dynamical
processes, which results in time-resolved electron- electron interactions are taken into
account in DMFT. Taken from ref [1] with permission.

which is shown in Fig.2.9 [47]. We can write the self-consistency loop as Fig.2.9:

In the first step, we start from the solution of the Anderson Impurity Model (AIM),
the self-energy ∑(ω). Then, we assume that the lattice self-energy is local, it means
that lattice self-energy is k-independent and can be set equal to the self-energy of
the impurity (DMFT approximation), ∑Lat(K,ω) ≈ ∑(ω)[47]. Therefore, the lattice
Green’s function can be express as:

GLat(ω) ≡ GLat(X = 0, ω) =
∑
K

eiXKGLat(K,ω) =
∫
dε

ρ(ε)
ω + µ− ε−∑(ω) . (2.30)

In Eq.2.30, ρ(ε) = ∑
K δ(ε − εK) is the density states of the band. The self-

consistency condition forces the impurity and the lattice Green’s functions to be equal
GLat = GA, which is equivalent to the mapping of the lattice to the impurity model.
Then we can write the self-consistency equation as:

G−1
Lat(ω) = G−1

0 (ω)−
∑

(ω). (2.31)

The free Green’s function of the impurity model G0(ω) includes all the information
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Self
Energy

GLatG0

Figure 2.9: The iterative self-consistent loop of Dynamical Mean-field theory. By
repeated iterations, a self-consistent solution will be found.

of the bath of the single site. By using Eq. 2.31, the bath of the Anderson impurity
model (G0(ω)), can be computed with (GLat) and (∑). Finally,∑(ω) will be calculated
in the last step, these steps and loop can be seen in Fig. 2.9. Thus the loop is closed,
and by repeated iterations, a self-consistent solution will be found. The steps that we
mentioned above can be listed as below:

• Start with arbitrary self-energy ∑(ω).

• Find the lattice Green’s function from Eq. 2.30.

• Find the dynamical mean-field (G0(ω)) from Eq. 2.31.

• Use the dynamical mean-field impurity solver to find the new Green’s function.

• By replacing new Green’s function in Eq. 2.31 the self-energy can be found.

• These steps will continue until the self-energy converge.
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2.5 Continuous Time Auxiliary Field (CT-AUX)
algorithm

The central numerical effort in solving the dynamical mean field problems is solving
the quantum impurity problem, by finding a self-energy for a specific Green’s function.
In this section we introduce the Continuous Time Auxiliary Field (CT-AUX) algo-
rithm that we used as the DMFT impurity solver. Continuous-time quantum Monte
Carlo (CT-QMC) is a method for solving the Anderson impurity model at finite tem-
perature [49, 50, 51, 52]. In this approach, in the first step, the full partition function
will be expanded as a series of Feynman diagrams, then employ Wick’s theorem to
group diagrams into determinants, and in the last step the Markov chain Monte Carlo
will be used to add the resulting series [50].

The Hamiltonian of an extended Hubbard model on a two-dimensional square lat-
tice is introduced below, we have divided the Hamiltonian into two parts, interacting
part, Hint, and non-interacting part, H0 given by [49]:

H = H0 +Hint, (2.32)

H0 = −
∑
ijσ

tij(c†icj + h.c.)− µ
∑
iσ

niσ + K

β
, (2.33)

Hint = 1
2
∑
ijσσ′

Uσσ′

ij (niσnjσ′ −
niσ + njσ′

2 )− K

β
, (2.34)

As we described the Hubbard model before we know that the parameters t, µ and
Uσσ′
ij stand for, electrons hopping between lattice sites, the chemical potential, and

the density-density interactions between electrons, respectively. Moreover, we restrict
that electrons can only hop between nearest neighbour sites. The constant K

β
has

been added to the Hamiltonians for simplicity in calculations in the next steps [50].
For interacting energy, we can have two different choices which we described them
below [49]:

Uσσ′

ij =

Uδijδσ−σ
′

0δijδσσ′ ,
(2.35)
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In this equation, the interacting energy would be U if i = j and σ = −σ′, otherwise,
it would be zero. We have Eq.2.35 to the Hubbard interaction, which is a repulsive
interaction for two electrons on the same site i = j and with opposite spins σ = −σ′.

The essential part of the partition function is the Hamiltonian. Therefore, when
the Hamiltonian for a system is defined, it’s easy to write the partition function, [50]

Z = Tre−βH = Tr e−β(H0+Hint). (2.36)

In the interaction representation the partition function can be written as

Z = Tr
[
e−βH0Tτ e

−
∫ β

0 dτHU(τ)
]
, (2.37)

In Eq. 2.37 Tτ represents time ordering. After expanding the exponential part of
partition function, Eq. 2.37 will change to:

Z =
∞∑
k=0

∫ β

0
dτ1...

∫
τk−1

Tr
[
e−βH0eτkH0 (−Hint)...e−(τ2−τ1)H0 (−Hint)e−τ1H0

]
(2.38)

where 0 < τ < β and τ displays imaginary time, also Hint is:

−Hint =
(

K

4βN2
c

) ∑
ijσσ′

1
2
∑
s=±1

eγ
σσ′
ij s(niσ−njσ′ )

 (2.39)

Nc represents the number of cluster sites and niσ only can take the values zero or one,
so it shows the possible occupations of site i. In 2D Hubbard model γσσ′ij is defined
as:

cosh(γσσ′ij ) =

1 + βN2
cU
K

i = j, σ = −σ′

1 otherwise
(2.40)

Then we replace Eq. 2.40 in the partition function equation:
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Z =
∞∑
k=0

∑
sl=±1
l=1,...,k

∑
il,jl,σl,σ

′
l

l=1,...,k

∫ β

0
dτ1...

∫ β

τk−1

(
K

8βN2
c

)2

Zk(sl, τl, il, jl, σl, σ′l) (2.41)

In this equation Zk is:

Zk(sl, τl, il, jl, σl, σ′l) = Tr[e−βH0Π1
l=ke

τlH0(eγ
σlσ
′
l

iljl
sl − (eγ

σlσ
′
l

iljl − 1)cilσlc
†
ilσl

)

× ((e−γ
σlσ
′
l

iljl
sl − (e−γ

σlσ
′
l

iljl − 1)cjlσ′lc
†
jlσ
′
l
)e−τlH0 ]

(2.42)

We can write the partition function as a determinant of a 2k by 2k matrix N2k as
below [49, 53, 50]:

Zk(sl, τl, il, jl, σl, σ′l) = det[(N2k)−1
ijσσ′ ] (2.43)

where

(N2k)−1
ijσσ′ ≡ eV

σσ′
ij −Gij

0σσ′(eV
σσ′
ij − I) (2.44)

and

eV
σσ′
ij ≡ diag4(e−γ

σ1σ
′
1

i1j1
s1 , ..., e−γ

σnσ
′
n

injn
sn) (2.45)

In case the spin arguments are unequal the Green’s functions would be zero, so
our matrix can be block diagonalized into spin up and spin down parts. cosequently,
the partition function can be rewritten as:

Z =
∞∑
k=0

∑
sl=±1
l=1,...,k

∑
il,jl,σl,σ

′
l

l=1,...,k

∫ β

0
dτ1...

∫ β

τk−1

(
K

8βN2
c

)2

det
[
(N (n)
↑ )−1

]
det

[
(N (m)
↓ )−1

]
(2.46)

4Diagonal terms of matrix.
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To find the partition function we have to sample these series QuantumMonte Carlo
methods. All possible configurations have to be sampled, and each configuration is a
set of vertices. Each vertex can be described by the spin, sites, auxiliary spin, and
imaginary time indices. After sampling partition functions we can find the interacting
Green’s function.

2.6 Susceptibility and Inversion of Bethe-Salpeter
Equation

In this section, we explain how to calculate the generalized dynamical susceptibility.
We use Refs. [10, 54, 55] as our main references. First, we need to define the one-
particle and two-particle Green’s function in imaginary time (τ) [54]:

Gσ(τ1, τ2) =< Tτ (c†σ1(τ1)cσ2(τ2)) >, (2.47)

G2,σ1σ2σ3σ4(τ1, ..., τ4) =< Tτ (c†σ1(τ1)cσ2(τ2)c†σ3(τ3)cσ4(τ4)) > . (2.48)

Where T is time-ordering operator, c†(c) creates (annihilates) an electron with spin
σ. We can define generalized susceptibility in imaginary time by using one-particle
Green’s function and two-particle Green’s functions as follows:

χσ1σ2σ3σ4(τ1, τ2, τ3, τ4) = G2,σ1σ2σ3σ4(τ1, ..., τ4)−Gσ1σ2(τ1, τ2)Gσ3σ4(τ3, τ4) (2.49)

we can confine the problem to only three-time arguments τ1, τ2, τ3 and consider τ4 = 0.
Then the susceptibility would be:

χσ1σ2σ3σ4(τ1, τ2, τ3) = G2,σ1σ2σ3σ4(τ1, τ2, τ3, 0)−Gσ1σ2(τ1, τ2)Gσ3σ4(τ3, 0). (2.50)

Moreover, by considering all symmetries we can define these spin combinations for
susceptibility:
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χσσ′(τ1, τ2, τ3) = χσσσ′σ′(τ1, τ2, τ3) (2.51)

χσσ′(τ1, τ2, τ3) = χσσ′σ′σ(τ1, τ2, τ3) (2.52)

Figure 2.10: Particle-hole scattering. Taken from Ref [54] with permission.

Figure 2.11: Particle-Particle scattering. Taken from Ref [54] with permission.

The susceptibility equation can be expressed in frequency space via the Fourier
transform. In this space, there are two different representations, particle-hole (ph)
and particle-particle (pp). Using frequency space has two main reasons. First, In the
ph case, consider the scattering process of a hole with energy −ν and an electron
with energy ν + ω, in this process the total energy is ω (this process is shown in Fig.
2.10). Second, In Fig. 2.11 the pp case, we look at the scattering of two electrons with
energies ν and ω− ν. Again the total scattering energy will be ω. The expression for
particle-hole (ph) and particle-particle (pp) susceptibilities are [54, 55]:

χωω
′Ω

phσσ′(k, k′, q) =
∫ β

0
dτ1dτ2dτ3χσσ′(τ1, τ2, τ3)× e−iωτ1ei(ω+Ω)τ2e−i(ω

′+Ω)τ3 (2.53)

where in this equation dτ1dτ2dτ3χσσ′(τ1, τ2, τ3) indicates outgoing electrons, and
e−iωτ1ei(ω+Ω)τ2e−i(ω

′+Ω)τ3 describes incoming electrons.

χωω
′Ω

ppσσ′(k, k′, q) =
∫ β

0
dτ1dτ2dτ3χσσ′(τ1, τ2, τ3)× e−iωτ1ei(Ω−ω

′)τ2e−i(Ω−ω)τ3 (2.54)
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In Eq.2.53 and 2.54 ω and ω′ are Fermionic frequencies ( (2n+1)π
β

), Ω is bosonic
frequency (2mπ

β
) and k, k′, q represent momentum. We define this new notation k =

(k, ω) and q = (q,Ω) for simplicity. In the interacting systems, the susceptibility can
be divided into two parts, the bubble terms and vertex correction terms. Bubble term
is an independent propagation of the two particles:

χphσσ′(k, k′, q) =− βGσ(k)Gσ(k + q)δkk′δσσ′ −Gσ(k)Gσ(k + q)Fphσσ′(k, k′, q)

×G′σ(k′)G′σ(k′ + q)
(2.55)

where F denotes the full vertex function which covers all accessible vertex cor-
rections, it means, all possible scattering effects between the two propagation (the
amplitude of a scattering process). The first term in right hand side of Eq. 2.55 is
called bubble part, which we define it to be

χ0(k, k′, q) = −βGσ(k)Gσ(k + q)δkk′δσσ′ (2.56)

Therefore we can rewrite Eq. 2.55 again:

χphσσ′(k, k′, q) = χ0(k, k′, q)δσσ′ −
1
β2

∑
k1k2

χ0(k, k1, q)Fphσσ′(k1, k2, q)χ0(k2, k
′, q)

(2.57)

An example calculation for the Bubble part and total susceptibility obtained from
our results for U = 5, β = 5 and µ = 0 are shown in Fig. 2.12. In these plots, we first
found the Bubble part and then added it to susceptibility to find total susceptibility.

The full vertex function F includes all fully connected two-particle diagrams. These
diagrams can be classified to two group, Fully irreducible and Reducible diagrams.
This classification is based on the way how they can be divided by separating two
internal Green’s function lines.

Fully irreducible diagrams of F are those that cannot be divided into two groups,
and reducible diagrams of F , can be divided by cutting two fermionic lines.
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Figure 2.12: left: Bubble χ0 vs ω (fermionic frequencies). right: χ total achieved by
Eq. 2.57 vs ω (fermionic frequencies). The parameters are U = 5, β = 5 and µ = 0.

There are different possibilities of cutting lines; therefore, the concept of reducibil-
ity has to be related to a specific channel: This defines in how two of the four outer
legs of a given diagram can be divided from the other two. There are three differ-
ent channels (pp, ph, ph), which are particle-particle, particle-hole longitudinal and
transverse reducible diagrams [54].

For each of the three channels (pp, ph, ph) there are different spin combinations
and from those we are interested in two of them. They are called density (d), magnetic
(m) channels given in terms of (ph) and (pp) objects as,

Γd = Γph,↑↑ + Γph,↑↓, (2.58)

Γm = Γph,↑↑ − Γph,↑↓. (2.59)

These transformations (Eqs. 2.58 and 2.59), given for Γ, also hold for χ and F

functions as well. Γ and F are related to each other by Bethe-Salpeter equation:

F = Γr +
∫

ΓrGGF. (2.60)

The Bethe-Salpeter equations in the ph and ph channels are:

Fd(k, k′, q) = Γd(k, k′, q) + 1
β

∑
k1

Γd(k, k1, q)G(k1)G(k1 + q)Fd(k1, k
′, q) (2.61)
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Fm(k, k′, q) = Γm(k, k′, q) + 1
β

∑
k1

Γm(k, k1, q)G(k1)G(k1 + q)Fm(k1, k
′, q) (2.62)

To find Bethe-Salpeter equations in the form of χ we need to replace above equa-
tions in Eq. 2.55. The goal is to obtain F based on χ0 and χ, so the results are:

χd,m(k, k′, q) = χ0,ph(k, k′, q)−
1
β2

∑
k1,k2

χ0,ph(k, k1, q)Fd,m(k1, k2, q)χ0,d,m(k2, k
′, q)

(2.63)

To find two-particle full vertex function F, we use Eq. 2.63 which is in a matrix
form:

ω

ω′
χω1,ω′1,Ω · · · χω1,ω′N ,Ω

χω2,ω′1,Ω · · · χω2,ω′N ,Ω... . . . ...
χωN ,ω′1,Ω · · · χωN ,ω′N ,Ω


Then

χ = χ0 −
1
β2χ0Fχ0 (2.64)

where we can simplify it to:

β2(χ0 − χ) = χ0Fχ0 (2.65)

The finial expression for full vertex function (F ) is:

F ω,ω′,Ω = β2(χ−1
0 − χ−1

0 χχ−1
0 ). (2.66)

Where F is a two dimensional matrix. So we can use this full vertex function to
build self-energy.
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2.7 Dual Fermion method

The dynamical mean field theory (DMFT) provides numerically simulated results for
understanding the physics of complex correlated electron systems. As we discussed
before, if correlations and interactions are considered to be local, then the system can
be mapped to an Anderson impurity model, which can solve it numerically [46, 56].

The dynamical mean-field approximation for local correlations is often a good ap-
proximation which can describe the general behaviour of strongly correlated material.
However, DMFT is not able to explain materials where non-local correlations are
important. Moreover, several fascinating phenomena in strongly correlated systems
show strong momentum dependence so it is better to describe the correlations in mo-
mentum space [11, 57]. The output of DMFT solver has no momentum dependence ~K
[58, 59]. This problem can be solved by increasing the size of the impurity cluster to
a Nc site cluster which would have Nc points in the BZ. But another problem would
raise and it’s that the computational cost increases [60].

Therefore a new method that can solve these problems was needed. So, the dual
fermion method was introduced [11, 61, 62, 63, 64]. The method perturbatively adds
corrections based from a DMFT starting point, as a result produces momentum de-
pendent correlations. Consequently, If all corrections are added, the method retrieves
the full momentum dependence of the original problem and becomes an exact solution
[60].

This procedure has some advantages which make it brilliant. First, it has this
ability to produce high-resolution momentum dependent quantities; moreover, this
procedure has a relatively low computational cost since the number of impurity cluster
is one [61, 62, 63]. We try to explain the Dual Fermions concept, and its formalism
will be derived [11, 61, 62, 63, 64]. Then the Dual Fermions Ladder Approximation
(DFLA), will be discussed [60, 65].

We start our discussion from the two dimensional Hubbard model with the corre-
sponding imaginary-time action [66, 67, 68]:

S[c, c∗] =
∑
ωkσ

(εk − µ− iω)c∗ωkσcωkσ + U
∑
i

∫ β

0
ni↑τni↓τdτ (2.67)

In Eq. 2.67 β represents inverse temperature (β = 1
T

) and µ is chemical potential,
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ωj = (2j+1)π
β

where j = 0, ±1, ±2..., and iωj is matsubara frequency, the imaginary
time is shown by τ , σ =↑, ↓ describes the spin projection. The single particle dispersion
on a square lattice is εk = −2t(coskx + cosky) and c∗, c are Grassmann variables.

We represent a single-site impurity system that is coupled to a bath by a hy-
bridization function,∆ω. The action for this impurity is:

Simp =
∑
ω,σ

(∆ω − µ− iω)c∗ωσcωσ + U
∫ β

0
n↑τn↓τdτ (2.68)

The hybridization ∆ is independent of k, so Eq. 2.67 (the lattice action) can be
rewritten as follow:

S[c, c∗] =
∑
i

Simp[ci, c∗i ]−
∑
ωkσ

(∆ω − εk)c∗ωkσcωkσ) (2.69)

We employ a dual transformation (Hubbard-Stratonovich transformation) to intro-
duce new Grassmann variables f, f ∗:

eA
2c∗ωkσcωkσ =

(
A

α

)2 ∫
e−α(c∗ωkσfωkσ+f∗ωkσcωkσ)−α2A−2f∗ωkσfωkσdf ∗ωkσdfωkσ (2.70)

This identity equation is reliable for any complex numbers A and α. We can define
A as A2 = (∆ω − εk) ; moreover, by this assumption that α = αω,σ is momentum
independent, the partition function in terms of a transformed action can be written
as:

Z =
∫
e−S[c,c∗]Dc∗Dc

=
∫ ∫

e−S[c,c∗,f,f∗]Df ∗DfDc∗Dc
(2.71)

that
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S[c, c∗, f, f ∗] =−
∑
ωk

ln(α2
ωσ(∆ω − εk)) +

∑
i

Simp[ci, c∗i ]

+
∑
ωkσ

[αωσ(c∗ωkσfωkσ + f ∗ωkσcωkσ]) + α2
ωσ(∆ω − εk)−1f ∗ωkσfωkσ

(2.72)

Then we need to organize the relation between the Green’s function of the initial
system and Green’s function of the dual system:

Gω,k = (∆ω − εk)−1αωσG
dual
ω,k αωσ(∆ω − εk)−1 + (∆ω − εk)−1 (2.73)

Before we assumed that αωσ is momentum independent and

∑
k

(f ∗k ck + c∗kfk) =
∑
i

(f ∗i ci + c∗i fi) (2.74)

Now we are in a position that we can integrate the action equation for each site
separately. Which leads us to:

Ssite[ci, c∗i , fi, f ∗i ] = Simp[ci, c∗i ] +
∑
ω

αωσ(f ∗ωcω + c∗ωfω) (2.75)

We can write the final action S which only depends on the new variables f, f ∗:

S[f, f ∗] = −
∑
ωk

ln(α2
ωσ(∆ω−εk))−

∑
i

ln zimpi +
∑
ωkσ

αωσ((∆ω−εk)−1+gω)αωσf ∗ωkσfωkσ+
∑
i

Vi

(2.76)

In Eq. 2.76 zimpi is:

zimpi =
∫
e−Simp[ci,c∗i ,fi,f

∗
i ]Dc∗iDci (2.77)

So that the partition function is

∫
e−Ssite[ci,c

∗
i ,fi,f

∗
i ]Dc∗iDci = zimpi e

∑
ωσ

α2
ωσgωf

∗
ωiσfωiσ−V [fi,f∗i ] (2.78)
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The dual potential (Vi) includes the impurity correlation functions at all orders,
and for most purposes, the dual potential can be express as [67]:

V ≡ V [f ∗, f ] = −1
4γ

(4)
1234f

∗
1 f2f

∗
3 f4 (2.79)

In this approximation γ(4) is basically the 4-leg vertex function F of the local
quantum impurity problem, which we defined it previously in Eq. 2.66.
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Figure 2.13: Color plot of Green’s Function, Kpts resolution = 128, output of Open-
DF code. In this plot we used U = 5.6, µ = 0 and β = 5

By employing all of these changes, the total action will be:

S[f ∗, f ] = −
∑
ωkσ

f ∗ωkσ[G0
ω(k)]−1fωkσ +

∑
i

Vi[f ∗i , fi]. (2.80)
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where G0
ω(k) is bare dual Green’s function and related to gω via:

G0
ω(k) = −gω [gω + (∆ω − εk)−1]−1gω. (2.81)

Clearly, we changed our single particle Green’s function to Dual Fermion Green’s
function. This Green’s function now is momentum dependent and it can be expressed
as G(Kx, ω,Ky, ω

′). In Fig. 2.13 we showed a high resolution color plot of Green’s
function. The resolution in this plot is 128 ∗ 128, number of K points which this
resolution is not accessible by using cluster DMFT methods.

2.8 Maximum Entropy Method (Maxent)

When we run dynamical mean-field solver, the output is a Green’s function that is
computed in imaginary time (or the Fourier transform, Matsubara frequency). How-
ever, we need to interpret it as a response function or spectral functions, which in the
experiments they are measured on the real axis.

There is a big problem during direct transformations in a way that a small fluctua-
tions of the input data (from statistical Monte Carlo noise or a truncation of the accu-
racy to finite precision numbers) cause large fluctuations of the output data. Several
alternatives have been proposed, which among them the standard method is Maximum
Entropy Method (MEM), which we will describe it in this section [69, 70, 71, 72].

The outputs of DMFT calculation is the Matsubara frequency Green’s function,
G(iωn), where:

iωn =

2π(n+ 1
2)/β Fermions

2πn/β Bosons
(2.82)

For fermions, the imaginary time and imaginary frequency data can be related to
the real frequency Green’s functions as below [69]:

G(iωn) = −1
π

∫ ∞
−∞

dω Im[G(ω)]
iωn − ω

(2.83)
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G(τn) = 1
π

∫ ∞
−∞

dω Im[G(ω)]e−τnω
1 + e−βω

(2.84)

Im[G(ω)] in the Eqs. 2.83 and 2.84 is the imaginary part of the the real frequency
Green’s function, that can determine the spectral function:

A(ω) = − 1
π
Im[G(ω)] (2.85)

Eq. 2.84 can be written in a more general form as below:

Gn = G(τn) =
∫ ∞
−∞

dω A(ω)Kn(ω) (2.86)

Kn(ω) is the ’kernel’ of the analytic continuation and is defined as:

Kn(ω) = K(τn, ω) = − e−τnω

1 + e−βω
(2.87)

This Kernel for the transformation of a fermionic Green’s function from imaginary
time to real frequencies axis. Kernels for Bosonic distribution functions and imaginary
axis representations are as below:

Kn(ω) = 1
2ω

[e−ωτ + e−ω(β−τ)]
1− e−βω (2.88)

In Fig. 2.14 we have shown Green’s function in Matsubara frequency (left-hand
side) which is the output of Dynamical mean-field solver, then by using open source
Maxent code [69] we transformed it to the real frequency.
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Figure 2.14: Green’s function in Matsubara frequency (left) and real frequency (right),
using open source Maxent code.

2.9 Fluctuation Diagnostics

Dyson- Schwinger equation of motion (EOM), link self-energy (Σ) and Vertex function
(F ) together. We know that the self-energy describes all scattering effects of an
electron while it moves through the system. So, to define self-energy, we use two-
particle scattering amplitude [73], given by

Σ(k) = U

β2N

∑
k′,q

F↑↓(k, k′, q)G(k′)G(k′ + q)G(k + q). (2.89)

In this equation U is the Hubbard interaction, n describes density, G is electron
Green’s function, β = 1

T
and N is normalization factor. F is full vertex function

obtained from Eq. 2.66. So, the vertex function includes the whole information about
the correlations of the two-particle system. For a better understanding of the physical
role played by the scattering or fluctuation processes, we need to decompose the full
scattering amplitude F↑↓ of Eq. (2.89) to all possible fluctuation channels via basis
transformations.

The vertex function can be expressed in different channels of spin (Fsp = F↑↑−F↑↓),
charge or density (Fch = F↑↑ + F↑↓). By replacing these new vertex functions in Eq.
2.89 we can rewrite it and we can find an unique equation for each channel as follow:

Σ(k) = U

β2N

∑
k′,q

Fsp(k, k′, q)G(k′)G(k′ + q)G(k + q), (2.90)
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Σ(k) = U

β2N

∑
k′,q

Fch(k, k′, q)G(k′)G(k′ + q)G(k + q). (2.91)

If the system shows large fluctuations in any channel, it will appear in self-energy.
In fact,left-hand side of Eqs. 2.90 and 2.91 are equal which represent the self-energy,
but the partial sums of right-hand side of these equations are not equal. Therefore, it
would let us decompose the physics in different channels. In this work we investigate
the spin fluctuation, because past work has suggested that for the single band model
the charge and particle-particle channels are less structured [73]. We will show some
of its results in the next chapter.

2.10 Computational Methods

The first step is to find the self-energy and the Green’s function of the impurity. To
find these objects, we need to run the DMFT impurity solver, which we talked about
it before. Therefore, the CT-AUX code, which is mpi-parallelized, will be run on the
Compute Canada cluster. The iteration that we set for this code to find the self-energy
and Green’s function is ”17”. In this step, data are momentum independent. In the
next step, we will run an invertor code to find the vertex function. This code works
based on the Inversion of Bethe-Salpeter Equation that we mentioned before. In the
last step, we access to Green’s function, vertex function and self-energy then we run
the open Dual Fermion (DF) code which runs on one CPU. The output of this code
will be saved on a hdf5 file, the DF code gets the self energy and green’s functions and
susceptibility. We compute the density from the green’s function. The data in this
step are momentum dependent. Then data is manipulated by using python scripts to
extract and analyze data for each object.

In DCAmethod an infinite lattice problem reduces to a finite-sized cluster impurity
(instead of a single impurity as in the DMFT). So, the time of calculation will increase
by ”N3β3U3”. Where ”N” is number of sites, β is chemical potential and U represents
the interaction energy. DF method is linear with the number of points, or scales as
”N”, but DCA is scaled as ”N3”, which is a big difference. In this thesis we tried
to solve a 64 × 64 problem where the number of grids is ”N = 4096” by open DF
method, while if we want to solve this problem with DCA method it takes 40963 = 69
billion times longer to solve.



Chapter 3

Results

In this section, we will present our calculations performed for the 2D Hubbard model
based on DMFT and Dual Fermion calculations. We will discuss some results of den-
sities, Green’s functions, self- energy, susceptibility, correlation length and transition
from Fermi liquid state to non-Fermi liquid state. As we mentioned before, to solve a
strongly correlated system one of the best methods is the Dynamical Mean Field The-
ory. In this method, we use the continuous-time auxiliary-field algorithm (CT-AUX)
as an impurity solver. The results of DMFT are the input to Dual fermion approach.

3.1 Density of states

In Fig. 3.1 we represent the density, n, versus chemical potential, µ , the slope of which
is the compressibility κ = ∂n

∂µ
. These plots found by DMFT methods, for different

interaction strengths (U = 3, 5, 8). The left plot is for β = 2 and the right plot is for
β = 5, also the next-nearest neighbour hopping parameter is (t′ = 0). In these curves
the density is:

n =< n↑ + n↓ > (3.1)

Where (↑, ↓) describe the spin. It can be seen that by increasing β (decreasing
temperature), the slope of curves increases. On the other hand, by decreasing β the
slope of curves near half-filling point increases. This slope decreasing in the density
vs µ plot shows its effect in the spectral function, where a gap starts to appear and
represents a transition between metal and insulator. The reason for this transition
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from metal to insulator is that there is no state that electron can exist in that state;
therefore, the system would be an insulator. Moreover, increasing the interaction
strengths around half-filling has the same result. These results are depicted in Fig.
3.3

Figure 3.1: Density vs µ based on single site DMFT results for different interaction
strength U = 3, 5, 8. In the left plot β = 2 and the right plot β = 5 and t′ = 0.

Density in the DMFT method is obtained from G(iωn) which does not depend on
momentum, but we have employed Dual Fermion method and this provides G(iωn, k).
We now have access to momentum space by this correction and we can again find
density vs chemical potential. In Fig. 3.2 it can be seen that around the half-filling
the curve is flat for U = 5.6 and U = 8. In this plot we used β = 5 and t′ = −0.3.This
flattening shows a reduction in the compressibility of the system (κ = ∂n

∂µ
), and this

reduction represents an electronic gap, which means there would be a transition from
metallic to insulating states.

The corrections from Dual Fermions become important at bigger interaction strengths
around half-filling, and make the curve of n versus µ flat. The hopping t′ brakes
particle-hole symmetry, so that the curve is not symmetric around half-filling, µ. DF
shows Insulator behaviour for lower U values that from DMFT.

The spectral function’s plots are obtained by analytically continuing the Green’s
functions found by DMFT and dual fermions, via the Maximum Entropy method [72]
which we discussed before. In chapter 2 we showed the relation between the spectral
function and Green’s function which is:
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Figure 3.2: Density vs µ based on Dual Fermion approach for different interaction
strength (U = 3, 5.6, 8) and β = 5 and t′ = −0.3.

A(ω) = − 1
π
Im[G(ω)]. (3.2)

The result of DMFT is a local Green’s function which is a function of frequency,
but Dual Fermion calculations produce a Green’s function which has momentum as
well, G(iωn, k), therefore to find local Dual Green’s function we have to integrate over
k. The density of state or local (r = 0) spectral function for Dual Fermion can be
written as:

ADF (ω) = − 1
π
Im[ 1

Nk

∑
k

GDF (iωn, k)], (3.3)

where Nk is the number of momentum points. In the Fig. 3.3 the spectral function
obtained from DMFT is symmetric. In the small interaction (U = 5) where it’s
called weakly correlated regime, electrons can be described as quasiparticles which
their density of state still resembles free electrons. In strongly correlated regime
U = 8, 9, the spectral function displays a three-peak structure. When the interaction
between electrons are strong, U = 12 the metal-insulator transition occurs and force
the quasiparticle peak to vanish.

In Fig. 3.4 the spectral function of Dual Fermions has been shown. As we used
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t′ = −0.3, it breaks the particle-hole symmetry of our the system, the asymmetry
of the spectral functions with frequency can be seen here. Moreover, to make a
comparison between Fig. 3.3 and Fig. 3.4 it can be seen that the gap of Dual
Fermion at smaller U (U = 8) starts to open, while in DMFT the gap opens for
bigger U (U = 11).

Dual Fermion method can produce data with any momentum space resolution that
we need at lower expenses. So, Dual fermions let us to study the behaviour of Green’s
functions and spectral functions in the Brillouin zone. This can be advantageous for
momentum dependent systems, and to make a comparison between data of simulations
and data which directly come from the experimental techniques, such as ARPES [74].
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Figure 3.3: Spectral function A(ω), output of Maxent from DMFT results for U = 3
to U = 13. Transition from Fermi liquid state to non-Fermi liquid state can be seen,
gap appears at U = 12.
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Figure 3.4: Spectral function, output of Maxent from Open- DF results for U = 3 to
U = 13. Transition from Fermi liquis state to non-Fermi liquid state can be seen, gap
appears between U = 5.6 and U = 8.
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3.2 Dual Fermions (DF)
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Figure 3.5: Imaginary part of the self energy as a function of Matsubara index for the
DF Nodal (N) (k = (π2 ,

π
2 )) and Anti-nodal (AN) (k = (0, π)) results and the DMFT

result. In this figure parameters for DF are U/t = 5.6, β = 5, t′ = −0.3 and µ = 0.
Inset: Analytic continuation result for the spectral function, A(ω) for real frequency
ω.

We access to DMFT self-energy (∑DMFT (iωn)) and Dual Fermion self-energy
(∑DF (iωn, k)). For DF self-energy since we inserted momentum in our results, we
can study its result in more details. So we consider two specific points in the Brillouin
zone, Nodal (k = (π2 ,

π
2 )) and Anti-Nodal points (k = (0, π)). By comparing the two

first Matsubara frequencies (ωn = (2n+1)π
β

), we can define the status of the system
(∆Σ = Im

∑(iω0)− Im∑(iω1)). If Im∑(iω0) < Im
∑(iω1) (∆Σ < 0) the system is

an insulator, otherwise, if Im∑(iω0) > Im
∑(iω1) (∆Σ > 0) the system is in Fermi

Liquid regime (metallic state) [75, 76].

In Fig. 3.5 we present DF results at U/t = 5.6, t′ = −0.3, µ = 0, β = 5 for the
imaginary part of the self energy. The DMFT result (dashed-black) shows a tendency
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towards FL behaviour. It is clear that the first Matsubara frequency has a higher
value than the second, so (∆Σ > 0). Red and blue curves are results at the nodal and
antinodal momenta respectively from the DF calculation which provides momentum
dependence to the self-energy. We note for these parameters the shift from FL to
partial nFL behaviour indicated by the negative value of ∆Σ at the antinodal point
and this mean the system is an insulator, while the nodal point remains with ∆Σ > 0
and the system shows metal behaviour. This behavior is often referred to as the
pseudogap phenomenon [54, 77]. Our results are in a good agreement with DiagMC
and DCA calculations with similar parameters from Ref. [76].
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Figure 3.6: Analytic continuation result for the spectral function, A(ω) for real fre-
quency ω. In this figure parameters for DF are U/t = 5.6, β = 5, t′ = −0.3 and µ = 0.

Since these results for β = 5 are at relatively high temperature, finding ∆Σ < 0
may not be a good index of a fully gapped state. Therefore, to show this, we found
their spectral function by performing analytic continuation [78] for the local-DMFT
Green’s function, and the Green’s function for the DF nodal and antinodal results.
The normalized spectral functions, Ak(ω), is shown in Fig. 3.6. Indeed, what we
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have found is a non-zero density of states at the Fermi level (ω = 0) that is caused
by thermal excitations. We do not observe a clear ω = 0 FL peak and the value of
A(ω = 0) for the antinodal point is ≈ 15% of the nodal value an indication of the
erosion of states at the Fermi level.
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Figure 3.7: ∆Σ at the nodal (∆ΣN) and antinodal (∆ΣAN) momenta as a function
of density for various U/t at βt = 5 and t′/t = −0.3.

Next, we investigate the variation of U/t and density, n, on ∆Σ at fixed temper-
ature. By studying the ∆Σ we can reveal the behaviour of the material in different
densities and show how a change in the density can change our system from FL to
nFL (metallic to insulator) or vice verse.

We depict our results in Fig. 3.7 where we plot the value of ∆Σ at the nodal and
antinodal points. At this relatively high temperature we see that at U/t = 3, ∆Σ is
positive for all densities ,which represent FL states at all momenta. At U/t = 5.6 we
see a region of density near half-filling where ∆ΣAN < 0 while ∆ΣN is always positive
that show a mixed FL/nFL momentum separation near half-filling. For U/t = 8,
both the nodal and antinodal points show nFL behaviour (insulator) over a range
of densities (wider for the AN point) becoming positive with either electron or hole
doping away from half-filling (µ = 0) [79, 80]. Our results at high temperature of a
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crossover with interaction strength are in agreement with the cDMFT phase diagram
and shows transition from FL to nFL region [81]. What is unclear is the physical
origin of the nFL behaviour, if it is a first order Mott transition or is caused by AF
spin fluctuations.
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Figure 3.8: Curve fitting obtained from a fit of χsp(qx, qy,Ω = 0) with the function
f(qx, ξ) = A/((q− (π, π))2 + ξ−2) + c, averaged over the qx = qy and (qx, qy) = (qx, π)
directions, parameters are U = 3, β = 5 and µ = 0.[82, 83]

Another output of the Dual Fermion calculations is susceptibility, χsp(qx, qy). χsp
can be used to extract the correlation length for the system. To do this we consider the
two-particle spin susceptibility[84, 85] from which we extract the correlation length.
To find the correlation length we perform a curve fitting and the correlation length
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would be the half-width at half-max of χsp(qx, qy, iΩ = 0) near (qx, qy) = (π, π) which
can be found by fitting data to the:

f(qx, ξ) = A/((q − (π, π))2 + ξ−2) + c. (3.4)

We find the half-width at half-max for two different directions qx = qy and (qx, qy) =
(qx, π) then the average of these two direction would be the correlation length Fig. 3.8
shows this process.
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Figure 3.9: Density dependence of the anti-ferromagnetic correlation length, ξ, for
several interaction strengths U at T/t = 0.2. Obtained from curve fitting.[82, 83]

In Fig. 3.9 we depict our results for correlation length (ξ) as a function of density
for different energies. If we make a comparison between Fig. 3.7 and Fig. 3.9 we see
that there is a connection between the nFL and FL behavior in the self energy as a
function of density (doping) to the increase in spin-correlation length, ξ. At this high
temperature for U/t = 3 the value of ξ . 2 lattice sites is quite small and comparing
with Fig. 3.7 we see that ∆Σ is positive for all densities. At U/t = 5.6 and 8, ξ has
a much larger value for a range of dopings near n = 1. It seems that the increase of
ξ with doping coincides with a reduction of ∆Σ ultimately resulting in a change of
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sign. Interestingly, at these high temperatures with modest t′, the value of ∆Σ is not
substantially distinct between hole or electron doping (n < 1 and n > 1 respectively).
The antinodal point shows a tendency towards nFL behaviour for both electron and
hole doped cases. This might be because of the tendency towards antiferromagnetic
behaviour that is driving the FL/nFL crossover.

3.3 Fluctuation Diagnostics

The self-energy explains all scattering effects while an electron propagates through
the lattice. In correlated electronic systems, these scattering events come from the
Coulomb interaction among the electrons themselves. The single particle self-energy
can be determined from the full two-particle vertex function in the spin basis Fsp,[54,
73] and also by interacting lattice Green’s function g(k, ω) ,which is a function of both
momentum and frequency, via:

Σ(k, ω) = Un

2 + U

β2N

∑
ω̄′,Ω̄

F ω̄,ω̄′,Ω̄
sp g(ω̄′)g(ω̄′ + Ω̄)g(ω̄ + Ω̄) (3.5)

Where U is the Hubbard interaction, n is the density, β = 1
T
is the inverse temperature,

N is the normalization of the momentum summation, g is the electron Green’s function
and ω̄ = (k, ω), ω̄′ = (k′, ω′), Ω̄ = (q,Ω), which ω and ω′ are fermionic frequencies and
Ω represents a bosonic Matsubara frequency. Choosing the basis for the full vertex
has no impact on the self-energy after summation over all internal indices of the vertex
[73].

In this thesis, we just study the spin channel, because former literature has sug-
gested that for the single band model the charge and particle-particle channels are
less structured, so we confined ourselves to the spin channel. Also we neglect the
Hartree shift. We will study the complete set of Fermionic and Bosonic Matsubara
frequencies and momentum space. To perform this we propose a partial summations
given by:

Σ(x)
k =

∑
x,ω̄′

Σ(ω̄, ω̄′, Ω̄). (3.6)
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This summation is over: positive and negative scattering momenta, x = q, or all
bosonic frequencies, x = +Ω,−Ω or Ω respectively; or it can be over combinations of
variables such as x = (+Ω, q) which means it is a summation over positive bosonic fre-
quencies and all q-vectors. Also, we always sum over all the internal primed fermionic
elements ω̄′. We do this to reduce the dimensionality of our system which is conve-
nient since ω̄′ does not appear in our notation, neither in either single particle self
energies nor two particle susceptibilities.

In Dual Fermion method to solve two particle Green’s function and vertex of
the impurity problem we choose a period of fermionic and bosonic frequencies, Ω =
−32→ 32 = Ωc and ω, ω′ = −64→ 63 = ωc inclusive. The self-energy is:

Σ(k, ω) =
ω̄′=ωc∑
ω̄′=−ωc

Ω̄=Ωc∑
Ω̄=−Ωc

Σ(ω̄, ω̄′, Ω̄). (3.7)

Fig.3.10 displays the effect of different cut off frequency on the self-energy, it proves
that we have chosen the right period of Fermionic and Bosonic frequencies to remake
the self-energy. The left column represents the effect of Fermionic frequencies, and the
right column depicts the effect of Bosonic frequencies on the self-energy. By increasing
the value of frequencies, we increase the accuracy of our solution. These plots verify
that our frequency set is large enough to accurately reconstruct the DMFT and DF
self energies via Eq. (3.5).

Since we can decompose the single particle ∆Σ into the scattering momenta (qx, qy)
and frequency channels, we have access to different information that we are going to
discuss in the following.

3.3.1 Self-energy

We start with self-energy, since we have access to all frequencies and momentum. We
represent the q−vector deconstruction of self-energy in Fig. 3.11. In this figure we
show the fully deconstructed self-energy contributions to the zeroth and first fermionic
Matsubara frequency iω0, iω1 at Ω = 0 as a function of the q−vector components. We
use these two frequencies since we need to find ∆Σ by these two frequencies. Results
of Refs [73, 76] confirm what we have found. In Fig. 3.11 we see a strong peak
at q = (π, π) for both the N and AN k−vectors, and weaker contributions at other
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Figure 3.10: We show the effect of different cut off frequency on the self-energy. The
left column represents the effect of Fermionic frequencies, and the right column depicts
the effect of Bosonic frequencies on the self-energy. These plots prove that we have
chosen the right period of Fermionic and Bosonic frequencies.

q−vectors. It’s clear that basically all q-vector contributions to the self-energy are
negative, consistent with other literature [73, 85].

In the next step, we study the effect of Bosonic frequency Ω on the self-energy.
In the original fluctuation diagnostics description [73] they just studied the positive
Bosonic frequencies. But to change the sign of ∆Σ there must also be negative
contributions of Bosonic frequencies (−Ω).

Therefore, we first examine the behaviour of the self energy by decomposing it
into positive and negative bosonic frequency contributions. The result is depicted in
Fig. 3.12. The self-energy for this case is:
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Figure 3.11: Imaginary part of the self energy for the antinodal (Left) and nodal
(Right) momenta decomposed into the scattering q = (qx, qy) contributions for the
zeroth bosonic Matsubara frequency and first two Fermionic frequency for U/t = 5.6,
βt = 5, t′/t = −0.3, and µ = 0.

ImΣ(Ω,q)
k = ImΣ(+Ω,q)

k + ImΣ(−Ω,q)
k (3.8)

It can be seen that to have the accurate curve of self-energy for nodal and antinodal
point we have to sum over positive and negative Bosonic frequencies.

Then to see the contribution of zeroth Bosonic frequensy (Ω = 0) we separate this
frequency. The total self energy now is this summation:

ImΣk(ω) = ImΣ(Ω,q)
k = ImΣ(+Ω,q)

k + ImΣ(−Ω,q)
k + ImΣ(Ω=0,q)

k (3.9)

Results for each component are shown in Fig. 3.13. We find that the largest
contributions to the self energy come from Ω = 0 which are negative for all iωn > 0
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Figure 3.12: The imaginary part of the single particle self energy from Fig. 3.5 de-
constructed into its +Ω and −Ω contributions at U/t = 5.6, βt = 5, t′/t = −0.3, and
µ = 0.

and also show a negative contribution to ∆Σ. The summations over positive and
negative bosonic frequencies decay rapidly with fermionic frequency while the Ω = 0
contribution dominates the high frequency behavior. We also observe that the positive
bosonic contributions are primarily negative while the negative bosonic frequency
contributions are primarily positive. Interestingly, the summations over Ω > 0 and
Ω < 0 show almost no momentum dependence. All of the momentum dependence
comes from Ω = 0 excitations which provide a slightly more negative contribution to
∆ΣAN than for ∆ΣN . Further, the only positive contributions to ∆Σ come from the
summation over Ω < 0. Thus, deciding if ∆Σ is positive or negative rests on a subtle
interplay between these three components. This is an element not mentioned in the
original fluctuation diagnostics description .[73]. These figures show that ∆Σ changes
sign due to interplay of the +ω and −Ω.



54

0 5 10 15 20 25 30 35 40
iωn

2.5

2.0

1.5

1.0

0.5

0.0

0.5

1.0
Im

Σ
(i
ω
n
)

ImΣ
(Ω = 0, q)
AN

ImΣ
(Ω = 0, q)
N

ImΣ
(−Ω, q)
AN

ImΣ
(−Ω, q)
N

ImΣ
(+Ω, q)
AN

ImΣ
(+Ω, q)
N

Figure 3.13: The imaginary part of the single particle self energy from Fig. 3.5 decon-
structed into its +Ω and −Ω contributions and the Ω = 0 contribution at U/t = 5.6,
βt = 5, t′/t = −0.3, and µ = 0.

Moreover, in Fig. 3.14 we show the contribution Bosonic frequencies in the self-
energy of two first Fermionic frequencies. This figure reveals that the zeroth Bosonic
frequency has the most contribution in the self-energy, so it’s appropriate that we
focus on these frequencies.

3.3.2 ∆Σ

In Fig. 3.7 we investigated the relation between density and ∆Σ. Now we can study
doping dependency in more details. We select a range of densities for which expect
∆Σ to switch sign. Results for n = 0.94, 1.0, and 1.1 are represented in Fig. 3.15
for ∆Σ(Ω)(qx, qy) which includes the total bosonic contributions at each qx and qy

value. This allows us to notice particularly which q-vectors give FL (∆Σ(Ω) > 0)
contributions or nFL (∆Σ(Ω) < 0) contributions. We concentrate on U/t = 5.6 where
nodal and antinodal differences happen.
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Bosonic frequencies has been shown. It can be seen that zeroth Bosonic frequency
has the most contribution in the self energy.

We see that both the antinodal and nodal frames in the top row of Fig. 3.15
(left and right columns respectively). These figures show complicated structure which
include both positive and negative contributions. From Fig. 3.7 we know that the total
antinodal ∆ΣAN < 0 while the total nodal ∆ΣN > 0 when these results are summed
over qx and qy. For the anti-nodal frame most q-vectors provide positive contributions,
which are very weak, with strong positive contributions above and below (π, π). Also
we can see there are strong negative contributions to the left and right of (π, π). In the
nodal case again most of the q-vectors give weak positive contribution and we can see
both strong negative and positive peaks. In this case the strong positive feature near
(π, π) overcomes the strong negative feature which finally gives an overall ∆ΣN > 0.

At half filling case all q-vectors give negative contributions, with the strongest
feature near q = (π, π). While, at n = 1.1 most of the q-vectors provide strong
positive contributions, but the (π, π) feature remains strong and negative resulting in
both the nodal and antinodal columns having a total ∆Σ > 0 as we know is the case
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from Fig. 3.7.

Finally, from the original fluctuation diagnostics work[73] we understand that the
observation of the broad background for n = 1.1 might suggest that the spin channel
is not the best (most compact) basis for describing the electron doped system.

To analyze the color plots of Fig. 3.7, plots of Fig. 3.16 includes high symmetry
cuts through the Brillouin zone, which provide horizontal, vertical, and diagonal cuts
through the datasets in Fig. 3.7. This plots shows cuts of ∆Σ(Ω)(qx, qy) for: (blue)
for the antinodal result along the path from (0, π) → (2π, π), (red) is a cut for the
antinodal result along the path from (π, 0)→ (π, 2π), and (black) for the nodal result
along the path from (0, 0) → (2π, 2π). The top left plot is provided for U = 5.6 and
µ = −0.8, top right plot U = 5.6 and µ = 0.0, and the bottom plot U = 5.6 and
µ = 1.4.

In Fig.3.15 for µ = 0.8 we see a complicated structure with two negative pikes left
and right side of (π, π) point and two positive points below and above (π, π) point. In
top-left plot of Fig.3.16 we showed exactly that for Anti-Nodal points there are two
negative pikes by using a horizontal cut through the BZ (qy = π), and vertical cut
(qx = π) reveal that there are two positive pikes above and below of (π, π). For Nodal
case, a diagonal cut (qx = qy) shows a positive pike before (π, π) and a negative pike
after (π, π).

For the half-filling case In Fig.3.15 in both Nodal and Anti-Nodal, ∆Σ = 0 and
there is a strong negative pike at the (π, π), which we can see the same result in top
right plot of Fig.3.16. Finally, for µ = 1.4 in Fig. 3.15 we saw that almost ∆Σ for
both Nodal and Anti-Nodal is positive except at (π, π) , which the bottom plot of
Fig. 3.16 depicts the same result.



57

0 1 2 3 4 5 6
qx

0

1

2

3

4

5

6

q y

AN  U= 5.6  =-0.8

0.004

0.002

0.000

0.002

0.004

0 1 2 3 4 5 6
qx

0

1

2

3

4

5

6

q y

N  U= 5.6   =-0.8

0.004

0.002

0.000

0.002

0.004

0 1 2 3 4 5 6

qx

0

1

2

3

4

5

6

q y

∆ΣAN  U= 5.6  µ=1.4

0.003

0.002

0.001

0.000

0.001

0.002

0.003

0 1 2 3 4 5 6

qx

0

1

2

3

4

5

6

q y

∆ΣN  U= 5.6   µ=1.4

0.004

0.003

0.002

0.001

0.000

0.001

0.002

0.003

0.004

Figure 3.15: Color Plots: ∆Σ(Ω)(qx, qy) for nodal and anti- nodal momenta at U/t =
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Chapter 4

Conclusion

In this thesis, we studied the 2D Hubbard model using many-body theory. We used
DMFT and DF methods to solve and describe the system with high momentum
resolution. Calculations based on cluster extensions of dynamical mean-field the-
ory (DCA, cDMFT), typically assume the system to be paramagnetic and suppress
anti-ferromagnetic correlations during the self consistency. This is because of this as-
sumption that in the limit of infinite cluster size the system wont have a second-order
phase transition to an anti-ferromagnetic state. What was not expected is that anti-
ferromagnetic spin-correlations with a finite correlation length scale could be sufficient
to lead to a nFL state. It appears that small-cluster cDMFT or DCA calculations in
the weak coupling regime and at low-temperatures would lead to an incorrect repre-
sentation of the correlation length-scale due to a truncation of the system size. The
question of precisely how these spin fluctuations cause suppression of states near the
Fermi level has not been answered. To discuss this problem, we used a recent de-
velopment method called fluctuation diagnostics. We used the two-particle vertex
function to decompose single-particle self-energy into various basis representations
and scattering channels. We represented our results in the spin channel.

In chapter 1, we presented an overview of strongly correlated phenomena, the
Hubbard model and Fermi liquid theory. In chapter 2, the concept of many-body the-
ory and numerical techniques which we used throughout the work has been provided.
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Dynamical Mean Field Theory (DMFT ), the Continuous-Time Auxiliary Field algo-
rithm (CT −AUX), Dual Fermions method (DF ) which introduce non-local correla-
tions and provides a cheap method to obtain high resolution momentum space infor-
mation, Susceptibility and vertex function F by using inverse Bethe-Salpeter Equation
has been found, Fluctuation Diagnostics and the Maximum Entropy Method were all
explained in this chapter.

In chapter 3, we presented our results for studying the 2D Hubbard Model on
a square lattice. We described how to perform DMFT simulations on this system
and use the output of DMFT as input for DF codes. We presented the result of
density obtained by DMFT and Dual fermion method. Then we discussed the spectral
functions which we found for both cases of DMFT and Dual Fermions results. We
presented the self-energy for DMFT output as well as Nodal and Anti-nodal points
obtained from Dual fermion method. We could see the transition from metal to an
insulator by studying self-energy. We showed the relation between ∆Σ and density
for different energy in Nodal and Anti-nodal region. The correlation length has been
found for different energies. By Fluctuation Diagnostics method we access to any
frequency we need so we showed Σ for two first frequencies. We also showed the ∆Σ
dependence to (qx, qy).

DMFT and DF helped us to find Green’s function, Self-energy, and spin suscep-
tibility function of Hubbard model on 2D square lattice. While DMFT results are
momentum independent DF provides us with momentum dependent results with rea-
sonable computational cost and high resolution momentum objects. In fact, we are
able to produce high-resolution quantity in momentum space (64×64Kp) and observe
the structure of first BZ in more details, while other researchers by using DCA method
only could use 8-site calculation [73]. Our results (64× 64Kp = 4096) in comparison
with DCA research on 8− sites, our system is 512 times larger, while it is faster and
not as expensive as DCA method. The spectral function obtained by DF shows phase
transition in smaller U in comparison with DMFT results. Moreover, we showed that
zeroth Bosonic Frequency has the most contribution in the Self-energy function.
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