






Chapter 4

Results and analysis

4.1 Detection results and FRCNN performance

After we complete the training, we get the important parameters of training which is

total loss, it is showing in Figure 4.1:

Figure 4.1: Rate performance charts of loss and total-loss for the best result
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From these five graphs, we can obtain: During the whole training processing,

overall loss value tends to decrease gradually. The loss value has large fluctuations

in vibration before 60,000 steps. After 120,000 steps, the loss value will be gentle

change, this means training processing will achieve the best results.

4.2 Accuracy analysis and Faster RCNN perfor-

mance test

4.2.1 Accuracy analysis

The comparison of accuracy based on varies parameters are in Table 4.1 following:

Table 4.1: The comparison of results

sample space Epoch Batch size Training time Learning Rate Accuracy

10 15h05m55s 0.923

10,000 (1:4) 1000 50 13h36m45s 0.000001 ∼ 0.0001 0.956

100 17h16m33s 0.942

10 29h56m05s 0.935

10,000 (1:4) 2000 50 26h51m55s 0.000002 ∼ 0.0002 0.968

100 34h05m05s 0.941

10 42h14m55s 0.925

10,000 (1:4) 3000 50 38h46m37s 0.000003 ∼ 0.0003 0.947

100 50h27m56s 0.945
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From the Table 4.1 above, we can obtain: For running time, the training processing

speed with batch size equal to 50 is the highest. Depend on learning rate, the best

accuracy was obtained in the area with from 0.000002 to 0.0002, and epoch is 2000.

4.2.2 Faster RCNN performance

The mean Average Precision (mAP) is the important verification parameter for Ob-

ject Detection [5]. It is the metric to measure the accuracy of object detectors like

Faster RCNN, SSD, etc. It is the average of the maximum precisions at different

recall values [5]. It sounds complicated but actually pretty simple as we illustrate it

with an example. For obtaining the mAP, we will get three important parameters

that include precision, recall and IoU first [5].

Precision measures how accurate is your predictions. i.e. the percentage of your

positive predictions are correct. Recall measures how good you find all the positives.

For example, we can find 80% of the possible positive cases in our top K predictions [5].

Here are their mathematical definitions:

TP = True positive

TF = True negative

FP = False positive

FN = False negative

Precision =
TP

TP + FP

Recall =
TP

TP + FN
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The Intersection over union (IoU) measures how much overlap between 2 regions,

This measures how good is our prediction in the object detector with the ground

truth (the real object boundary) [5]. The IoU is shown in Figure 4.2:

Figure 4.2: The Intersection over union process

We will describe how to demonstrate the calculation of the average precision (AP).

In our dataset, we have a total amount for garbage and recycle bags in the whole

dataset. We collect all the predictions the model made for bags and rank it according

to the predicted confidence level (from the highest confidence to the lowest). AP

(average precision) is computed as the average of maximum precision at all recall

levels (it is divided by the amount to find the average):

AP =
1

n

i=1∑
r∈{Pr(i)}

APr
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=
1

n

i=1∑
r∈{Pr(i)}

pinterp(r)

where

Pinterp(r) =max
r̃≥r p (r̃)

mAP is just the average over all classes. In many datasets, it is often called AP

instead [5].

PASCAL VOC is a popular dataset for object detection. For the PASCAL VOC

challenge, a prediction is positive if IoU > 0.5 [2] [5]. However, if multiple detections

of the same object are detected, it counts the first one as a positive while the rest as

negatives. The mAP in PASCAL VOC is the same as AP we discussed [5]. The final

mAP of this project is shown in Table 4.2 following:

Table 4.2: The comparison of results

Model Method Proposals Data mAP(%)

VGG Faster RCNN 2000 PascalVOC 2007 69.2

ZF-net Faster RCNN 2000 PascalVOC 2007 75

From the Table 4.2, we could obtained that the ZF-net is better than VGG for

the independent small dataset, the mAP value is bigger than 0.5 based on ZF-net so

that the deep learning model is effective in this project [7].

4.3 Count results analysis

The final goal of this project is counting for the object detection, the detection,

tracking and counting processing is showing in Figure 4.3, Figure 4.4:
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Figure 4.3: The example of Detection and counting for one item from appeared to

detection and counting (1)

From all crop images of result videos clip, we can obtain: First, when the new

moving object appear in the video, the detector executed detection processing delay

some frames because the system will decide whether this moving object is new one [8].

Depend on Kalman filter processing and compute the distance of moving, the label

box will be drawn and marked [3]. And then, the counter will plus one. In the

Figure 4.5, the detector recognized this moving object is the new one, the count

result plus one. For different scenarios in real world, the detection results are shown

in Figure 4.6:
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Figure 4.4: The example of Detection and counting for one item from appeared to

detection and counting (2)

Figure 4.5: The example of Detection and counting for one item from appeared to

detection and counting (3)
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Figure 4.6: The detection results of verious scenario
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Chapter 5

Discussion and conclusions

5.1 Conclusions

This project implements the object detection, tracking and counting function for

garbage collection. In this project, we used the Faster RCNN model for classification.

Because this model handles video files, the processing speed is fast enough for real-

time video, making the target count more accurate [7].

During implement this project and training the Faster RCNN, we found: For the

independent small data set, the ZF-net will obtain better accuracy [2] [6]. Modified

the parameters, for example, modified the batch size, epoch, the training model

running time and accuracy will change [4]. The learning rate will effect the final

accuracy obviously [9]. For the object detection, the data set and label model is very

important because the anchors will calibrate the object location after compare the

ground truth during training [9] [7].
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5.2 Future extensions

In this project, the object being tested is a garbage bag. The shape of the garbage

bag has no fixed form. In order to make the recognition correct rate higher, when

the object is marked, we will use the polygon to classify and position for the special

object [6]. Also, we will use another deep learning model to reprocess this project.
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Appendix A

Appendix title

A.1 Python Code of Discriminator

The FRCNN structure showing based tensor-board:

A.2 Software installation and use steps

See the website: https://github.com/youraustin/GWAS-CNN-/blob/master/The%

20Genome%20information%20of%20final%20results.txt
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Figure A.1: Processing of Local Receptive Field
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