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Abstract

We examine different nonlinear open quantum systems and calculate the non-Markovianity

based on the distinguishability between two density matrices. We show that for a single

spin (qubit) coupled to a bosonic field the non-Markovianity depends on the spectral

density function and can take on any number N with 0 ≤ N ≤ ∞, meaning the dynamics

can be Markovian or highly non-Markovian. For the main result we consider a system of

Ntot identical spins coupled to an environment in the mean-field way. Each spin is coupled

to a local and the common reservoir. There are only indirect interactions between the

spins through the common reservoir. In limit Ntot → ∞ the subsystem consisting of a

fixed set of n particles reduces to a factorized state in which each factor is a single spin

evolving according to a nonlinear Hartree-Lindblad equation which is exactly solvable. For

non-stationary initial spin states the non-Markovianity diverges. In this instance we can

never approximate the dynamics of the quantum system by a Markovian master equation

and this implies that in the mean field models, memory effects are significant.
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Lay summary

In the first part of the thesis we consider a single spin coupled to different environments

(chapter 2). The dynamics is described by the Schrödinger equation of the spin plus the

environment as dictated by a Hamiltonian containing an interaction term which is energy

conserving (conserving the spin energy). We do not make assumptions or simplifications

to the Schrödinger equation. The energy conserving interaction allows us to find the

exact reduced evolution of the spin by tracing out all environment degrees of freedom.

We consider three environment models: a single quantum harmonic oscillator, finitely

many independent oscillators and a free bosonic field (a continuum of oscillators, e.g. a

quantized electromagnetic field occupying physical space R3). After solving the dynamics

explicitly we analyze the non-Markovianity of the dynamics (chapter 3). For this we use

the definition of the increase of distinguishability between two initial states during the

evolution. We characterize the non-Markovianity by the real number 0 ≤ N ≤ ∞, where

N = 0 means that the system is totally Markovian and no memory effects are present.

The physical characteristics of a free field and those of finitely many oscillators are vastly

different. For the free field the effective quantum dynamics for the qubit is irreversible

while in the latter case it is periodic in time.

For the periodic effective spin quantum dynamics, when the qubit is coupled to finitely

many oscillators, there is an everlasting exchange of information between the qubit and

its environment in both directions. This results in highly non-Markovian dynamics. We

show that in this case we have N =∞ and memory effects are present.

We would expect the free field to absorb energy and information of the qubit and lose

information due to the spatial extension to infinity of the field (modeled by the

continuum of quantum oscillators), thereby suppressing memory effects. Intuitively this

would result in an approximately Markovian system, i.e. N ≈ 0. Against our intuition

though we show that this is not always the case but depends on finer properties of the

qubit-environment interaction. This interaction is determined by the so-called spectral
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density function J(ω), a function of the reservoir frequency ω. It determines which

reservoir modes frequencies are available for the interaction with the qubit. Large values

of J(ω) means the oscillators with frequency ω interact strongly with the qubit.

We show that for different spectral density functions the quantity N of

non-Markovianity can take on values between 0 ≤ N ≤ ∞. Choosing a strong coupling

to low energy frequencies (‘infra-red’) with either hard, J(ω) ∝ ωχ(ω ≤ ω0), or

exponential cutoff, J(ω) ∝ ωe−ω/ω0 for some cutoff ω0 > 0, leads to a Markovian

dynamics (N = 0). On the other hand if the spectral density suppresses the low energy

frequencies in the interaction we get a non-Markovian dynamics. For exponential cutoff

J(ω) ∝ ω3e−ω/ω0 we get a finite measure (N ≈ 0.06), while for a hard frequency cutoff,

J(ω) ∝ ω3χ(ω ≤ ω0), we get a highly non-Markovian dynamics (N = ∞). So the

interaction with high frequency modes tends to decrease non-Markovianity.

In the second part of the thesis (chapter 4) we consider a system of Ntot identical spins

coupled to an environment in the mean-field way. Each spin is coupled to a local and the

common reservoir, all represented by free bosonic quantum fields. In the limit Ntot →∞
the subsystem of n fixed particles becomes a factorized state (“quantum De Finetti”

phenomenon) and each single spin evolves according to a nonlinear Hartree-Lindblad

equation which is exactly solvable. We show that the single spin evolution following the

Hartree-Lindblad dynamics is highly non-Markovian (meaning that N = ∞). In the

Hartree-Lindblad equation (4.11) we see that a single qubit is impacted in two ways by

its environment. One effect is caused by the local quantum field and the other by all

other qubits (Ntot − n, with Ntot → ∞). Contrary to the first part of the thesis where

the local quantum field contributed to a highly non-Markovian dynamics, here the other

qubits produce the memory effects and generate the highly non-Markovian dynamics.
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Chapter 1

Introduction

Physics aims to describe systems as close as possible to Nature. Taking this into account

we note that it is generally impossible to isolate a specific quantum system from its

environment. Therefore we must consider the effects the environment has on the

quantum system to realistically model the time evolution of the quantum system. This

leads us to the concept of open quantum system. A quantum system is characterized by

its unique quantum features such as superposition and coherence. In an open quantum

system though we have interactions with the environment which leads to the loss of

these unique features, resulting in decoherence and disappearance of quantum

superposition. For open systems we generally need a different type of formalism than a

Schrödinger equation to describe open quantum systems [6]. Open quantum systems are

widely used in applications of quantum physics (i.e. quantum optics [10], quantum

biology [25] or quantum chemistry [29]) and are mostly represented by a dynamical

semigroup and a corresponding master equation in Lindblad form [19]. These quantum

systems are in general very complex and very difficult to solve analytically or

numerically. To circumvent the complexity of the equation of motion one usually makes

simplifications and approximations for the master equations: The Born-Markov

approximation. The Born approximation assumes that the density operator of the full

system S + E factorizes at all times t, ρ(t) = ρS(t) ⊗ ρE. This approximation is

reasonable if the action of S on E is negligible, so that only the state of S changes, but

not that of R. The Born approximation is valid if the size of E is much larger than that

of S and the coupling constant is not too large. In situations where E is not large

enough and S and E interact strongly, one cannot expect this approximation to hold.

We also assume that the environment E is large in comparison to the system S and is
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unaffected by the system S. Additionally we suppose that the interaction between the

systems S and E described by HI is weak. The Markov approximation is based on the

fact that the future state ρS(t) for t > 0 is only dependent on the present state ρS(0) and

not on its history. This means we have no memory effects.

These systems are widely accepted in many cases and understood quite well but there do

exist systems were the Born-Markov approximations are not justified. A Markovian

approximation can hide crucially quantum effects such as systems interacting strongly

with its environment or when memory effects are present.

Much effort and many techniques have been invested in this theory, but full

understanding is yet to be reached. This is where the question arises how one can define

non-Markovianity, measure it and how does it manifest itself in the quantum case?

Different definitions and measures for non-Markovianity have been introduced

[5, 27, 20, 16] and compared [1]. Definitions of quantum Markovian dynamics include the

following: distinguishability measure (by Breuer, Laine and Piilo [5]), divisibility

measure (by Rivas, Huelga and Plenio [27]), coherent information measure (by Luo, Fu

and Song [21]) and channel capacity measures (by Bylicka, Chruściński and Maniscalco

[8]). The different criteria for Markovian dynamics are not equivalent [17]. Consensus

about a universal definition for quantum (non-) Markovian dynamics is not yet achieved.

In this thesis I will focus on the quantitative measure N(Φ) for non-Markovianity

introduced by Breuer et. al. [5] for open quantum systems. The measure relies on the

trace distance D(t, ρ, ν) between two quantum states ρ and ν and its change over time. A

Markovian process is characterized by a monotonic decrease of the trace distance for all

inintial quantum states over time while a non-Markovian process has at least one pair of

quantum states for which the trace distance increases for some time t > 0.

• The results in section 3.3 with spectral density function J(ω) = ωs

ωs−1
0

e−ω/ω0 and

s > 0 has been considered in [14, 13, 1]. However we consider a new spectral density

function J(ω) = πωsχ(ω ≤ ω0) in 3.3, which has not been considered before, to our

knowledge.

• The results in section 4.2 have been obtained in [24]. However the calculation of the

non-Markovianity in section 4.3 is new to our knowledge.
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1.1 Open Quantum systems

Following [2] and [4] we introduce some notions and general concepts of open quantum

systems.

In the following we consider an open quantum system S with its associated Hilbert space

HS . A state ρS(t) of the quantum system S changes due to internal dynamics and

interactions with the environments E with its associated Hilbert Space HE. The Hilbert

space of the total system S + E is given by the tensor product state

H = HS ⊗HE. (1.1)

Physical states of the total system H are described by density matrices ρ(t) 1 . To arrive at

the states of the subsystems S and E we take the partial trace overHE andHS respectively,

i.e. ρS(t) = TrE(ρ(t)) and ρE(t) = TrS(ρ(t)). We call ρS(t) the reduced density matrix of

the quantum system S.

Definition 1.1.1. A density matrix ρ(t) is a positive, trace class operator on H with unit

trace, i.e.

1. Tr(ρ(t)) = 1 ∀t

2. 〈ψ| ρ(t) |ψ〉 ≥ 0, ∀ψ ∈ H. (short ρ(t) ≥ 0)

3. ρ(t) = ρ(t)∗ .

The convex set of all physical states belonging to the Hilbert space H is denoted by S(H)

and called state space. By ∂S(H) we denote the boundary of S(H).

Remark 1.1.2. From the positive semidefinite characteristic of a density matrix

ρ =

(
p c

c∗ 1− p

)
(1.2)

it follows that √
p(1− p) ≥ |c| (1.3)

and p ∈ [0, 1].

1For more detail on density matrices and its concept as physical states see e.g. [6].
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Figure 1.1: Open quantum system

Sketch of an open quantum system S which is coupled to an environment E via the
interaction Hamiltonian HI (see [4]).

We assume that the total system S+E is closed and follows unitary dynamics described

by some unitary time evolution operator 2

U(t) = e−itH . (1.4)

The Hamiltonian in its most general form is then given by

H = HS ⊗ 1E + 1S ⊗HE +HI , (1.5)

where HS and HE are the free Hamiltonians of the systems S and E, and HI is the

interaction Hamiltonian (see figure 1.1).

The dynamics of the total system is thus obtained from the Liouville-von Neumann

equation (see for example [6] p. 106)

d

dt
ρ(t) = −i[H, ρ(t)], (1.6)

with the formal solution

ρ(t) = U(t)ρ(0)U∗(t) (1.7)

and with U(t) given in (1.4).

2We set ~ = 1 throughout the thesis.
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1.1.1 Quantum dynamical maps

There exist a variety of methods to treat open quantum systems. In this thesis we will

focus on the description through a dynamical map. From here on we assume the following

1. the dynamics of the total system H is given by a unitary time evolution (1.7)

2. we are able to prepare, at a time t0 = 0, the initial state of the total system as an

uncorrelated product state

ρ(0) = ρS(0)⊗ ρE(0), (1.8)

where ρS(0) is a varying initial state of S and ρE(0) is the fixed reference state of

the environment E.

On the basis of these assumptions we can write the open system state ρS(t) at time t ≥ 0

as

ρS(t) = TrE (U(t)ρS(0)⊗ ρE(0)U∗(t)) , (1.9)

where we have taken the partial trace TrE over the environment. For each t ≥ 0, equation

(1.9) defines a linear map

Φ(t, 0) : S(HS)→ S(HS), (1.10)

which maps any initial open system state ρS(0) to the corresponding open system state

at time t

ρS(0) 7→ ρS(t) = Φ(t, 0)ρS(0). (1.11)

Φ(t, 0) is called quantum dynamical map corresponding to time t and maps physical states

to physical states.

Definition 1.1.3. A positive, trace and hermiticity (see references [2] and [4] ) preserving

map (PTP) Φ on S(HS) is a linear map with the properties:

1. ρ ≥ 0⇒ Φρ ≥ 0

2. TrS(Φρ) = TrS(ρ)

3. (Φρ)∗ = Φρ∗

Corollary 1.1.4. For each t fixed the quantum dynamical map

Φ(t, 0) : S(HS)→ S(HS)

ρS(0) 7→ TrE
(
U(t)ρS(0)⊗ ρE(0)U∗(t)

)
= ρS(t)

(1.12)
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with unitary operator U(t), is a PTP map.

Proof. Let ρS(0) be an arbitrary density matrix, i.e. it fulfills definition 1.1.1.

1.
Φ(t, 0)ρS(0) = TrE (U(t)ρS(0)⊗ ρE(0)U∗(t))

= ρS(t) ≥ 0, as ρS(t) ∈ S(HS)
(1.13)

2.
TrS(Φ(t, 0)ρS(0)) = TrS

(
TrE (U(t)ρS(0)⊗ ρE(0)U∗(t))

)
= TrS(ρS(0))

(1.14)

3.
(Φ(t, 0)ρS(0))∗ =

(
TrE(U(t)ρS(0)⊗ ρE(0)U∗(t))

)∗
=
(
ρS(t)

)∗
= TrE(U(t)

(
ρS(0)⊗ ρE(0)

)∗
U∗(t))

= Φ(t, 0)
(
ρS(0)

)∗ (1.15)

�

Remark 1.1.5. The dynamical map Φ(t, 0) is not only positive but actually completely

positive 3. One calls these maps trace preserving quantum operations or quantum channels

in quantum information theory.

If we now let t vary over a time interval [0, T ], where T may be finite or infinite, we

obtain a one-parameter family of dynamical maps with

{Φ(t, 0)|0 ≤ t ≤ T,Φ(0, 0) = Φ0 = 1}. (1.16)

All information on the future time evolution of all possible initial states is contained in this

one-parameter family of dynamical maps. Hence a quantum process of an open system is

given by such a one-parameter family of completely positive and trace-preserving (CPT)

quantum dynamical maps.

Example 1.1.6. Examples for dynamical maps are given by (see [2])

• Φ(t, 0)ρ = e−itHρeitH , the Hamiltonian evolution of a closed system.

3A linear map Φ is completely positive if and only if there exists a Kraus representation [18]. This
means that there are operators Ωi on the underlying Hilbert Space HS such that ΦA =

∑
i ΩiAΩ∗

i , and
that the condition of trace preservation takes the form

∑
i ΩiΩ

∗
i = 1.
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• Φ(t, 0) = eLt, where L is a superoperator 4 with Re(L) ≤ 0. This is the dissipative

evolution of an open system.

1.1.2 Trace distance

The measure of non-Markovianity by Breuer is based on the idea of the ability to

distinguish between two quantum states ρ and ν (see [5]). In a Markovian process the

distinguishability between two quantum states never decreases. In contrast, a

non-Markovian process has times such that the distinguishability between two quantum

states increases. The trace distance defined in (1.17) gives a measure for

distinguishability. We can characterize the decrease or growth of distinguishability as a

flow of information between the environment S and the environment E. For a Markovian

process we for ever lose information from the system to the environment but in a

non-Markovian process we have a backflow of information from the environment to the

system (see figure 1.2).

Definition 1.1.7. The trace distance D(ρ, ν) for two quantum states ρ and ν is defined

as

D(ρ(0), ν(0)) = 1
2

Tr |ρ− ν|, (1.17)

where |A| =
√
A∗A. Considering the initial state ρ(0) which evolves in time to ρ(t) we

define

D(t, ρ, ν) ≡ D(ρ(t), ν(t)). (1.18)

Remark 1.1.8. The trace distance gives rise to a natural metric on S with 0 ≤ D ≤ 1

([26], p.403ff).

An important feature of the trace distance is that a CPT map Φ is a contraction for

this metric

D(Φρ,Φν) ≤ D(ρ, ν) ∀ρ, ν ∈ S. (1.19)

This means that a trace preserving quantum operation reduces or holds the current

distinguishability between the two quantum states ρ and ν.

Definition 1.1.9. A quantum process is given by a family of quantum dynamical maps

(1.16). We consider a quantum process Markovian if the trace distance D(ρ(t), ν(t)) for

4A superopator is an operator acting on operators, i.e. the dynamical map Φ(t, 0) is an operator acting
on physical states ρ(t) which are operators themselves.
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Figure 1.2: Comparison Markovian and non-Markovian process

Left: Markovian process with a flow of information from the system to the environment.
Right: Backflow of information for some time interval t > 0 from the environment to the
system in a non-Markovian process.

all initial quantum states ρ(0) and ν(0) decreases monotonically for all times t > 0. We

thus have a continuous loss of information from the system S to the environment E. In

contrast to this we differentiate a quantum non-Markovian process through the fact that

there exist a pair of initial states ρ(0) and ν(0) such that the trace distance D(ρ(t), ν(t))

increases for some time t > 0. We interpret this as backflow of information from the

environment to the system.

Remark 1.1.10. Interpreting the trace distance as flow of information leads us to the

concept of memory effects: In a non-Markovian process information from the system S is

temporarily stored in the environment E and effects the system S at some later time.

1.1.3 Master equation

Historically only master equations in Lindblad form (1.21) were associated to a Markovian

time evolution. All other master equations were considered non-Markovian. If

ρ(t) = Φ(t)ρS(0) = eLtρS(0). (1.20)

holds for a Φ which is a CPT semigroup 5, then it is known

(Gorini-Kossakowski-Sudarshan-Lindblad theorem) that the generator has to have the

form

Lρ = −i[HS, ρ] +
∑
i

γi
[
AiρA

∗
i − 1

2
{A∗iAi, ρ}

]
, (1.21)

5The semigroup property here is given by: Φ(t+ τ) = Φ(t)Φ(τ)
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with self-adjoint Hamiltonian HS(t), the Lindblad operators Ai describing the various

decay modes of the system and γi ≥ 0 corresponding decay rates. Since L is independent

of t we clearly have the semigroup property for this dynamical map

Φ(t)Φ(τ) = eLteLτ = eL(t+τ) = Φ(t+ τ). (1.22)

Now using the semigroup property and the fact that a dynamical CPT map is a contraction

on the trace distance (see (1.19)) we can conclude that

D(ρ(t+ s), ν(t+ s)) = D(Φ(t)ρ(s),Φ(t)ν(s)) ≤ D(ρ(s), ν(s)) ∀t ≥ s (1.23)

for any two initial conditions ρ(0) and ν(0) with ρ(s) = Φ(s)ρ(0) and ν(s) = Φ(s)ν(0).

One can see here that the semigroup property leads us to the conclusion that the trace

distance is a monotonically decreasing function of time for this dynamical semigroup. We

have defined earlier that a monotonically decrease of the trace distance corresponds to a

Makovian dynamics. So the historic definition of Markovian dynamics and our definition

are consistent.

Actually the inequality (1.23) not only holds for the quantum dynamics described by

master equations of Lindblad form (1.21) but also for master equations in the ‘dynamical’

Schrödinger form

∂tρ(t) = K(t)ρ(t), (1.24)

where K(t) is a general time-dependent superoperator. This is a linear first-order

differential equation for the open system state ρ(t). Given an initial condition ρ(0),

(1.24) has a unique solution. The generator K(t) preserves hermiticity and trace, i.e.

(K(t)ρ)∗ = K(t)ρ∗, (1.25)

TrS(K(t)ρ) = TrS(ρ). (1.26)

From these requirements it follows that the generator must be of the following most general

form [11, 3]

K(t)ρ = −i[HS(t), ρ] +
∑
i

γi(t)
[
Ai(t)ρA

∗
i (t)− 1

2
{A∗i (t)Ai(t), ρ}

]
. (1.27)

Here the self-adjoint Hamiltonian HS(t), the Lindblad operators Ai(t) as well as the decay
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rates γi(t) may depend on time. For this master equation we can write the solution as

ρ(t) = Φ(t, s)ρ(s), t ≥ s, (1.28)

where now Φ(t, s) is a two-parameter group satisfying Φ(t, t) = 1 and has the divisibility

property

Φ(t′, s) = Φ(t′, s′)Φ(s′, s), t′ ≥ s′ ≥ s. (1.29)

This dynamical map satisfying the divisibility property (1.29) also leads us to a Markovian

process, as it also fulfills inequality (1.23) and thus has a monotonic decrease of the trace

distance for all times and all initial quantum states.

1.2 Non-Markovianity

We have seen in the previous section that a dynamical Schrödinger equation (1.24) leads

to a dynamical semigroup of CPT maps and this in turn leads to a monotonic decrease of

the trace distance for any two initial quantum states. This corresponds to an irreversible

flow of information from the open system S to its environment E in a Markovian process.

We want to not only have a physical interpretation of a non-Markovian process but also

a quantitative measure for non-Markovianity. For this we define the rate of change of the

trace distance

Definition 1.2.1. The rate of change of the trace distance D(ρ(t), ν(t)) is defined by

σ(t, ρ(0), ν(0)) := ∂tD(ρ(t), ν(t)) ∀t ≥ 0. (1.30)

Note here that we must specify the initial states ρ(0) and ν(0) to be able to calculate σ.

For a dynamical semigroup Φ(t, s) and s = 0 in inequality (1.23) we conclude that

σ(t, ρ(0), ν(0)) ≤ 0, ∀t ≥ 0. (1.31)

We now define the violation of inequality (1.31) as the quantitative measure for non-

markovianity.

Definition 1.2.2. We define the measure for non-markovianity by

N(Φ) := max
ρ(0),ν(0)

∫
{t≥0:σ(t,ρ(0),ν(0))>0}

σ(t, ρ(0), ν(0))dt. (1.32)
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This implies that all divisible quantum maps Φ satisfying (1.29) lead to a Markovian

process as they always satisfy inequality (1.31). It also entails that for a non-Markovian

process we must have a non-divisible quantum map. Note though that there exist non-

divisible maps that do not lead to a non-Markovian process. It also follows that N(Φ) = 0

iff the trace distance D(ρ(t), ν(t)) is a monotonically decreasing function in time t for any

two initial pairs ρ(0), ν(0). In contrast N(Φ) > 0 means that there exist an initial pair

of states for which the trace distance increases over a certain time interval. A positive

measure N(Φ) means there is a flow of information from the environment back to the

open system at some time. As we take the maximum over all initial state pairs, N(Φ)

represents the maximal backflow of information.

One can explicitly calculate the trace distance D(t, ρ, ν) for a given system S and a local

time master equation.

Lemma 1.2.3. Given a two level quantum dynamical process, dim(HS) = 2, and two

quantum states ρ and ν the trace distance D(ρ, ν) is given by

D(ρ, ν) =
√
α(t)2 + |υ(t)|2, (1.33)

where

α = ρ11 − ν11 (1.34)

υ = ρ12 − ν12. (1.35)

Here the general density matrix ρ is given by

ρ =

(
ρ11 ρ12

ρ21 ρ22

)
∈ HS. (1.36)

Proof. First, note that since ρ is a density matrix we have ρ21 = ρ∗12 and ρ22 = 1 − ρ11.

Thus

ρ =

(
ρ11 ρ12

ρ∗12 1− ρ11

)
, (1.37)

and equivalently for the state ν.

Set

ρ− ν =

(
α υ

υ∗ −α

)
, (1.38)
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where

α = ρ11 − ν11 (1.39)

υ = ρ12 − ν12. (1.40)

Using the definition for the trace distance (1.17) D(ρ, ν) = 1
2

Tr |ρ− ν|, we calculate

|ρ− ν| =
√

(ρ− ν)2. (1.41)

Then

(ρ− ν)2 = (α2 + |υ|2)1 (1.42)

is a diagonal matrix.

⇒ |ρ− ν| =
√

(α2 + |υ|2)1 (1.43)

Then (1.33) follows with equations (1.39) and (1.40) and Tr |ρ−ν| = 2·
√
α2 + |υ|2. �

For a qubit system (i.e. dimHS = 2 ) we can also give an explicit formula for the time

derivative σ.

Lemma 1.2.4. With the same assumptions as in Lemma 1.2.3 we have

σ(t, ρ, ν) =
α(t)α′(t) + Re(υ′(t)υ∗(t))√

α2(t) + |υ(t)|2
. (1.44)

Proof. Take the time derivative of equation (1.33) with, recall α(t) = ρ11(t) − ν11(t) and

υ(t) = ρ12(t)− ν12(t):

σ(t, ρ, ν) = ∂t
√
α(t)2 + |υ(t)|2

=
2α(t)α′(t) + υ′(t)υ∗(t) + υ(t)(υ′(t))∗

2
√
α2(t) + |υ(t)|2

=
α(t)α′(t) + Re(υ′(t)υ∗(t))√

α2(t) + |υ(t)|2
.

(1.45)

�

1.2.1 Example for non-Markovian dynamics

An example of when σ(t, ρ, ν) can be positive for a master equation of form (1.24) is

calculated in the following. Motivational work can be found in [5].
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Example 1.2.5. Consider a two level system governed by the dynamical

Schrödinger equation (1.24) with

K(t)ρ = γ(t)
[
AρA∗ − 1

2
{A∗A, ρ}

]
, (1.46)

where A is the annihilation and A∗ the creation operator and γ(t) a real function.

We have the following properties for A and A∗ acting on the excited |+〉 and ground |−〉
states 6

A |+〉 = |−〉

A |−〉 = 0

A∗ |+〉 = 0

A∗ |−〉 = |+〉 .

(1.47)

The general density matrix ρ(t) is of the form

ρ(t) =

(
p(t) c(t)

c∗(t) 1− p(t)

)
. (1.48)

Thus

∂tρ(t) = ρ̇(t) =

(
ṗ(t) ċ(t)

ċ∗(t) −ṗ(t)

)
. (1.49)

Taking the matrix element 〈+| · |+〉 of the master equation

∂tρ(t) = γ(t)
[
AρA∗ − 1

2
{A∗A, ρ}

]
(1.50)

and using the properties (1.47) for the creation and annihilation operators we have for the

l.h.s. (left hand side) and r.h.s. (right hand side)

l.h.s.:

〈+| ∂tρ(t) |+〉 = ṗ(t)

6One can associate the vectors ( 1
0 ) and ( 0

1 ) with |+〉 and |−〉.
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r.h.s.:

〈+|K(t)ρ(t) |+〉 = γ(t) 〈+|AρA∗ |+〉 − γ(t)
2
〈+|A∗Aρ+ ρA∗A |+〉

= 0− γ(t)
2

(〈+|A∗Aρ |+〉+ 〈+| ρA∗A |+〉)

= −γ(t)
2

(〈+| ρ |+〉+ 〈+| ρ |+〉)

= −γ(t)
2

(p(t) + p(t))

= −γ(t)p(t)

Thus we arrive at the differential equation

ṗ(t) = −γ(t)p(t). (1.51)

Now take the 〈+| · |−〉 matrix element of (1.50) and we have for the l.h.s. and r.h.s.:

l.h.s.:

〈+| ∂tρ(t) |−〉 = ċ(t) (1.52)

r.h.s.:

〈+|K(t)ρ(t) |−〉 = γ(t) 〈+|AρA∗ |−〉 − γ(t)
2
〈+|A∗Aρ+ ρA∗A |−〉

= γ(t) 〈A+| ρ |+〉 − γ(t)
2

(〈+|A∗Aρ |−〉+ 〈+| ρA∗A |−〉)

= −γ(t)
2
〈A+|Aρ |−〉

= −γ(t)
2
〈+| ρ |−〉

= −γ(t)
2
c(t)

The second differential equation is then given by

ċ(t) = −γ(t)

2
c(t). (1.53)

Set

Γ(t) =

∫ t

0

γ(s)ds.

Solving (1.51) and (1.53) (excluding p(t) = c(t) = 0 here), yields

p(t) = e−Γ(t)p(0) (1.54)

c(t) = e−
1
2

Γ(t)c(0). (1.55)
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Note that if p(t) = 0 and c(t) = 0 we have the trivial stationary solution

ρ(t) = ρ =

(
0 0

0 1

)
(1.56)

and this clearly satisfies equation (1.50).

We set

z(t) = e−
1
2

Γ(t)

so that

ρ(t) =

(
z2(t)p(0) z(t)c(0)

z(t)c(0)∗ 1− z2(t)p(0)

)
. (1.57)

Now consider the two initial conditions

ν(0) = |−〉 〈−| =

(
0 0

0 1

)
and ρ(0) = |+〉 〈+| =

(
1 0

0 0

)
. (1.58)

These are two initial quantum states and we can thus calculate the unique solutions for

the differential equations (1.51) and (1.53). For the initial density matrix ρ(0) with t = 0

we have

z2(0)p(0)
!

= 1

⇒e−Γ(0)p(0) = 1

⇒ p(0) = 1

and

z(t = 0)c(0)
!

= 0

⇒ e−Γ(0)c(0) = 0

⇒ c(0) = 0.

With (1.54) and (1.55)

p(t) = e−Γ(t) (1.59)

c(t) = 0 (1.60)

follows. So for the evolved density matrix ρ(t) at time t with the initial state ρ(0) = ( 1 0
0 0 )
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we have

ρ(t) =

(
z2(t) 0

0 1− z2(t)

)
. (1.61)

Similarly we have for the evolved density matrix ν(t) the following initial conditions at

time t = 0

z2(0)p(0)
!

= 0 and

z(0)c(0)
!

= 0

⇒ p(0) = c(0) = 0

and thus with (1.54) and (1.55)

p(t) = c(t) = 0 (1.62)

follows. This resuts in

ν(t) = ν(0) =

(
0 0

0 1

)
(1.63)

for the evolved density matrix ν(t). Using Lemma (1.2.3) we have

D(t, ρ, ν) =
√

(ρ11(t)− ν11(t))2 + |ρ12(t)− ν12(t)|2

=
√

(z2(t))2

= z2(t)

= e−Γ(t)

and

σ(t, ρ(0), ν(0)) = −γ(t)e−Γ(t) (1.64)

with

Γ(t) =

∫ t

0

γ(s)ds. (1.65)

Choosing γ(t) such that for some time t > 0 we have γ(t) < 0 results in σ(t) > 0 for

t ∈ (a, b). We have found explicit initial quantum states ρ(0), ν(0) such that for some time

t ∈ (a, b) 7 the trace distance D(t, ρ, ν) and the distinguishability between the states ρ(t)

and ν(t) increases. The master equation (1.46) thus describes a non-Markovian process.

7The time interval (a, b) can be just one interval with b > a > 0 or a countable number of intervals
(ai, bi), i ∈ N with b =∞ possible.
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With (1.32) and a given decay rate γ(t) we can explicitly calculate the measure N(Φ)

N(Φ) = max
ρ(0),ν(0)

∫
γ(t)<0

−γ(t)e−Γ(t)dt

= max
ρ(0),ν(0)

∑
i

e−Γ(bi) − e−Γ(ai),
(1.66)

where (ai, bi) are the time intervals with γ(t) < 0.



Chapter 2

Spin Boson model

In this chapter we consider the spin boson model. As our open system S we take a 1
2

spin,

also called a qubit system. The qubits Hilbert space is HS = C2. For the environment we

examine three different cases

1. Spin coupled to a single quantum harmonic oscillator mode

2. Spin coupled to a multitude of quantum harmonic oscillators

3. Spin coupled to a free bosonic field.

The goal is to find the explicit reduced density matrix ρS(t), which we can calculate

using (compare to section 1.1.3)

ρS(t) = TrE(e−itH(ρS(0)⊗ ρE)eitH), (2.1)

for the given Hamiltonian H in each case. We also use the widely known creation a∗ and

annihilation a operators ( for a mathematical description see [22]) satisfying the canonical

commutation relations (CCR) [a, a∗] = aa∗ − a∗a = 1, where these operators act on the

Hilbert space Hosc of a single harmonic oscillator. Here, ρS(0) is an arbitrary initial spin

density matrix of the system S, ξ a complex number and ρE the equilibrium density matrix

for a single harmonic oscillator at inverse temperature β, which satisfies

TrE(ρEe
i(ξa∗+ξ∗a)) = e−

1
2
|ξ|2 coth(βω/2). (2.2)

We need in the following several operators which we will define here.
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Definition 2.0.1. The operator P1 = |↑〉 〈↑| is the projection onto the spin up state,

whereas P2 = |↓〉 〈↓| is the projection onto the spin down state and

σz =

(
1 0

0 −1

)
(2.3)

P1 =

(
1 0

0 0

)
(2.4)

P2 =

(
0 0

0 1

)
. (2.5)

It follows with easy calculation that

σzP1 = P1 (2.6)

(P1 ⊗ 1)n = P1 ⊗ 1, ∀n ∈ N, (2.7)

where 1 is the identity operator on Hosc. Later we will need the following definition.

Definition 2.0.2. We define the complex numbers cij as

cij = TrE(e−itHiρEe
itHj), (2.8)

where the operators Hi and Hj are operators acting on the Hilbert space Hosc.

2.1 Spin coupled to single harmonic oscillator

A spin is coupled to a single quantum harmonic oscillator mode, with Hamiltonian

H =
ε

2
σz + ωa∗a+

λ

2
σz ⊗ (a∗ + a) λ, ω, ε ∈ R. (2.9)

The operator acts on the Hilbert space C2 ⊗Hosc, where Hosc is the Hilbert space of

the quantum harmonic oscillator. Physically, (2.9) describes a two-level system interacting

with a harmonic oscillator (a ”spring”) at oscillating frequency ω > 0, ε is the energy

difference of the 2 levels and λ the coupling strength.

For the reduced density matrix ρS(t) we claim:
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ρS(t) = TrE(e−itH(ρ(0)⊗ ρE)eitH)

=
∑

i,j∈{1,2}

cijPiρ(0)Pj, (2.10)

where cij is defined in equation (2.8), with H1, H2 given below in 2.12 and 2.18.

For this we first show

H(P1 ⊗ 1) = P1 ⊗H1 (2.11)

with

H1 =
ε

2
1 + ωa∗a+

λ

2
(a∗ + a) (2.12)

being an operator on Hosc. Using (2.6) we calculate

(P1 ⊗ 1)H = (P1 ⊗ 1)

[
ε

2
σz ⊗ 1 + ω1⊗ a∗a+

λ

2
σz ⊗ (a∗ + a)

]
=
ε

2
P1 ⊗ 1 + ωP1 ⊗ a∗a+

λ

2
P1 ⊗ (a∗ + a)

= P1 ⊗
(
ε

2
1 + ωa∗a+

λ

2
(a∗ + a)

)
= P1 ⊗H1

(2.13)

Using (2.7) we have

H2(P1 ⊗ 1) = H2(P1 ⊗ 1)(P1 ⊗ 1)

= (P1 ⊗H1)(P1 ⊗H1)

= P1 ⊗H2
1 .

(2.14)

It follows that

Hn(P1 ⊗ 1) = P1 ⊗Hn
1 . (2.15)

Using this we obtain
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(P1 ⊗ 1)eitH = (P1 ⊗ 1)
∑
n>0

(it)n

n!
Hn

=
∑
n>0

(it)n

n!
(P1 ⊗ 1)Hn

=
∑
n>0

(it)n

n!
(P1 ⊗Hn

1 )

= P1 ⊗
∑
n>0

(it)n

n!
(Hn

1 )

= P1 ⊗ eitH1 .

(2.16)

Similary we have for the projection onto the spin down state P2 = |↓〉 〈↓| = ( 0 0
0 1 )

H(P2 ⊗ 1) = P2 ⊗H2 (2.17)

with

H2 = − ε
2
1 + ωa∗a− λ

2
(a∗ + a) (2.18)

being an operator on Hosc.

As before we get

Hn(P2 ⊗ 1) = P2 ⊗Hn
2 (2.19)

and also with the same steps as in (2.16) we achieve

(P2 ⊗ 1)eitH = P2 ⊗ eitH2 . (2.20)

Using ρ(0) =
∑

i,j∈{1,2} Piρ(0)Pj, equations (2.16) and (2.20) and the fact that Tr is linear
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we can substitute in (2.1)

ρ(t) = TrE(e−itH(ρ(0)⊗ ρE)eitH)

= TrE

e−itH ∑
i,j∈{1,2}

Piρ(0)Pj ⊗ ρEeitH


= TrE

 ∑
i,j∈{1,2}

e−itH(Pi ⊗ 1)(ρ(0)⊗ ρE)(Pj ⊗ 1)eitH


= TrE

 ∑
i,j∈{1,2}

(Pi ⊗ e−itHi)(ρ(0)⊗ ρE)(Pj ⊗ eitHj)


=

∑
i,j∈{1,2}

Piρ(0)Pj TrE
(
e−itHiρEe

itHj
)

=
∑

i,j∈{1,2}

cijPiρS(0)Pj,

which shows (2.10).

For the following Lemma we will define the number operator N and Field Operator Ψ.

Definition 2.1.1. 1 Let z ∈ C. Then the following are operators on Hosc. The number

operator N and Field Operator Ψ are defined as

N = a∗a (2.21)

Ψ(z) =
za∗ + z∗a√

2
, z ∈ C, (2.22)

where the ladder operators a, a∗ satisfy the CCR [a, a∗] = 1. The Weyl-Operator is defined

as

W (z) = eiΨ(z). (2.23)

Lemma 2.1.2. The following holds for the operators from definition 2.1.1:

1We consider bosonic harmonic oscillators in this thesis. From a mathematical view point the creation
and annihilation operators are unbounded operators. To circumvent this we introduce the field operator
Ψ and Weyl operator W . For more detail on this concept and the mathematical rigor see [22].
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W (z) is unitary: W (z)∗ = W (−z) = (W (z))−1 (2.24)

CCR: W (z)W (ψ) = e−
i
2

Im〈z|ψ〉W (ψ + z) (2.25)

eitNΨ(z)e−itN = Ψ(eitz) (2.26)

eitNW (z)e−itN = W (eitz) (2.27)

W (z)Ψ(ψ)W (−z) = Ψ(ψ)− Im 〈z|ψ〉 (2.28)

W (z)NW (−z) = N −Ψ(iz) + |z|2
2

(2.29)

Note that we here denote the inner product of C as 〈z|ψ〉 = z∗ψ.

Proof. Note that

(Ψ(z))∗ =

(
za∗ + z∗a√

2

)∗
=
z∗a+ za∗√

2

= Ψ(z)

(2.30)

and Ψ(z) is a self adjoint real-linear operator.

1. W (z) is unitary: W (z)∗ = W (−z) = (W (z))−1

As Ψ(z) is self adjoint we have

W (z)W (−z) = eiΨ(z)e−iΨ(z)

= ei(Ψ(z)−Ψ(z))

= 1

and also

W (z)∗ =
(
eiΨ(z)

)∗
= e(iΨ(z))∗

= e−iΨ(z)

= W (−z).

2. CCR: W (z)W (ψ) = e−
i
2

Im〈z|ψ〉W (ψ + z)
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We have (z∗ψ − zψ∗) = 2iIm 〈z|ψ〉.

[Ψ(z),Ψ(ψ)] =
1

2
[za∗ + z∗a, ψa∗ + ψ∗a]

=
1

2
(zψ∗[a∗, a] + z∗ψ[a, a∗]) , since [a∗, a∗] = [a, a] = 0

=
1

2
(zψ∗(−1) + z∗ψ1)

= iIm 〈z|ψ〉1 ,where 〈z|ψ〉 = z∗ψ

(2.31)

Clearly any operator commutes with c1,for c ∈ C so [[Ψ(z),Ψ(ψ)] ,Ψ(z)] = 0 (also for

Ψ(ψ)) and we can use the Baker-Campbell-Hausdorff formula eAeB = eA+B+ 1
2

[A,B].

W (z)W (ψ) = eiΨ(z)eiΨ(ψ)

= exp(iΨ(z) + iΨ(ψ)) +
1

2
[iΨ(z), iΨ(ψ)])

= exp

(
iΨ(z + ψ)− 1

2
iIm 〈z|ψ〉1

)
= W (z + ψ)e−

i
2
Im〈z|ψ〉

3. eitNΨ(z)e−itN = Ψ(eitz)

The CCR imply that a∗N = (N − 1)a∗ from which we obtain

a∗e−itN = e−it(N−1)a∗ = e−itNe−ita∗ (2.32)

and so

eitNa∗e−itN = e−ita∗. (2.33)

Taking the adjoint gives

eitNaeitN = eita. (2.34)

4. eitNW (z)e−itN = W (eitz)

This follows directly from the proof of (2.26).

5. W (z)Ψ(ψ)W (−z) = Ψ(ψ)− Im 〈z|ψ〉
As [[iΨ(z),Ψ(ψ)], iΨ(z)] = [[iΨ(z),Ψ(ψ)],Ψ(ψ)] = 0 we can use (A.7)

eXY e−X = Y + [X, Y ] (2.35)
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and immediately get

W (z)Ψ(ψ)W (−z) = eiΨ(z)Ψ(ψ)e−iΨ(z)

= Ψ(ψ)− Im 〈z|ψ〉1.

6. W (z)NW (−z) = N −Ψ(iz) + |z|2
2

Using (A.7) with X = iΨ(z), Y = N and the fact that [iΨ(z), N ] = Ψ(−iz),

[iΨ(z), [iΨ(z), N ]] = [iΨ(z),−Ψ(iz)] = |z|2 and [X, [X, [X, Y ]]] = 0 we have

W (z)NW (−z) = N + [iΨ(z), N ] +
1

2!
[iΨ(z), [iΨ(z), N ]]

= N −Ψ(iz) +
1

2
|z|2.

�

Remark 2.1.3. With Lemma 2.1.2 we calculate

W (z)e
it(ωN+Ψ( λ√

2
))
W (−z) = exp

[
itW (z)

(
ωN + Ψ

(
λ√
2

))
W (−z)

]
= exp

[
it
(
ωW (z)NW (−z) +W (z)Ψ

(
λ√
2

)
W (−z)

)]
= exp

[
it
(
ωN −Ψ(iωz) + ω|z|2

2

+ Ψ
(

λ√
2

)
− Im

〈
z
∣∣∣ λ√

2

〉)]
.

(2.36)

Similarly we have

W (z)e
−it(ωN−Ψ( λ√

2
))
W (−z) = exp

[
− it

(
ωN −Ψ(iωz) + ω|z|2

2

−Ψ
(

λ√
2

)
+ Im

〈
z
∣∣∣ λ√

2

〉)] (2.37)

Let z1 = λ
iω
√

2
, z2 = − λ

iω
√

2
and using remark 2.1.3 we conclude

W (z1)e
it(ωN+Ψ( λ√

2
))
W (−z1) = e

it
(
ωN−λ

2

4ω

)
and (2.38)

W (z2)e
−it(ωN−Ψ( λ√

2
))
W (−z2) = e

−it
(
ωN−λ

2

4ω

)
. (2.39)
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Combining this we can prove the following Lemma:

Lemma 2.1.4. The reduced density matrix ρS(t) for the quantum system of a spin coupled

to a single quantum harmonic oscillator governed by the Hamiltonian

H =
ε

2
σz + ωa∗a+

λ

2
σz ⊗ (a∗ + a), λ, ω, ε ∈ R (2.40)

is given by

ρS(t) =

(
ρ11(0)c11 ρ12(0)c12

ρ21(0)c21 ρ22(0)c22

)
(2.41)

with

c11 = c22 = 1 (2.42)

c21 = eitεe−
1
2
|ξ|2 coth(βω/2) (2.43)

c12 = c∗21 = e−itεe−
1
2
|ξ|2 coth(βω/2) (2.44)

ξ =
iλ

ω

(
1− eiωt

)
(2.45)

|ξ|2 =
4λ2

ω2
sin2

(
ωt

2

)
. (2.46)

Proof. Let i = j:

cii = TrE(e−itHiρEe
itHi)

= TrE(eitHie−itHiρE)

= TrE(ρE)

= 1,

as ρE is a density matrix and as such has trace 1.

It follows that

c11 = c22 = 1. (2.47)

Now let i 6= j. For z1 = λ
iω
√

2
and z2 = − λ

iω
√

2
as in (2.38) and (2.39) we have the following
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relations for z1, z2 and λ:

z1 + z2 = 0 (2.48)

z1 − z2 = −iλ
√

2
ω

(2.49)

Im 〈z1|z2〉 = 0 (2.50)

Im
〈
z1

∣∣∣ λ√
2

〉
= λ2

2ω
(2.51)

Im
〈
z2

∣∣∣ λ√
2

〉
=
−λ2

2ω
(2.52)

Using this, equations (2.38) , (2.39), Lemma 2.1.2 and the formula (2.8) for c21 we have

c21 = TrE
(
ρEe

itH1e−itH2
)

= TrE

(
ρEe

it
(
ε/2+ωN+Ψ( λ√

2
)
)
e
−it
(
−ε/2+ωN−Ψ( λ√

2
)
))

= eitε TrE

(
ρEe

it
(
ωN+Ψ( λ√

2
)
)
e
−it
(
ωN−Ψ( λ√

2
)
))

= eitε TrE

(
ρEW (−z1)W (z1)e

it
(
ωN+Ψ( λ√

2
)
)
W (−z1)W (z1)

×W (−z2)W (z2)e
−it
(
ωN−Ψ( λ√

2
)
)
W (−z2)W (z2)

)
= eitε TrE

(
ρEW (−z1)eit(ωN−

λ2

4ω
)W (z1)W (−z2)e−it(ωN−

λ2

4ω
)W (z2)

)
= eitε TrE

(
ρEW (−z1)eitωNe−it

λ2

4ωW (z1 − z2)e
i
2
Im〈z1|z2〉e−itωNeit

λ2

4ωW (z2)
)

= eitε TrE

(
ρEW (−z1)eitωNW (−i

√
2λ/ω)e−itωNW (z2)

)
= eitε TrE

(
ρEW (−z1)W (−eiωti

√
2λ/ω)W (z2)

)
= eitε TrE

(
ρEW (−z1)W (−eiωti

√
2λ/ω + z2)e−

i
2
Im〈−eiωti√2λ/ω|z2〉

)
= eitε TrE

(
ρEW (−eiωti

√
2λ/ω + z2 − z1)e

iλ2

2ω2 sin(ωt)e−
i
2
Im〈−eiωti√2λ/ω+z2|−z1〉

)
= eitεTrR

(
ρEW (−eiωti

√
2λ/ω + i

√
2λ/ω)e−

iλ2

2ω2 sin(ωt)e
iλ2

2ω2 sin(ωt)

)
= eitε TrE

(
ρEW (i

√
2λ(1− eiωt)/ω)

)
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Setting

ξ = iλ
ω

(
1− eiωt

)
(2.53)

we obtain

|ξ|2 = 4λ2

ω2 sin2
(
ωt
2

)
(2.54)

and using (2.2) gives

c21 = eitε TrE

(
ρEW (ξ

√
2)
)

= eitε TrE

(
ρEe

iΨ(ξ
√

2)
)

= eitε TrE
(
ρEe

i(ξa∗+ξ∗a)
)

= eitεe−
1
2
|ξ|2 coth(βω/2), (2.55)

which is the desired result. Note that since cij = c∗ji for density matrices, we have

c12 = c∗21 = e−itεe−
1
2
|ξ|2 coth(βω/2). (2.56)

�

2.2 Spin coupled to multitude of independent

harmonic oscillators

In this section we have a single spin coupled to a multitude of independent quantum

harmonic oscillators. The system is governed by the Hamiltonian

H =
ε

2
σz +

∑
j

ωja
∗
jaj +

∑
j

λj
2
σz ⊗ (a∗j + aj) (2.57)

with λj, ωj, ε ∈ R and the commutation relation [aj, a
∗
k] = δjk1.

We will introduce a bit of notation for ease of use.

Definition 2.2.1. We will write

1j ⊗ A (2.58)

for

1⊗ · · · ⊗ 1⊗ A⊗ 1⊗ · · · ⊗ 1, (2.59)
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where the operator A is at the j-th position in the tensor product above.

All sums in the following section will run from j = 1, . . . , N , where N is a natural number.

Let us take a closer look at the Hilbert Space for the harmonic oscillators. Our

Hilbert Space for a multitude of harmonic oscillators is given by Hosc = ⊗jHoscj , where

all Hoscj are identical.

The harmonic oscillators are independent, hence they can reach their equilibrium

independent of the states of the other oscillators. This means that, if the whole system is

in equilibrium, the density matrices are in an untangled state and as such we can write

them in the following way

ρE = ⊗jρEj , (2.60)

where ρEj is the equilibrium state of the j-th oscillator. For every j, ρEj is a density

matrix acting on Hoscj .

We can now define our number operator Nj and Field Operator Ψj(zj) in the Hilbert

Space Hoscjbelonging to the j-th harmonic oscillator (they are independent!).

In the following section we let ~λ, ~ω ∈ RN , ~z, ~µ ∈ CN and ϕ, ψ be arbitrary vectors in Hosc.

Definition 2.2.2. Let Hoscj be the Hilbert Space of the j-th quantum harmonic oscillator

in our given system and ~z = (z1, · · · , zN) ∈ CN . Define the j-th Number Operator Nj and

Field Operator Ψj as

Nj : Hoscj → Hoscj : Nj = a∗jaj (2.61)

Ψj : Hoscj → Hoscj : Ψj(zj) :
z∗jaj + zja

∗
j√

2
. (2.62)

Definition 2.2.3. We define the total number operator N , on Hosc for given ~ω, ~z, as

N(~ω) =
∑
j

1j ⊗ ωjNj (2.63)

and the total Field Operator Ψ on Hosc as

Ψ(~z) =
∑
j

1j ⊗Ψj(zj). (2.64)
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Remark 2.2.4. We can rewrite the Hamiltonian (2.57)

H =
ε

2
σz ⊗j 1 +

∑
j

1⊗ 1j ⊗ ωjNj +
∑
j

σz ⊗ 1j ⊗Ψj

(
λj√

2

)
(2.65)

=
ε

2
σz ⊗j 1 + 1⊗N(~ω) + σz ⊗Ψ

(
~λ√
2

)
. (2.66)

As before we first prove the claim

ρS(t) =
∑

i,j∈{1,2}

PiρS(0)Pj TrE
(
e−itHiρEe

itHj
)

. (2.67)

For this we follow the same steps as in section 2.1. Again we need operators H1 and H2

such that

(Pk ⊗ 1)H = Pk ⊗Hk for k = 1, 2. (2.68)

We set 1osc = ⊗Nj=11.

(P1 ⊗ 1osc)H = (P1 ⊗ 1osc)
( ε

2
σz ⊗ 1osc + 1⊗N(~ω) + σz ⊗Ψ

(
~λ√
2

))
=
ε

2
P1 ⊗ 1osc + P1 ⊗N(~ω) + P1 ⊗Ψ

(
~λ√
2

)
= P1 ⊗

( ε
2

+N(~ω) + Ψ
(

~λ√
2

))
= P1 ⊗H1

with

H1 =
ε

2
+N(~ω) + Ψ

(
~λ√
2

)
, (2.69)

being an operator on Hosc. Similarly we have for H2 and P2

(P2 ⊗ 1osc)H = P2 ⊗H2 (2.70)

with

H2 = − ε
2

+N(~ω)−Ψ
(

~λ√
2

)
. (2.71)

Using again the fact that

(Pk ⊗ 1osc)H
n = Pk ⊗Hn

k for k = 1, 2 (2.72)
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we see with the same steps as in (2.16) that

(Pk ⊗ 1osc)e
itH = Pk ⊗ eitHk for k = 1, 2. (2.73)

This proof claims (2.67), with H1, H2 given in (2.69) and (2.71).

Lemma 2.2.5. We have the following commutation relations for all j, k ∈ 1, . . . , N .

Denote by δjk the Kronecker symbol.

[ωkNk, aj] = −δjkωkaj (2.74)

[ωkNk, a
∗
j ] = δjkωka

∗
j (2.75)

[N(~ω), a∗j ] = [ωjNj, a
∗
j ] = ωja

∗
j (2.76)

[N(~ω), aj] = [ωjNj, aj] = −ωjaj (2.77)

[Nj, Nk] = 0 (2.78)

[Ψ(~µ), a∗j ] =
µ∗j√

2
1 (2.79)

[Ψ(~µ), aj] = − µj√
2
1 (2.80)

[Ψj(ϕ),Ψk(ψ)] = iδjkIm 〈ϕ|ψ〉1 (2.81)

[Ψ(~z),Ψ(~µ)] = i
∑
j

Im 〈zj|µj〉1 (2.82)

[Ψk(zk), ωjNj] = δjk
ωj√

2

(
z∗kaj − zka∗j

)
(2.83)

[Ψ(~z), N(~ω)] =
∑
j

[Ψj(zj), ωjNj] =
∑
j

ωj√
2

(
z∗jaj − zja∗j

)
(2.84)

Proof. All commutation relations are easily obtained through direct computation and the

fact that [aj, a
∗
k] = δjk. �

We can now define the Weyl-Operator.

Definition 2.2.6. The j-th Weyl-Operator on Hoscj is defined as

Wj(zj) := eiΨj(zj) ∀j. (2.85)

We define the total Weyl-Operator for given ~z ∈ CN as

W (~z) := ⊗jWj(zj) =
∏
j

1j ⊗Wj(zj). (2.86)
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We will now reproduce Lemma 2.1.2 from the previous section with only one harmonic

oscillator for the case of a multitude of oscillators.

Lemma 2.2.7. Let ~z = (z1, . . . , zN) and ~µ = (µ1, . . . , µN) be vectors in CN . We define

s(~µ, ~z) :=
∑
j

Im 〈µj|zj〉 . (2.87)

For the total number Operator N(~ω), the total Field Operator Ψ(~µ) and the total Weyl-

Operator W (~z) we have the following properties

W (~z)∗ = W (−~z) = (W (~z))−1 (2.88)

W (~z)W (~µ) = W (~z + ~µ)e−
i
2
s(~z,~µ) (2.89)

eitN(~ω)Ψ(~z)e−itN(~ω) = Ψ(eit~ω~z) (2.90)

eitN(~ω)W (~z)e−itN(~ω) = W (eit~ω~z) (2.91)

W (~z)Ψ(~µ)W (−~z) = Ψ(~µ)− s(~z, ~µ) (2.92)

W (~z)N(~ω)W (−~z) = N(~ω)−Ψ(i~ω~z) + 1
2

∑
j

ωj|zj|2 (2.93)

where by ~ω~z we mean the component wise multiplication of the vectors, i.e. ~ω~z =

(ω1z1, ω2z2, . . . ).

Proof. Clearly again Ψ(~z) is self adjoint. Note that Lemma 2.1.2 is a special case of this,

with Hosc = Hosc1 which we will use here.

1. W (~z)∗ = W (−~z) = (W (~z))−1

W (~z)∗ = (⊗jWj(zj))
∗

=
(
⊗jeiΨj(~z)

)∗
= ⊗je(iΨj(zj))

∗

= ⊗je−iΨj(zj)

= ⊗jWj(−zj)

= W (−~z)
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and also

W (~z)W (−~z) = ⊗jWj(zj)⊗j Wj(−zj)

= ⊗jWj(zj)Wj(−zj)

= ⊗jeiΨj(zj)eiΨj(−zj)

= ⊗jei(Ψj(zj)−Ψj(zj))

= ⊗j1 = 1osc

2. W (~z)W (~µ) = W (~z + ~µ)e−
i
2
s(~z,~µ)

W (~z)W (~µ) = ⊗jWj(zj)⊗j Wj(µj)

= ⊗jWj(zj)Wj(µj)

= ⊗jeiΨj(zj+µj)−
i
2
Im〈zj |µj〉 (use of Lemma 2.1.2)

=

(∏
j

e−
i
2
Im〈zj |µj〉

)
⊗j eiΨj(zj+µj)

= e−
i
2

∑
j Im〈zj |µj〉 ⊗j Wj(zj + µj)

= e−
i
2
s(~z,~µ)W (~z + ~µ)

3. eitN(~ω)Ψ(~z)e−itN(~ω) = Ψ(eit~ω~z)

eitN(~ω)Ψ(~z)e−itN(~ω) =

(
⊗j eitωjNj

)(∑
j

1j ⊗Ψj(zj)

)(
⊗j e−itωjNj

)
=
∑
j

[(
⊗j eitωjNj

)(
1j ⊗j Ψj(zj)

)(
⊗j e−itωjNj

)]
=
∑
j

[
1j ⊗ eitωjNjΨj(zj)e

−itωjNj
]

=
∑
j

[
1j ⊗Ψj(e

itωjzj)
]

(use of Lemma 2.1.2)

= Ψ(eit~ω~z)

4. eitN(~ω)W (~z)e−itN(~ω) = W (eit~ω~z)
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eitN(~ω)W (~z)e−itN(~ω) =
(
eit
∑
j 1j⊗ωjNj

)(
⊗j Wj(zj)

)(
e−it

∑
j 1j⊗ωjNj

)
=

(∏
j

1j ⊗ eitωjNj
)(
⊗j Wj(zj)

)(∏
j

1j ⊗ e−itωjNj
)

=
(
⊗jeitωjNj

)
(⊗jWj(zj))

(
⊗je−itωjNj

)
= ⊗jeitωjNjWj(zj)e

−itωjNj

= ⊗jWj(e
itωjzj) (use of Lemma 2.1.2)

= W (eit~ω~z)

5. W (~z)Ψ(~µ)W (−~z) = Ψ(~µ)− s(~z, ~µ)

W (~z)Ψ(~µ)W (−~z) =

(
⊗j Wj(zj)

)(∑
j

1j ⊗Ψj(µj)

)(
⊗j Wj(−zj)

)
=
∑
j

[
1j ⊗Wj(zj)Ψj(µj)Wj(−zj)

]
=
∑
j

[
1j ⊗ (Ψj(µj)− Im 〈zj|µj〉)

]
(use of Lemma 2.1.2)

=
∑
j

1j ⊗Ψj(µj)−
∑
j

Im 〈zj|µj〉

= Ψ(~µ)− s(~z, ~µ)1osc

6. W (~z)N(~ω)W (−~z) = N(~ω)−Ψ(i~ω~z) + 1
2

∑
j ωj|zj|2

W (~z)N(~ω)W (−~z) =

(
⊗j Wj(zj)

)(∑
j

1j ⊗ ωjNj

)(
⊗j Wj(−zj)

)
=
∑
j

[
1j ⊗Wj(zj)ωjNjWj(−zj)

]
=
∑
j

[
1j ⊗

(
ωjNj −Ψj(iωjzj) +

ωj |zj |2
2

) ]
(use of Lemma 2.1.2)

=
∑
j

1j ⊗ ωjNj −
∑
j

1j ⊗Ψj(iωjzj) +
∑
j

1j ⊗ ωj |zj |2
2

= N(~ω)−Ψ(i~ω~z) +
∑
j

ωj |zj |2
2

1osc

�
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Remark 2.2.8. With Lemma 2.2.7 we calculate for ~z ∈ CN , ~λ, ~ω ∈ RN

W (~z)e
it(N(~ω)+Ψ(

~λ√
2

))
W (−~z) = exp

[
it
(
W (~z)N(~ω)W (−~z)

+W (~z)Ψ
(

~λ√
2

)
W (−~z)

)]

= exp

[
it
(
N(~ω)−Ψ(i~ω~z) + 1

2

∑
j

ωj|zj|2

+ Ψ
(

~λ√
2

)
− s(~z, ~λ/

√
2)
)]

(2.94)

and also

W (~z)e
it(N(~ω)−Ψ(

~λ√
2

))
W (−~z) = exp

[
it
(
W (~z)N(~ω)W (−~z)−W (~z)Ψ

(
~λ√
2

)
W (−~z)

)]
= exp

[
it
(
N(~ω)−Ψ(i~ω~z) + 1

2

∑
j

ωj|zj|2

−Ψ
(

~λ√
2

)
+ s(~z, ~λ/

√
2)
)]

.

(2.95)

Let ~z1 = −i~λ
~ω
√

2
, ~z2 = i~λ

~ω
√

2
, where

~λ
~ω

is the component wise division. We calculate

s
(
~z1,

~λ√
2

)
=
∑
j

λ2
j

2ωj
(2.96)

s
(
~z2,

~λ√
2

)
= −

∑
j

λ2
j

2ωj
(2.97)

and conclude

W (~z1)e
it(N(~ω)+Ψ(

~λ√
2

))
W (−~z1) = e

it(N(~ω)− 1
4

∑
j

λ2
j
ωj

)
(2.98)

W (~z2)e
it(N(~ω)−Ψ(

~λ√
2

))
W (−~z2) = e

it(N(~ω)− 1
4

∑
j

λ2
j
ωj

)
. (2.99)

We now calculate the density matrix ρS(t) with the following Lemma.
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Lemma 2.2.9. The reduced density matrix ρS(t) for the Hamiltonian

H =
ε

2
σz ⊗ 1osc + 1⊗N(~ω) + σz ⊗Ψ

(
~λ√
2

)
(2.100)

is given by

ρS(t) =

(
ρ11(0)c11 ρ12(0)c12

ρ21(0)c21 ρ22(0)c22

)
(2.101)

with

c11 = c22 = 1 (2.102)

c21 = eitεe
−1

2

∑
j |ξj |2 coth

(
βωj

2

)
(2.103)

c12 = (c21)∗ (2.104)

ξj =
iλj
ωj

(1− eitωj). (2.105)

Proof. Let i = j:

cii = TrE(e−itHiρEe
itHi)

= TrE(eitHie−itHiρE)

= TrE(ρE)

= TrE(⊗jρEj)

=
∏
j

TrE(ρEj)

= 1

as ρEj is a density matrix for all j and as such has trace 1.

⇒ c11 = c22 = 1 (2.106)

Now let i 6= j. Choosing ~z1 and ~z2 as in (2.98) and (2.99) we have the following relations
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for ~z1 and ~z2:

~z1 = (~z2)∗ (2.107)

~z1 − ~z2 = −i
√

2~λ

~ω
(2.108)

s(~z1, ~z2) = 0 (2.109)

Calculating c21 with (2.8):

c21 = TrE
(
ρEe

itH1e−itH2
)

= TrE

(
ρEe

it( ε
2

+N(~ω)+Ψ(
~λ√
2

))
e
−it(− ε

2
+N(~ω)−Ψ(

~λ√
2

))

)
= eitε TrE

(
ρEe

it(N(~ω)+Ψ(
~λ√
2

))
e
−it(N(~ω)−Ψ(

~λ√
2

))

)
= eitε TrE

(
ρEW (−~z1)W (~z1)e

it(N(~ω)+Ψ(
~λ√
2

))
W (−~z1)W (~z1)

×W (−~z2)W (~z2)e
−it(N(~ω)−Ψ(

~λ√
2

))
W (−~z2)W (~z2)

)
= eitε TrE

(
ρEW (−~z1)e

it(N(~ω)− 1
4

∑
j

λ2
j
ωj

)
W (~z1)W (−~z2)e

−it(N(~ω)− 1
4

∑
j

λ2
j
ωj

)
W (~z2)

)
= eitε TrE ρE

(
W (−~z1)eitN(~ω)W (~z1 − ~z2)e−

i
2
s(~z1,−~z2)e−itN(~ω)W (~z2)

)
= eitε TrE ρE

(
W (−~z1)eitN(~ω)W (− i

√
2~λ
~ω

)e−itN(~ω)W (~z2)
)

= eitε TrE ρE

(
W (−~z1)W (−eit~ω i

√
2~λ
~ω

)W (~z2)
)

= eitε TrE

(
ρEW (−~z1)W (−eit~ω i

√
2~λ
~ω

+ ~z2)e
− i

2

∑
j

λ2
j

ω2
j

sin(ωjt)

)

= eitε TrE

(
ρEW (−eit~ω i

√
2~λ
~ω

+ ~z2 − ~z1)e
− i

2

∑
j

λ2
j

ω2
j

sin(ωjt)

e
+ i

2

∑
j

λ2
j

ω2
j

sin(ωjt)

)
= eitε TrE

(
ρEW

(
i
√

2~λ
~ω

(1− eit~ω)
))
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Set

~ξ =
i~λ

~ω
(1− eit~ω) (2.110)

=⇒ |ξj|2 =
4λ2

j

ω2
j

sin2(
ωjt

2
). (2.111)

Using this we obtain the desired result

c21 = eitε TrE(ρEW (~ξ
√

2))

= eitε TrE(⊗jρEj ⊗j Wj(ξj
√

2))

= eitε TrE(⊗jρEjWj(ξj
√

2))

= eitε
∏
j

TrE(ρEjWj(ξj
√

2))

= eitε
∏
j

e
−1

2
|ξj |2 coth

(
βωj

2

)

= eitεe
−1

2

∑
j |ξj |2 coth

(
βωj

2

)
.

Again we have

c12 = c∗21 = e−itεe
−1

2

∑
j |ξj |2 coth

(
βωj

2

)
. (2.112)

�

Note that we could also replace in (2.103) β by βj, if each oscillator is taken at its own

temperature 1
βj

.

2.3 Spin coupled to free bosonic quantum field

Here we have a spin coupled to a free bosonic field which is governed by the Hamiltonian

H = ε
2
σz +HE + λ

2
σz ⊗Ψ(g), (2.113)

where

HE =

∫
R3

ω(k)a∗(k)a(k)d3k, Ψ(g) =

∫
R3

(g(k)a∗(k) + g(k)a(k))d3k. (2.114)
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The annihilation and creation operators, a(k) and a∗(k), obey the CCR [a(k), a∗(l)] =

δ(k− l). The number operator is N =
∫
R3 a

∗(k)a(k)d3k, λ
2

is the coupling factor and g(k)

is a form factor for g ∈ L2(R3, d3k). The spin interacts with the free bosonic field through

the interaction Hamiltonian

HI = λ
2
σz ⊗Ψ(g). (2.115)

The free Hamiltonian of the reservoir is given by HE. We mathematically model a free

quantum bosonic field as an infinite system of coupled quantum harmonic oscillators at

every space point. We can simply perform an infinite-volume limit for the model in section

2.2 and make the following changes to this model∑
j

→
∫
R3

d3k

ωj → ω(k)

λj → g(k)

Now define the functions γ(t) and Γ(t) as follows:

Γ(t) =

∫
R3

|g(k)|2

ω2(k)

1− cos (ω(k)t)

2
coth

(
ω(k)β

2

)
d3k (2.116)

dΓ(t)

dt
= γ(t) =

1

2

∫
R3

|g(k)|2

ω(k)
sin(ω(k)t) coth

(
ω(k)β

2

)
d3k (2.117)

Using the spectral density function J(ω) = π
2
ω2
∫
S2 |g(k)|2dΣ from section B we can rewrite

Γ(t) and γ(t) as

Γ(t) =
1

π

∫ ∞
0

J(ω)
1− cos(ωt)

ω2
coth

(
βω
2

)
dω (2.118)

γ(t) =
1

π

∫ ∞
0

J(ω)
sinωt

ω
coth

(
βω
2

)
dω. (2.119)

Thus we have for the evolution of the density matrix ρS(t) of the spin under the

Hamiltonian (2.113)

ρS(t) =

(
ρ11(0)c11 ρ12(0)c12

ρ21(0)c21 ρ22(0)c22

)
(2.120)
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with

c11 = c22 = 1 (2.121)

c21 = eitεe−λ
2Γ(t) (2.122)

c12 = c∗21. (2.123)

Summary

In chapter 2 we considered a spin coupled to a

• single quantum harmonic oscillator mode

• multitude of quantum harmonic oscillators

• free bosonic field

in this chapter. Using (see (2.1))

ρS(t) = TrE(e−itH(ρS(0)⊗ ρE)eitH), (2.124)

we calculated the explicit reduced density matrix ρS(t) of the spin (see (Lemmas 2.1.4,

2.2.9 and equation (2.120) and following), for the given Hamiltonian H in each case. For

example the density matrix ρS(t) of the spin coupled to the free bosonic field is given by

ρS(t) =

(
ρ11(0) e−itεe−λ

2Γ(t)

ρ21(0)eitεe−λ
2Γ(t) ρ22(0)

)
, (2.125)

with Γ(t) given by (2.118). The explicit form of the reduced spin density matrix will be

used in the next chapter to analyze the non-Markovianity.



Chapter 3

Calculation of non-Markovianity

In this chapter we will calculate explicitly the non-Markovianity N(Φ) for the quantum

systems of chapter 2. Recall the definition of the non-Markovianity

N(Φ) = max
ρ(0),ν(0)

∫
σ>0

σ(t, ρ, ν)dt (3.1)

based on the increase of the trace distance D(t, ρ(t), ν(t)) of two initial quantum states

ρ(0) and ν(0). To explicitly calculate N(Φ) we need to specify the initial states ρ(0) and

ν(0). We will see in the following chapter that N(Φ) can be a finite number as well as

infinite.

3.1 Spin coupled to single harmonic oscillator

Recalling the calculations from section 2.1 with Hamiltonian

H = ε
2
σz + ωa∗a+ λ

2
σz ⊗ (a∗ + a) λ, ω, ε ∈ R (3.2)

we found the reduced density matrix ρS(t) of the spin to be given by

ρS(t) =

(
ρ11(0) c∗21ρ12(0)

c21ρ21(0) ρ22(0)

)
(3.3)

with

c21(t) = eitεe
− 2λ2

ω2 sin2(ωt2 ) coth

(
βω
2

)
. (3.4)
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Now let us consider two arbitrary initial spin states ρ(0) and ν(0) (we drop the subscript

S for the system here). The general density matrices ρ(t) and ν(t) for t ≥ 0 are given by

ρ(t) =

(
ρ11(0) ρ12(0)c12

ρ∗12(0)c∗12 1− ρ11(0)

)
(3.5)

ν(t) =

(
ν11(0) ν12(0)c12

ν∗12(0)c∗12 1− ν11(0)

)
(3.6)

Note that c12 = c12(t) and depends on the time t. Recall the trace distance for a qubit

system from Lemma 1.2.3

D(t, ρ, ν) =
√
α2 + |υ(t)|2 (3.7)

with

α(t) = ρ11(0)− ν11(0) (3.8)

υ(t) = ρ12(0)c12(t)− ν12(0)c12(t) = (ρ12(0)− ν12(0))c12(t) =: bc12(t) (3.9)

|υ(t)|2 = |b|2|c12(t)|2 = |b|2e−
4λ2

ω2 sin2(ωt
2

) coth(βω2 ). (3.10)

Calculating the rate of change σ(t, ρ, ν) of the trace distance with equation (1.44),

2 sin(a) cos(a) = sin(2a) and

Re(υ′(t)υ∗(t)) = 1
2
∂t|υ(t)|2 = −|b|2 exp

(
− 4λ2

ω2
sin2

(ωt
2

)
×

coth

(
βω

2

))
coth(βω/2)

−4λ2

ω2

{
2
ω

2
sin

(
ωt

2

)
cos

(
ωt

2

)}
= −λ

2

ω
sin(ωt) coth

(
βω

2

)
|υ(t)|2

(3.11)

yields

σ(t, ρ, ν) =
−λ2 sin(ωt) coth

(
βω
2

)
|υ(t)|2

ω
√
α2 + |υ(t)|2

. (3.12)

Set

K(t) =
2λ2

ω2
sin2(ωt

2
) coth

(
βω
2

)
(3.13)

⇒ d

dt
K(t) = κ(t) =

λ2

ω
sin(ωt) coth

(
βω
2

)
(3.14)
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Then |υ(t)|2 = |b|2e−2K(t) and

σ(t, ρ, ν) =
−κ(t)|b|2e−2K(t)√
α2 + |b|2e−2K(t)

. (3.15)

Here one can already see that for a non-Markovian process, σ > 0, we must have κ(t) < 0,

provided b 6= 0.

We can write now

N(Φ) = max
ρ(0),ν(0)

∫
σ>0

σ(t, ρ(0), ν(0))dt

= max
α,b

∫
κ(t)<0

−κ(t)|b|2e−2K(t)√
α2 + |b|2e−2K(t)

dt

(3.16)

and to maximize the above equation we recall that√
α2 + |b|2e−2K(t) = D(t, ρ, ν)

with 0 ≤ D ≤ 1 (see Remark 1.1.8.). Thus since e−2Γ(t) ∈ (0, 1], ∀t ∈ [0,∞), we must have

|b|2 ∈ (0, 1]. It then follows that α2 ∈ [0, 1). We can now maximize equation (3.16) with

the restrictions

α2 ∈ [0, 1) and |b|2 ∈ (0, 1]. (3.17)

Clearly for fixed b ∈ (0, 1] the function

g(α) =
κ(t)|b|2e−2K(t)√
α2 + |b|2e−2K(t)

(3.18)

is decreasing for α2 → 1. Hence g(α) takes its maximum at α = 0.

Also for fixed α2 ∈ [0, 1) the function

h(b) =
κ(t)|b|2e−2K(t)√
α2 + |b|2e−2K(t)

(3.19)

is increasing for |b|2 → 1 and thus takes its maximum at |b|2 = 1.
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It then follows that equation (3.16) maximizes for α = 0 and |b|2 = 1. Thus we have

N(Φ) = max
α,b

∫
κ(t)<0

−κ(t)|b|2e−2K(t)√
α2 + |b|2e−2K(t)

dt

=

∫
κ(t)<0

−κ(t)e−2K(t)

√
e−2K(t)

dt

=

∫
κ(t)<0

−κ(t)e−K(t)dt

=
∑
k≥1

e−K(bk) − e−K(ak).

(3.20)

Here (ak, bk) are the time intervals in (0,∞] for which we have κ(t) < 0. Clearly (recall

ω > 0)

κ(t) =
λ2

ω
sin(ωt) coth

(
βω
2

)
< 0⇔ sin(ωt) < 0 (3.21)

⇔ t ∈ ( (2k−1)π
ω

, 2kπ
ω

),k ∈ Z. (3.22)

Thus

(ak, bk) = (π
ω

(2k − 1), 2π
ω
k) for k ∈ N. (3.23)

Choosing any two initial states ρ, ν that satisfy ρ11(0) − ν11(0) = α = 0 and |ρ12(0) −
ρ12(0)|2 = |b|2 = 1 as initial states lets us calculate the non-markovianity. Let

|Θ〉 := 1√
2
(|+〉+ |−〉) (3.24)

|χ〉 := 1√
2
(|+〉 − |−〉), (3.25)

which gives the density matrices

ρ(0) = |Θ〉 〈Θ| = 1
2

(
1 1

1 1

)
(3.26)

ν(0) = |χ〉 〈χ| = 1
2

(
1 −1

−1 1

)
, (3.27)
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as initial states. They clearly satisfy

α = ρ11(0)− ν11(0) = 1− 1 = 0 (3.28)

b = ρ12(0)− ν12(0) = 1
2

+ 1
2

= 1. (3.29)

With

K(bk) = K
(

2kπ
ω

)
= 0 (3.30)

K(ak) = K
( (2k−1)π

ω

)
=

2λ2

ω2
coth

(
βω
2

)
(3.31)

we can calculate

N(Φ) =
∑
k∈N

e−K(bk) − e−K(ak)

=
∑
k∈N

(
1− e

−2λ2

ω2 coth

(
βω
2

))
=∞, as coth

(
βω
2

)
> 0.

(3.32)

Here we have thus given a non-Markovian process for which we have an infinte amount of

non-markovianity. This means that we can never approximate the quantum system, spin

coupled to one quantum harmonic oscillator, with a Markovian master equation.

3.2 Spin coupled to multitude of independent

harmonic oscillators

Here we have a spin coupled to a multitude (finite number) of independent harmonic

oscillators. This system is represented by the Hamiltonian

H =
ε

2
σz ⊗j 1 + 1⊗N(~ω) + σz ⊗ Φ

(
~λ√
2

)
. (3.33)

In section 2.2 we calculated the density matrix governing the time evolution to be (again

we drop the subscript S from here on)

ρ(t) =

(
ρ11(0) ρ12(0)c∗21

ρ21(0)c21 ρ22(0)

)
(3.34)
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with

c21 = eitεe
−1

2

∑
j |ξj |2 coth

(
βωj

2

)
(3.35)

|ξj|2 = 4
λ2
j

ω2
j

sin2
(
ωjt

2

)
. (3.36)

Following the same route as in the previous section we will calculate the non-Markovianity

and note that we have given finite sums here. The trace distance for two initial states ρ(0)

and ν(0), according to Lemma 1.2.3, is given by

D(t, ρ, ν) =
√
α(t)2 + |υ(t)|2 (3.37)

with

α(t) = ρ11(0)− ν11(0) (3.38)

υ(t) = ρ12(0)c12(t)− ν12(0)c12(t) = (ρ12(0)− ν12(0))c12(t) =: υc12(t) (3.39)

|υ(t)|2 = |υ|2|c12(t)|2 = |υ|2e
−4
∑
j

λ2
j

ω2
j

sin2
(
ωjt

2

)
coth

(
βωj

2

)
. (3.40)

Setting

Γ(t) = 2
∑
j

λ2
j

ω2
j

sin2
(
ωjt

2

)
coth

(
βωj

2

)
(3.41)

dΓ(t)

dt
= γ(t) =

∑
j

λ2
j

ωj
sin(ωjt) coth

(
βωj

2

)
(3.42)

we have

|υ(t)|2 = |υ|2e−2Γ(t) (3.43)

Re(υ′(t)υ∗(t)) = 1
2
∂t|υ(t)|2 = −|υ(t)|2γ(t). (3.44)

We can then calculate σ(t, ρ, ν) with formula (1.44)

σ(t, ρ, ν) =
α(t)α′(t) + Re(υ′(t)υ∗(t))√

α2(t) + |υ(t)|2

=
−γ(t)|υ(t)|2e−2Γ(t)√
α2 + |υ(t)|2e−2Γ(t)

(3.45)
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We now need to maximize σ. It is clear again that υ 6= 0 and only for t ∈ (0,∞) such that

γ(t) < 0 we have contributions to N(Φ). As in the previous case we have maximization

for α = 0 and υ = 1. Thus we get again

N(Φ) = max
ρ(0),ν(0)

∫
γ(t)<0

σ(t, ρ, ν)dt

= max
α,υ

∫
γ(t)<0

−γ(t)|υ|2e−2Γ(t)√
α2 + |υ|2e−2Γ(t)

dt

=

∫
γ(t)<0

−γ(t)e−Γ(t)dt

=
∑
k≥1

e−Γ(bk) − e−Γ(ak),

(3.46)

where again (ak, bk) are the intervals where γ(t) < 0. We will assume ωj = ω, ∀j to

calculate the non-Markovianity N(Φ) here. Defining

d =
coth

(
βω
2

)∑
j λ

2
j

ω
> 0, as ω > 0 (3.47)

we can write

γ(t) = d sin(ωt) and (3.48)

Γ(t) =
2d

ω
sin2(ωt

2
). (3.49)

Finding now (ak, bk) such that γ(t) < 0 we have (recall d > 0 and ω > 0)

γ(t) = d sin(ωt) < 0⇔ sin(ωt) < 0 (3.50)

⇔ t ∈ ( (2k−1)π
ω

, 2kπ
ω

),k ∈ Z. (3.51)

Thus

(ak, bk) = (π
ω

(2k − 1), 2π
ω
k) for k ∈ N. (3.52)
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We now have the same situation as in section 3.1 and can calculate with initial states

ρ(0) = |Θ〉 〈Θ| = 1
2

(
1 1

1 1

)
(3.53)

ν(0) = |χ〉 〈χ| = 1
2

(
1 −1

−1 1

)
, (3.54)

and

Γ(bk) = Γ
(

2kπ
ω

)
= 0 (3.55)

Γ(ak) = Γ
( (2k−1)π

ω

)
=

2d

ω
(3.56)

that

N(Φ) =
∑
k∈N

e−Γ(bk) − e−Γ(ak)

=
∑
k∈N

(
1− e−

2d
ω

)
=∞ ,as d > 0.

(3.57)

Hence N(Φ) diverges if we have a system of a spin coupled to a finite number of

quantum harmonic oscillators with the same frequencies ω.

From (3.47) it is clear that (3.57) reduces to (3.32) in the case of a single harmonic

oscillator.

3.3 Spin coupled to bosonic field

The system of a spin coupled to a free bosonic field is governed by the Hamiltonian

H = ε
2
σz +HE + λ

2
σz ⊗ ϕ(g), (3.58)

where

HE =

∫
R3

ω(k)a∗(k)a(k)d3k, ϕ(g) =

∫
R3

(g(k)a∗(k) + g(k)a(k))d3k. (3.59)
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Using formula (1.44) for

σ(t, ρ, ν) =
α(t)α′(t) + Re(υ′(t)υ∗(t))√

α2(t) + |υ(t)|2
(3.60)

=
−γ(t)|υ|2e−2Γ(t)√
α2 + |υ|2e−2Γ(t)

. (3.61)

and noting that N(Φ) maximizes for α = 0 and |υ| = 1 (see page 43 f.) for two initial

states ρ(0) and ν(0) we arrive at

N(Φ) = max
ρ(0),ν(0)

∫
γ(t)<0

σ(t, ρ, ν)dt

= max
α,υ

∫
γ(t)<0

−γ(t)|υ|2e−2Γ(t)√
α2 + |υ|2e−2Γ(t)

=

∫
γ(t)<0

−γ(t)e−Γ(t)dt

=
∑
n≥1

e−Γ(bn) − e−Γ(an),

(3.62)

with Γ(t) given by (2.118) and γ(t) by (2.119) respectively. Again (an, bn) are the time

intervals in which γ(t) < 0. Now the question is again when is γ(t) < 0?

We need to specify the spectral density J(ω) to be able to calculate N(Φ). Considering

low temperature from here on (βω → ∞), we have coth
(
βω
2

)
≈ 1 and choose firstly as a

spectral density

J(ω) = πωsχ(ω ≤ ω0), s > 0, (3.63)

with ω0 > 0 some cutoff frequency. As far as I know this case has not been discussed in

the literature. With (2.118) and (2.119) we set for all s > 0

γs(t) =

∫ ∞
0

sin(ωt)

ω
ωsχ(ω ≤ ω0)dω (3.64)

=

∫ ω0

0

sin(ωt)ωs−1dω and (3.65)

Γs(t) =

∫ ω0

0

(1− cos(ωt))ωs−2dω. (3.66)

For example for s = 1 we have

γ1(t) =
1

t
(1− cos(ω0t)) (3.67)
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and clearly γ1(t) ≥ 0, ∀t and as such N(Φ) = 0 and this process is Markovian.

For s = 3 we have

γ3(t) =
1

t3
(
2ω0t sin(ω0t)− (ω2

0t
2 − 2) cos(ω0t)− 2

)
(3.68)

Γ3(t) =
1

t2

(
1

2
ω2

0t
2 − cos(ω0t)− ω0t sin(ω0t) + 1

)
. (3.69)

Figure 3.1: Graph of γ3(t) with cutoff frequencies ω0 = 1, 2, 3

One can see in fig. 3.1 that for various cutoff frequencies ω0 we indeed have times such

that γ3(t) < 0. Analytically this isn’t solvable. Note that since

N(Φ) =
∑
n∈N

D(tmin
n , ρ, ν)−D(tmax

n , ρ, ν) (3.70)

with σ(t, ρ, ν) > 0 for t ∈ (tmax
n , tmin

n ) it is sufficient to know the behavior of the trace

distance D for large t, if we want to check that N(φ) =∞.

We will focus on the case with ω0 = 5. In Figure 3.2 we see plotted γ3(t) and Γ3(t)

with ω0 = 5. Define γω0
s as the function where s and ω0 are fixed and similarly Γω0

s . By

xn we denote the roots of γ5
3(t).

For large t we see from (3.68) that γ5
3(t) behaves like γ5

3 := −25
t

cos(5t) (by the overline

symbol we describe the behavior of the function for large t) and consequently Γ5
3(t)

behaves like

Γ5
3 :=

25

2
− 5

t
sin(5t). (3.71)

Plotting Γ5
3 with Γ5

3 (see fig. 3.3) and γ5
3 with γ5

3 (see fig. 3.4) we see that they coincide

very well for large t.

We can thus approximate for large t the n-th root xn of γ5
3 by that of γ5

3 ,
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Figure 3.2: Γ3(t) and γ3(t) with ω0 = 5

xn =
(n+ 1

2
)π

5
, n ∈ N (3.72)

and

γ5
3(t) < 0⇔ t ∈ (x2n−1, x2n) . (3.73)

Calculating N(Φ) using (3.62) with

Γ(bn) ≈ Γ5
3(x2n) = +

25

(2n− 1
2
)π

+
25

2
(3.74)

Γ(an) ≈ Γ5
3(x2n−1) = − 25

(2n+ 1
2
)π

+
25

2
(3.75)

and the fact that for large t we have

Γ5
3(t) ≈ Γ5

3(t). (3.76)
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Figure 3.3: Comparison for large t

Γ5
3(t) and Γ5

3(t) in comparison

Figure 3.4: Comparison for large t

γ5
3(t) and γ5

3(t) in comparison



53

Using additionally ex ≈ 1 + x for x� 1 we can approximate

N(Φ) =
∑
n≥1

e−Γ5
3(x2n) − e−Γ5

3(x2n−1)

≈
∑
n≥1

e−Γ5
3(x2n) − e−Γ5

3(x2n−1)

= e−
25
2

∑
n≥1

e
+

25

(2n+
1
2

)π − e
− 25

(2n−1
2

)π

≈ e−
25
2

∑
n≥1

25

(2n+
1
2

)π
+ 25

(2n−1
2

)π
+O

(
1
n2

)
= e−

25
2

∑
n≥1

100n

4πn2 − 1
4
π

+O
(

1
n2

)
≈ e−

25
2

∑
n≥1

25

nπ
+O

(
1
n2

)
= +∞.

(3.77)

We see that the series
∑

n≥1 e
−Γ5

3(x2n) − e−Γ5
3(x2n−1) diverges and we have infinite non-

Markovianity N(Φ). This means that for the spectral density J(ω) = ω3χω≤5 we can

never approximate the master equation through a Markovian one.

References [14, 13, 1] have discussed the case when we choose a spectral density of the

form

J(ω) =
ωs

ωs−1
0

e−ω/ω0 , (3.78)

where s > 0. I will briefly summarize the results for this case, as we have a finite non-

Markovianity N(Φ) here.

We have

Γs(t) =

∫ ∞
0

(1− cos(ωt))
ωs−2

ωs−1
0

e
− ω
ω0 dω (3.79)

γs(t) =

∫ ∞
0

sin(ωt)
ωs−1

ωs−1
0

e
− ω
ω0 dω. (3.80)
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Using the formulas from section C we get

Γs(t) = Γ̃(s− 1)

(
1− cos((s− 1) arctan(tω0))

(t2ω2
0 + 1)

s−1
2

)
(3.81)

γs(t) =
ω0Γ̃(s)

(t2ω2
0 + 1)

s
2

sin(s arctan(tω0)), (3.82)

where Γ̃(s) is the Euler gamma function
∫∞

0
e−tts−1dt. Since arctan(ω0t) ∈ (0, π

2
), as it is

the principal branch only, for t > 0 we have that

sin(s arctan(ω0t)) ∈ (0, 1) for s ≤ 2. (3.83)

Hence γs(t) > 0 for s ≤ 2 and the process is Markovian in the sub-ohmic 0 < s < 1 and

ohmic s = 1 case. Only for s > 2, the super-ohmic case, do we have a non-Markovian

process. We denote the critical parameter for which the switch from Markovian to non-

Markovian behavior occurs as scrit. In this model we have assumed low temperature,
1
T
≈ βω → ∞ and concluded scrit = 2. This value actually depends on the temperature

T . In [14] it has been shown numerically that for an increase of temperature we also

encounter an increase of scrit until we reach its maximum value of scrit = 3 for an infinite

temperature.

We will first show that the number of roots of γs(t) depends on the parameter s for this

spectral density. Let y(t) := arctan(ω0t) ∈ (0, π
2
) for t > 0 and consider

w(y) := sin(sy). (3.84)

Then for s > 2

sy ∈
(
0, sπ

2

)
(3.85)

and w(y) has d s
2
e many roots at nπ for n < d s

2
e and n ∈ N. We thus have possible intervals

such that γs(t) < 0 for s > 2. Then for γs(t) we get

γs(t) = 0⇔ sy(t) = nπ (3.86)

⇔ arctan(ω0t) =
nπ

s
(3.87)

⇔ t =
tan
(
nπ
s

)
ω0

for n ∈ N, n < d s
2
e. (3.88)
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For example for s = 3 and s = 4 we have one zero at t =
√

3
ω0

and t = 1
ω0

respectively.

More generally it has been shown in [1] that the intervals such that γs(t) < 0 for t ∈ (a1, b1)

are given by

2 < s 6 4 : a1 =
tan
(
π
s

)
ω0

b1 =∞ (3.89)

4 < s 6 6 : a1 =
tan
(
π
s

)
ω0

b1 =
tan
(

2π
s

)
ω0

(3.90)

For s > 6 we have more than one interval in which γs(t) < 0 .

The analytic expressions for Γ(t) at the interval boundaries are

Γ(a1) = Γ̃(s− 1)
(
1 + coss(π

s
)
)

(3.91)

2 < s 6 4 : Γ(b1) = Γ̃(s− 1) (3.92)

4 < s 6 6 : Γ(b1) = Γ̃(s− 1)
(
1− coss(2π

s
)
)

. (3.93)

We will study the case s = 3 more explicitly now. We have

γ3(t) =
2ω0

(t2ω2 + 1)
3
2

sin (3 arctan(tω0)) (3.94)

Γ3(t) = 1− cos (2 arctan(tω0))

(t2ω2
0 + 1)

. (3.95)

Now using (3.62) to calculate the non-Markovianity N(Φ), the roots in equation (3.89)

and the analytic expressions (3.91) and (3.92), we calculate

N(Φ) =

∫
γ3(t)<0

σ(t, ρ, ν)dt

=

∫ ∞
tan

(π
3

)
ω0

−γ3(t)e−Γ3(t)dt

= e−Γ̃(2) − e−Γ̃(2)(1+cos3(π
3

))

= 0.0432. (3.96)

In Fig. 3.5 we see plotted the calculated Non-Markovianity N(Φ) for different choices of

s. It is interesting to note that for s ≈ 3.7 we reach the maximum for N(Φ) and for s ≈ 6

we have N(Φ) ≈ 0.

We see here that we can have a finite measure N(Φ) and memory effects are present

in this case.
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Figure 3.5: N(Φ) in dependence of s

Summary

In this chapter we have calculated the non-Markovianity N for the three cases of chapter

2. A spin coupled to finite many oscillators always gives an infinite non-Markovianity N .

In the case of the spin coupled to a free bosonic field though the result for N is not unique.

We need to distinguish between different spectral density functions J(ω). For a spectral

density of form (3.63) for s = 3 and ω0 = 5 we calculated an infinite non-Markovianity

N (see (3.77)). Choosing a spectral density of the form (3.78) we obtain finite non-

Markovianity for different choices of s. In summary we see that for different choices of the

spectral density J(ω) we obtain a range between 0 and ∞ for the non-Markovianity, N .

For comparison I will also reference [5] which discusses the case of a Lorentzian spectral

density

J(ω) =
γ0λ

2

2π ((ω0 −4− ω)2 + λ2)
(3.97)

with 4 being the detuning amount of the center, ω0 the transition frequency and works

in the weak coupling limit γ0/λ = 0.01 (damped Jaynes-Cummings model). In this case
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results are obtained through numerical methods and the findings for the non-Markvoianity

depending on the variable 4/λ are within a finite range, i.e. 0 ≤ N <∞.



Chapter 4

Mean field evolution of open

quantum system

As mentioned in the introduction we are interested in systems that can be described

through open quantum systems which don’t assume a Markovian approximation, hence

are non-Markovian. So far we have dealt with only a single spin coupled to different

environments. Systems of interest though in physics, biology and chemistry are often very

complex and involve a large number of quantum particles coupled to an environment and

a large number of degrees of freedom. The master equation for such a system is extremely

difficult to solve and one can try to approximate the equation in various ways. One such

approach is the mean field approximation. In this approximation we sacrifice the ’easy’

evolution of the single particle for a more complicated one, but trade the complexity of

the system (large number of particles) for particle independence. This is achieved by

approximating the effect all other particles have on one individual particle by just a single

averaged effect.

4.1 Description of the problem

We want to measure the non-Markovianity N(Φ) for a system of Ntot identical quantum

particles coupled to local and common reservoirs in thermal equilibrium. In the work by

Berman and Merkli in [24] the dynamics in the mean field evolution of such a system is

explicitly solved. The following situation is considered.
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Figure 4.1: Mean Field Case

Ntot particles, each coupled to a local reservoir through Hamiltonian Hloc and also
individually coupled to the common reservoir through the Hamiltonian Hcol. No direct
coupling between particles.

The Hilbert Space of the total system is

C2 ⊗ · · · ⊗ C2 ⊗F ⊗F ⊗ · · · ⊗ F , (4.1)

where C2 is the Hilbert space of the single particle (Ntot times) and F is the Hilbert space

of the reservoir (Ntot local and one common reservoir). The dynamics is governed by the

mean field scaled Hamiltonian

HN =
Ntot∑
j=1

Aj +
Ntot∑
j=1

Kj +K (4.2)

+
Ntot∑
j=1

χjVj ⊗ ϕj(fj) (4.3)

+
χc√
Ntot

Ntot∑
j=1

Wj ⊗ ϕ(f). (4.4)

The first term (4.2) describes the free evolution of the single particle (Hamiltonian Aj), free

evolution of the local (Kj) and collective (K) reservoir, (4.3) is the sum of Hamiltonians of

each single particle j interacting with its local reservoir and (4.4) describes the interaction

between each particle j and the collective reservoir. We see here that the collective coupling

(4.4) is scaled in the mean field way by the factor χc√
Ntot

.

We now consider the specific case with Ntot spins and the common and all local

reservoirs given by a heat bath, modeled through a spatially infinitely free Bose gas
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initially in thermal equilibrium all at the same temperature T = 1/β. For a more

detailed description of the free field evolution and single spin evolution see section 2.3,

we just remind here that for all j

Aj =
ω

2
σz (4.5)

Kj = K =

∫
R3

|k|a∗(k)a(k)d3k, (4.6)

with ω > 0 being the frequency of a spin. The interaction terms (4.3) and (4.4) are the

same for each spin and are specified with ϕ(f) being the field operator from section 2.3

for some form factor f ∈ L2(R3, d3k) and

Vj = Wj = 1
2
σz, ∀j. (4.7)

We take all coupling constants χj to the local reservoirs to be equal χj = χl, as well as

the coupling constant χc to the collective reservoir to be any real number, not necessarily

small.

The main result of [24] is the following: Consider now a fixed n-particle sub-system of the

large Ntot-particle system starting in a product initial state

ρ0 ⊗ · · · ⊗ ρ0 (Ntot-fold). (4.8)

The reduced n-particle state evolves according to

ρn,Ntot(t) = Trn+1,Ntot

(
e−itHNtotρ0 ⊗ · · · ⊗ ρ0 ⊗ ρ~Re

itHNtot

)
, (4.9)

where ρ~R is the product state of the common reservoir and all Ntot local reservoirs. Here

we take the trace, Trn+1,Ntot , over all other particles n+1, n+2, . . . , Ntot and all reservoirs.

We now keep n fixed and let Ntot →∞. The result is that the reduced n-particle state at

any time t is a factorized one-particle state. We denote this by

ρn,Ntot(t)→ ρt ⊗ · · · ⊗ ρt, Ntot →∞, (n-fold). (4.10)
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Each single spin density matrix ρt, qubits in our case, evolves according to the Hartree-

Lindblad equation (Theorem 1.1 in [24])

iρ̇t = ω
2
[σz, ρt] + 1

2
χ2
cṠ(t) Tr2[σz ⊗ σz, ρt ⊗ ρt]−

i

4
χ2
l Γ̇l(t)[σz, [σz, ρt]]. (4.11)

The first term on the right side derives from the free evolution of the spin j, the second

term is the mean field averaged effect through the effective operator Weff = 1
4
Ṡ(t)σz ⊗ σz

on the individual particle j from all other particles through the collective reservoir and

the third term originates from the coupling to the local reservoir. The quantities S(t) and

Γl(t) are given by

Γl(t) =

∫
R3

|f(k)|2 coth(β|k|/2)
sin2(|k|t/2)

|k|2
d3k (4.12)

S(t) =
1

2

∫
R3

|f(k)|2 |k|t− sin(|k|t)
|k|2

d3k. (4.13)

Considering the initial state ρ(0) =
(

p ρ12(0)
ρ∗12(0) 1−p

)
the solution to (4.11) for a single spin

density matrix is given by

ρ(t) =

(
p ρ12(0)c12(t)

ρ∗12(0)c∗12(t) 1− p

)
(4.14)

with

c12(t) = e−iωte−
i
2
χ2
c(2p−1)S(t)e−χ

2
l Γl(t). (4.15)

4.2 Trace distance and asymptotic behavior

Here we will calculate the quantities D(t, ρ, ν) and σ(t, ρ, ν) to use in the following section

for the non-Markovianity N(Φ). We will also calculate the asymptotic behavior for large

t of these quantities to use for calculations for the quantum system described in section

4.1. Let

ρ(t) =

(
p ρ12(0)cp12(t)

ρ∗12(0)(cp12(t))∗ 1− p

)
(4.16)

and

ν(t) =

(
q ν12(0)cq12(t)

ν∗12(0)(cq12(t))∗ 1− q

)
(4.17)
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be the density matrices at time t, with cp,q12 (t) as in (4.15), with initial states

ρ(0) =

(
p ρ12(0)

ρ∗12(0) 1− p

)
(4.18)

and

ν(0) =

(
q ν12(0)

ν∗12(0) 1− q

)
. (4.19)

For the calculation of σ(t, ρ, ν) we need

d

dt
Γl(t) := γ(t) =

1

2

∫
R3

|f(k)|2 coth(β|k|/2)
sin(|k|t)
|k|

d3k (4.20)

d

dt
S(t) := s(t) =

1

2

∫
R3

|f(k)|2 1− cos(|k|t)
|k|

d3k. (4.21)

We have (compare to (1.34), (1.35))

α(t) = ρ11 − ν11 = p− q (4.22)

υ(t) = ρ12(0)cp12(t)− ν12(0)cq12(t) (4.23)

= e−iωte−χ
2
l Γl(t)

(
ρ12(0)e−

i
2
χ2
cS(t)(2p−1) − ν12(0)e−

i
2
χ2
cS(t)(2q−1)

)
(4.24)

and using lemma 1.2.3 gives us the trace distance as

D(t, ρ, ν) =
√
α(t)2 + |υ(t)|2. (4.25)

The rate of change σ(t, ρ, ν) is given by equation (1.44)

σ(t, ρ, ν) =
α(t)α′(t) + 1

2
(|υ(t)|2)

′√
α2(t) + |υ(t)|2

=:
Z(t)

W (t)
. (4.26)

Calculating the necessary quantities for σ and writing for short ρ12 ≡ ρ12(0) and similarly

for ν12(0) results in:
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|υ(t)|2 = e−2χ2
l Γl(t)

[
|ρ12|2 + |ν12|2 − 2Re

(
ρ∗12ν12e

iχ2
cS(t)(p−q)

)]
(4.27)

= e−2χ2
l Γl(t)

[
|ρ12|2 + |ν12|2 − 2Re(ρ∗12ν12) cos

(
χ2
cS(t)(p− q)

)
+2Im(ρ∗12ν12) sin

(
χ2
cS(t)(p− q)

)] (4.28)

(
|υ(t)|2

)′
= −2χ2

l γ(t)|υ(t)|2 + 2e−2χ2
l Γl(t)χ2

cs(t)(p− q)×{
Re(ρ∗12ν12) sin

(
χ2
cS(t)(p− q)

)
+ Im(ρ∗12ν12) cos

(
χ2
cS(t)(p− q)

)} (4.29)

and we can write

Z(t) = −χ2
l γ(t)|υ(t)|2 + e−2χ2

l Γl(t)χ2
cs(t)(p− q)×{

Re(ρ∗12ν12) sin
(
χ2
cS(t)(p− q)

)
+ Im(ρ∗12ν12) cos

(
χ2
cS(t)(p− q)

)} (4.30)

W (t) =

√
(p− q)2 + e−2χ2

l Γl(t) [|ρ12|2 + |ν12|2 − 2Re (ρ∗12ν12eiχ
2
cS(t)(p−q))]. (4.31)

As shown in appendix B we can rewrite

Γl(t) =
1

π

∫ ∞
0

J(ω)
1− cos(ωt)

ω2
coth

(
βω

2

)
dω (4.32)

γ(t) =
1

π

∫ ∞
0

J(ω)
sin(ωt)

ω
coth

(
βω

2

)
dω (4.33)

S(t) =
1

π

∫ ∞
0

J(ω)
ωt− sin(ωt)

ω2
dω (4.34)

s(t) =
1

π

∫ ∞
0

J(ω)
1− cos(ωt)

ω
dω (4.35)

with spectral density J(ω). To explicitly calculate N(Φ) we need to specify the spectral

density J(ω) in the quantities Γl(t) and S(t). We will use a ohmic-like spectral density,

with some reservoir cutoff frequency ω0 > 0

J(ω) =
ωs

ωs−1
0

e
− ω
ω0 , s > 1. (4.36)
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We will only consider the super-ohmic case s > 1 here. Considering low temperature

(βω0 →∞), we have coth
(
βω
2

)
≈ 1 in the integrals (4.32)-(4.35) and thus

Γl(t) =
1

π

∫ ∞
0

(1− cos(ωt))
ωs−2

ωs−1
0

e
− ω
ω0 dω (4.37)

γ(t) =
1

π

∫ ∞
0

sin(ωt)
ωs−1

ωs−1
0

e
− ω
ω0 dω (4.38)

S(t) =
1

π

∫ ∞
0

(ωt− sin(ωt))
ωs−2

ωs−1
0

e
− ω
ω0 dω (4.39)

s(t) =
1

π

∫ ∞
0

(1− cos(ωt))
ωs−1

ωs−1
0

e
− ω
ω0 dω. (4.40)

Using the formulas from appendix C we have

Γl(t) =
Γ̃(s− 1)

π

(
1− cos((s− 1) arctan(tω0))

(t2ω2
0 + 1)

s−1
2

)
(4.41)

γ(t) =
ω0Γ̃(s)

π(t2ω2
0 + 1)

s
2

sin(s arctan(tω0)) (4.42)

S(t) =
Γ̃(s− 1)

π

(
ω0(s− 1)t− sin((s− 1) arctan(tω0))

(t2ω2
0 + 1)

s−1
2

)
(4.43)

s(t) =
ω0Γ̃(s)

π

(
1− cos(s arctan(tω0))

(t2ω2
0 + 1)

s
2

)
, (4.44)

where Γ̃(s) is the Euler gamma function

Γ̃(s) =

∫ ∞
0

e−tts−1dt. (4.45)

The question now is again, when is σ > 0? Since an analytic solution cannot be

elaborated we will approximate the solution for large t. Remember that the

non-Markovianity N(Φ) is a series and for divergence of such we only need to know the

behavior of the summands for large times and we can use approximations to calculate

N(Φ). First recall the following Lemma

Lemma 4.2.1. The product of a null sequence and a bounded sequence is a null sequence.
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With

lim
t→∞

sin(s arctan(tω0)) = sin
(
s
π

2

)
(4.46)

lim
t→∞

ω0Γ̃(s)

π(t2ω2
0 + 1)

s
2

= 0 (4.47)

for fixed ω0 and fixed s > 1 we have

lim
t→∞

γ(t) = 0. (4.48)

We can then approximate for sufficiently large t

cos(s arctan(tω0))

(t2ω2
0 + 1)

s
2

≈ 0 and (4.49)

sin((s− 1) arctan(tω0))

(t2ω2
0 + 1)

s−1
2

≈ 0. (4.50)

Taking this into consideration we can conclude that for large t the functions (4.41)-(4.44)

behave like (by the overline symbol we describe the behavior of the function for

sufficiently large t)

S(t) =
Γ̃(s)ω0

π
t (4.51)

Γl =
Γ̃(s− 1)

π
(4.52)

s =
Γ̃(s)ω0

π
(4.53)

γ(t) = 0. (4.54)

Note here that the functions Γl and s do not depend on t and that s is not the parameter
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s but the function s(t) for large t. Or using the asymptotic notation we write

S(t) =
Γ̃(s)ω0

π
t+O(t1−s) (4.55)

Γl(t) =
Γ̃(s− 1)

π
+O(t1−s) (4.56)

s(t) =
Γ̃(s)ω0

π
+O(t−s) (4.57)

γ(t) = O(t−s). (4.58)

Taking this into consideration we can write for large t

Z(t) = e−2χ2
l Γlχ2

cs(p− q)×
{
Re(ρ∗12ν12) sin

(
χ2
cS(t)(p− q)

)
+Im(ρ∗12ν12) cos

(
χ2
cS(t)(p− q)

)}
= e−2χ2

l
Γ̃(s−1)
π χ2

c
Γ̃(s)ω0

π
(p− q)×

{
Re(ρ∗12ν12) sin

(
χ2
c

Γ̃(s)ω0

π
(p− q)t

)
+Im(ρ∗12ν12) cos

(
χ2
c

Γ̃(s)ω0

π
(p− q)t

)}
(4.59)

W (t) =

{
(p− q)2 + e−2χ2

l Γl
[
|ρ12|2 + |ν12|2 − 2Re

(
ρ∗12ν12e

iχ2
cS(t)(p−q)

) ]}1/2

(4.60)

and

σ(t, ρ(t), ν(t)) =
Z(t)

W (t)
. (4.61)

Define

g := e−2χ2
l

Γ̃(s−1)
π (4.62)

c := Re(ρ∗12(0)ν12(0)) (4.63)

d := Im(ρ∗12(0)ν12(0)) (4.64)

θ := χ2
c

Γ̃(s)ω0

π
(p− q). (4.65)

We then write

σ(t, ρ, ν) =
θg
(
c sin θt+ d cos θt

)
D(t, ρ, ν)

. (4.66)
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Using (see for example [7] p. 83) and sgn being the Signum function

a cosκ+ b sinκ = sgn(a)
√
a2 + b2 cos

(
κ+ arctan

(
− b

a

))
(4.67)

and defining

δ := arctan

(
d

c

)
, c 6= 0, (4.68)

we have

σ(t, ρ, ν) =
θ · g · sgn(c)

√
c2 + d2 cos

(
θt− δ

)
D(t, ρ, ν)

(4.69)

with the trace distance for large t being

D(t, ρ, ν) =

{
(p− q)2 + g ·

(
|ρ12|2 + |ν12|2 − 2sgn(c)

√
c2 + d2 cos(θt+ δ)

)}1/2

. (4.70)

We then have for the asymptotic non-Markovianity N(Φ)

N(Φ) = max
ρ(0),ν(0)

∫
σ>0

σ(t, ρ(0), ν(0))dt. (4.71)

Using the asymptotic notations (4.55)-(4.58), |e1/t − 1| ≥ 2/t for t sufficiently large and

s > 1 we find

e−Γl(t) = eΓl +O(t1−s) (4.72)

sin(τS(t)) = sin
(
τS(t)

)
+O(t1−s) (4.73)

cos(τS(t)) = cos
(
τS(t)

)
+O(t1−s), (4.74)

where τ = χ2
c(p− q). Using this we can write (see page 63)

|υ(t)|2 = e−2χ2
l Γl(t)

(
|ρ12|2 + |ν12|2 − 2c cos(τS(t)) + 2d sin(τS(t))

)
(4.75)

= e−2χ2
l Γl
(
|ρ12|2 + |ν12|2 − 2c cos

(
τS(t)

)
) + 2d sin

(
τS(t)

))
+O(t1−s) (4.76)

= g

(
|ρ12|2 + |ν12|2 − 2sgn(c)

√
c2 + d2 cos(θt+ δ)

)
+O(t1−s) (4.77)

Thus we can write, see (4.70)

D(t, ρ, ν) =
√

(p− q)2 + |υ(t)|2 = D(t, ρ, ν) +O(t1−s). (4.78)
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For Z(t) (see (4.30)) we use the same approach and with γ(t) = O(t−s) we have

γ(t)|υ(t)|2 = O(t−s). (4.79)

We can thus write using (4.69)

σ(t, ρ, ν) = σ(t, ρ, ν) +O(t1−s) =
θ · g · sgn(c)

√
c2 + d2 cos

(
θt− δ

)
D(t, ρ, ν)

+O(t1−s). (4.80)

We will need to consider different cases depending on the off-diagonals ρ12(0) and ν12(0)

having a real and/or complex component. We will also assume χc 6= 0 from here on as

otherwise the Ntot particle system is not coupled to the collective reservoir. We have four

cases to consider for c = Re(ρ∗12(0)ν12(0)) and d = Im(ρ∗12(0)ν12(0)):

1. c 6= 0 and d = 0

2. c = 0 and d 6= 0

3. c 6= 0 and d 6= 0

4. c = 0 and d = 0

4.3 Main Result

We will show that for the case when we have an averaged effect from all spins on a single

spin, 1. − 3., that for all initial spins, all coupling constants χl, all coupling constants

χc 6= 0 and for all s > 1 we have a diverging non-Markovianity N(Φ). For c = d = 0 we

can identify the time evolution of the spins with the system of a single spin coupled to

a bosonic field, same as section 2.3. To show our result we invoke Theorem 4.3.2 below.

The assumptions (4.86) - (4.88) from the main theorem 4.3.2 are verified by the figures

4.2, 4.3 and 4.4 for the three cases. We can then directly use theorem 4.3.2 to conclude

N(Φ) =∞.

Remark 4.3.1. Recall that

N(Φ) = max
ρ(0),ν(0)

∫
σ>0

σ(t, ρ(0), ν(0))dt (4.81)

is a maximization problem for the initial conditions ρ(0), ν(0). We denote the optimal

state pair that maximizes N(Φ) by ρmax(0), νmax(0). The optimal state pair must satisfy



69

the conditions (D.2) - (D.4). But if we find specific initial conditions ρ(0), ν(0) satisfying∫
σ>0

σ(t, ρ(0), ν(0))dt = +∞ (4.82)

but not necessarily (D.2) - (D.4) we can conclude

N(Φ) ≥
∫
σ>0

σ(t, ρ(0), ν(0))dt = +∞ (4.83)

and thus have an infinite non-Markovianity. This argument of course also holds for

N(Φ) = max
ρ(0),ν(0)

∫
σ>0

σ(t, ρ, ν)dt. (4.84)

With the following main theorem we can conclude a diverging non-Markovianity if the

systems trace distance and rate of change fulfill certain assumptions.

Theorem 4.3.2. Let an, bn be consecutive zeros of σ(t, ρ, ν) s.t.

σ(t, ρ, ν) > 0 for t ∈ (an, bn). (4.85)

Assume there is an n0 such that for all n > n0 there exist ξn > 0 s.t.

σ(t, ρ, ν) >
σ(t, ρ, ν)

2
for t ∈ (an + ξn, bn − ξn) (4.86)

and

lim
n→∞

ξn = 0. (4.87)

Suppose also that there is a ζ > 0 s.t. for some initial quantum pair ρ(0), ν(0)

4n = D(bn, ρ, ν)−D(an, ρ, ν) ≥ ζ , n ≥ n0. (4.88)

Then

N(Φ) =∞. (4.89)
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Proof. With t0 = O(n0) we have∫
σ>0

σ(t, ρ(0), ν(0))dt ≥
∫
∪n≥n0

(an+ξn,bn−ξn)

σ(t, ρ(0), ν(0))dt

≥ 1

2

∫
∪n≥n0

(an+ξn,bn−ξn)

σ(t, ρ(0), ν(0))dt

=
1

2

∑
n≥n0

(
D(bn − ξn, ρ(0), ν(0))−D(an + ξn, ρ(0), ν(0))

)
=

1

2

∑
n≥n0

(
4n +O(ξn)

)
=∞.

(4.90)

We thus conclude with remark 4.3.1

N(Φ) =∞. (4.91)

�

Instead of checking the validity of (4.86) - (4.88) by using the graphs in the figures,

one could reason analytically as follows. As υ(t) goes to zero exponentially quickly

according to (4.24), σ(t, ρ(0), ν(0)) is very quickly becoming periodic in t and has

periodically reoccurring maxima. The values of the maxima are independent of t and so

is the length of the intervals between consecutive zeroes, for large t. From this it is

immediate that one can find ξn that fulfills the assumptions (4.86) and (4.87). We will

now show that there exist specific initial values ρ(0) and ν(0) for cases 1. − 3. such that

N(Φ) =∞. We also plot σ and N(Φ) for all four cases and can validate the assumptions

(4.86) - (4.88) with figures 4.2, 4.3 and 4.4 for the systems when an averaged effect from

all other spins is present. When there is no averaged effect, c = d = 0, we can identify

the system with that of a single spin coupled to one bosonic field, same as section 2.3.

1. c 6= 0 and d = 0.

According to (4.69) and (4.70) we can approximate σ(t, ρ, ν) and the trace distance
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for large t to behave like

σ(t, ρ, ν) =
θ · g · c · sin

(
θt
)

D(t, ρ, ν)
(4.92)

D(t, ρ, ν) =

{
(p− q)2 + g ·

(
|ρ12|2 + |ν12|2 − 2c cos(θt)

)}1/2

. (4.93)

Keeping the constraints (D.2) - (D.4) from appendix D in mind choose

p = 0.8 q = 0.2 ρ12 = 0.4 ν12 = −0.4. (4.94)

It follows that

θ > 0, c = −0.16. (4.95)

Consequently the n-th root xn of σ is given by

xn =
nπ

θ
,n ∈ N0. (4.96)

Calculating D(t, ρ(t), ν(t)) for t = x2n−1 and t = x2n with

x2n−1 =
(2n− 1)π

θ
(4.97)

x2n =
2nπ

θ
(4.98)

results in

D(x2n, ρ, ν) =

{
(p− q)2 + g ·

(
|ρ12|2 + |ν12|2 − 2c cos(2nπ)

)}1/2

(4.99)

D(x2n−1, ρ, ν) =

{
(p− q)2 + g ·

(
|ρ12|2 + |ν12|2 − 2c cos((2n− 1)π)

)}1/2

. (4.100)

This gives (note that c = −0.16 < 0)

σ(t, ρ, ν) > 0⇔ t ∈ (x2n−1, x2n) for n ∈ N (4.101)
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and using equations (4.99) and (4.100) we have

D(x2n, ρ, ν) =
√

0.36 + g(0.32 + 0.32 cos(2nπ)) =
√

0.36 + 0.64g (4.102)

D(x2n−1, ρ, ν) =
√

0.36 + (0.32 + 0.32 cos((2n− 1)π)) = 0.6. (4.103)

Since g = e−2χ2
l Γ̃(s−1)/π > 0 it follows that for all n ∈ N

D(x2n, ρ, ν) > D(x2n−1, ρ, ν) ∀χl ∈ R,∀ω0, χc ∈ R \ 0 and ∀s > 1. (4.104)

We then have for all g

4n = D(x2n, ρ, ν)−D(x2n−1, ρ, ν) =
√

0.36 + 0.64g − 0.6 > 0. (4.105)

Thus for the initial quantum states ρ(0) =

(
0.8 0.4

0.4 0.2

)
, ν(0) =

(
0.2 −0.4

−0.4 0.8

)
we

can calculate N(Φ) using remark 4.3.1

N(Φ) =
∑
n≥1

D(x2n, ρ, ν)−D(x2n−1, ρ, ν) (4.106)

=
∑
n≥1

√
0.36 + 0.64g − 0.6 (4.107)

= +∞. (4.108)

In figure 4.2 we see plotted σ(t, ρ, ν) and D(t, ρ, ν) for the initial values (4.94). We

see here that σ(t, ρ, ν) is periodic and becomes very positive quickly in all intervals

(an, bn) compared to O(t1−s). We can thus choose ξn = O(n1−s) and this together

with (4.105) fulfills assumptions (4.86)-(4.88).

2. c = 0 and d 6= 0.

According to (4.61) we can approximate σ(t, ρ, ν) and the trace distance for large t

by

σ(t, ρ, ν) =
θ · g · d · cos

(
θt
)

D(t, ρ, ν)
(4.109)

D(t, ρ, ν) =

{
(p− q)2 + g ·

(
|ρ12|2 + |ν12|2 + 2d sin(θt)

)}1/2

. (4.110)
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Figure 4.2: Trace distance and rate of change for c 6= 0 and d = 0

Graph of the asymptotic trace distance D(t, ρ, ν) and σ(t, ρ, ν) for t ∈ (0, 100) and the
initial values p = 0.8, q = 0.2, ρ12 = 0.4, ν12 = −0.4 and s = 3, ω0 = χc = χl = 1.

Choosing

p = 0.8 q = 0.2 ρ12 = i0.4 ν12 = −0.4, (4.111)

results in

θ > 0, d = Im(ρ∗12ν12) = +0.16. (4.112)

Consequently the n-th root xn of σ is given by

xn =
(2n+ 1)π

2θ
, n ∈ N0 (4.113)

and we have

σ(t, ρ, ν) > 0⇔ t ∈ (x2n+1, x2n+2) , n ∈ N. (4.114)

Calculating D(t, ρ(t), ν(t)) for t = x2n+1 and t = x2n+2 with

x2n+1 =
(4n+ 3)π

2θ
(4.115)

x2n+2 =
(4n+ 5)π

2θ
(4.116)
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results in

D(x2n+1, ρ, ν) =
√

0.36 + g(0.32 + 0.32 sin
(

3
2
π
)
) = 0.6 (4.117)

D(x2n+2, ρ, ν) =
√

0.36 + g(0.32 + 0.32 sin
(

5
2
π
)
) =

√
0.36 + 0.64g. (4.118)

Again we have for all n ∈ N

D(x2n+2, ρ, ν) > D(x2n+1, ρ, ν) ∀χl ∈ R,∀ω0, χc ∈ R \ 0 and ∀s > 1. (4.119)

It follows that for all g

4n =
√

0.36 + 0.64g − 0.6 > 0. (4.120)

For the asymptotic behavior for N(Φ) we calculate

N(Φ) =
∑
n≥1

D(x2n+2, ρ, ν)−D(x2n+1, ρ, ν)

=
∑
n≥1

√
0.36 + 0.64g − 0.6

= +∞.

(4.121)

In figure 4.3 we see plotted σ(t, ρ, ν) and D(t, ρ, ν) for the initial values (4.111). As

in the first case, we see that σ(t, ρ, ν) is periodic and becomes very positive quickly

in all intervals (an, bn) compared to O(t1−s). We can thus choose again ξn = O(n1−s)

and this together with (4.120) fulfills assumptions (4.86)-(4.88).

3. c 6= 0 and d 6= 0

According to (4.69) and (4.70) we have

σ(t, ρ, ν) =
θ · g · sgn(c)

√
c2 + d2 cos

(
θt− δ

)
D(t, ρ, ν)

(4.122)

and

D(t, ρ, ν) =

{
(p−q)2+g·

(
|ρ12|2+|ν12|2−2sgn(c)

√
c2 + d2 cos(θt+ δ)

)}1/2

. (4.123)
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Figure 4.3: Trace distance and rate of change for c = 0 and d 6= 0

Graph of the asymptotic trace distance D(t, ρ, ν) and σ(t, ρ, ν) for t ∈ (0, 100) and the
initial values p = 0.8, q = 0.2, ρ12 = i0.4, ν12 = −0.4 and s = 3, ω0 = χc = χl = 1.

Letting ρ12(0) = e+ if and ν12(0) = m+ in it is

c = em+ fn (4.124)

d = en− fm. (4.125)

Choosing

p = 0.8 q = 0.2 e =
√

0.08 f = 0.1 m = 0.4 n = 0, (4.126)

we calculate

c =
√

0.08 · 0.4 d = −0.04 c2 = 0.0128 d2 = 0.0016

|ρ12(0)|2 = 0.09 |ν12(0)|2 = 0.16.
(4.127)

With θ > 0 we calculate the roots of σ(t, ρ, ν) to be given by

xn =
(2n+ 1)π

2θ
+
δ

θ
. (4.128)
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With these values we have

σ(t, ρ, ν) > 0 for t ∈ (x2n+1, x2n+2) (4.129)

and the interval boundaries are given by

x2n+1 =
(4n+ 3)π

2θ
+
δ

θ
(4.130)

x2n+2 =
(4n+ 5)π

2θ
+
δ

θ
. (4.131)

With

cos(θx2n+1 + δ) = cos
(

3π
2

+ 2δ
)

= sin(2δ) (4.132)

cos(θx2n+2 + δ) = cos
(

5π
2

+ 2δ
)

= − sin(2δ) (4.133)

we have

D(x2n+1, ρ, ν) =

{
(p− q)2 + g

(
|ρ12|2 + |ν12|2 − 2sgn(c)

√
c2 + d2 sin(2δ)

)}1/2

(4.134)

D(x2n+2, ρ, ν) =

{
(p− q)2 + g

(
|ρ12|2 + |ν12|2 + 2sgn(c)

√
c2 + d2 sin(2δ)

)}1/2

.

(4.135)

We now choose specific initial states to show that the non-Markovianity is infinite.

ρ(0) =

(
0.8

√
0.08 + i0.1√

0.08− i0.1 0.2

)
(4.136)

ν(0) =

(
0.2 0.4

0.4 0.8

)
(4.137)

and with δ = arctan(d/c) ∈ (0, π/2) and c > 0 we calculate according to (4.134) and

(4.135)

D(x2n+1, ρ, ν) =
√

0.36 + g(0.25− 0.24 sin(2δ)) (4.138)

D(x2n+2, ρ, ν) =
√

0.36 + g(0.25 + 0.24 sin(2δ)). (4.139)
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Recall now that δ is fixed and sin(2δ) ∈ (0, 1). It then follows that

D(x2n+2) > D(x2n+1), ∀g = e−χ
2
l

Γ̃(s−1)
π . (4.140)

As g is fixed we have that for all n ∈ N

4n =
√

0.36 + g(0.25 + 0.24 sin(2δ))−
√

0.36 + g(0.25− 0.24 sin(2δ)) > 0. (4.141)

Calculating the asymptotic non-Markovianity N(Φ) results in

N(Φ) =
∑
n≥1

D(x2n+2)−D(x2n+1)

=
∑
n≥1

√
0.36 + g(0.25 + 0.24 sin(2δ))−

√
0.36 + g(0.25− 0.24 sin(2δ))

= +∞.

(4.142)

In figure 4.3 we see plotted σ(t, ρ, ν) and D(t, ρ, ν) for the initial values (4.126).

Again we see that σ(t, ρ, ν) is periodic and becomes very positive quickly in all

intervals (an, bn) compared to O(t1−s). We can thus choose ξn = O(n1−s) and this

together with (4.141) fulfills assumptions (4.86)-(4.88).

4. c = 0 and d = 0

This means that either ρ12(0) = 0 or ν12(0) = 0. W.l.o.g. choose ν12(0) = 0.

It follows that the density matrix ν is stationary, i.e. ν(t) = ν(0) for all t, see

(4.14). According to (4.26) and (4.25) we have for σ and the trace distance D (not

approximated for large t)

σ(t, ρ, ν) =
−χ2

l γ(t)|ρ12|2e−2χ2
l Γl(t)√

(p− q)2 + |ρ12|2e−2χ2
l Γl(t)

(4.143)

D(t, ρ, ν) =

√
(p− q)2 + |ρ12|2e−2χ2

l Γl(t). (4.144)

This is the same as the situation of a single spin coupled to a bosonic field.
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Figure 4.4: Trace distance and rate of change for c 6= 0 and d 6= 0

Graph of the asymptotic trace distance D(t, ρ, ν) and σ(t, ρ, ν) for t ∈ (0, 100) and the
initial values p = 0.8, q = 0.2, ρ12 =

√
0.08 + i0.1, ν12 = 0.4 and s = 3, ω0 = χc = χl = 1.

Comparing (4.143) and (3.61) from section 3.3 we see that we have

α = ρ11 − ν11 = (p− q) (4.145)

|υ|2 = χ2
l |ρ12|2. (4.146)

We have shown on page 43 that if σ(t, ρ(0), ν(0)) is of the form (3.61) that the

optimal state pair for which maximization is reached in

N(Φ) = max
ρ(0),ν(0)

∫
σ>0

σ(t, ρ(0), ν(0))dt (4.147)

is given by any two initial states ρ(0), ν(0) that satisfy

α = p− q = 0 and |υ|2 = χ2
l |ρ12|2 = 1. (4.148)

In particular, we have p = q and the analysis is the same as for a single spin coupled

to the Bose field, hence we have

σ(t, ρ(t), ν(t)) = −χ2
l |ρ12(0)|γ(t)e−χ

2
l Γ(t). (4.149)
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Here we have the additional coupling constant χl to the local reservoir. Section 3.3

then is the special case for χl = 1. Note that here as in section 3.3, in contrast to

the other cases, we have a dependency of the parameter s, we denote this by using

the superscript s in the functions γsl (t) and Γsl (t).

We conclude this section by calculating a lower bound Nlow(Φ) with spectral density

of form J(ω) = ωs

ωs−1
0

e
− ω
ω0 for the specific value s = 3 and showing in particular that

it is strictly positive. Choose initial values

p = 0.5, q = 0.4 ρ12 = 0.5 ν12 = 0. (4.150)

Note that these values do not satisfy the constraints (D.2)-(D.4) for an optimal state

pair and thus we only have a lower bound for the non-Markovianity N(Φ). We now

have the initial quantum states ρ(0) =

(
0.5 0.5

0.5 0.5

)
, ν(0) =

(
0.4 0

0 0.6

)
.

Using the information from section 3.3 with a spectral density of form J(ω) =
ωs

ωs−1
0

e
− ω
ω0 , pages 53 and following, we can calculate a lower bound Nlow(Φ)

Nlow(Φ) =

∫
σ>0

σ(t, ρ, ν)dt

=
∑
n

D(bn, ρ, ν)−D(an, ρ, ν),
(4.151)

where again (an, bn) are the intervals such that σ > 0. For example for 2 < s ≤ 4

(see page 54) we have one interval such that σ > 0 and we can calculate:

a1 =
tan
(
π
s

)
ω0

, b1 =∞ (4.152)

Γl(a1) =
Γ̃(s− 1)

π

(
1 + coss(π

s
)
)

(4.153)

Γl(b1) =
Γ̃(s− 1)

π
(4.154)
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and for s = 3 we have

γ3
l (t) =

2ω0

π(t2ω2 + 1)
3
2

sin (3 arctan(tω0)) (4.155)

Γ3
l (t) =

2

π

(
1− cos (2 arctan(tω0))

(t2ω2
0 + 1)

)
. (4.156)

It follows

Nlow(Φ) = D(b1, ρ, ν)−D(a1, ρ, ν)

=

√
0.01 + 0.25e−χ

2
l

2
π −

√
0.01 + 0.25e−χ

2
l

2.25
π

> 0, ∀χl 6= 0.

(4.157)

Figure 4.5: Nlow(Φ) for c = d = 0

Nlow(Φ) for 0 < χl ≤ 5 for p = 0.5, q = 0.4, ρ12 = 0.5 and ν12 = 0

It is interesting to note that for very small and very large coupling constant, the non-

Markovianity is suppressed and it attains its maximum for an intermediate value for

the coupling constant, see Figure 4.5. Note that this is a lower bound for the non-

Markovianity and not an optimal state pair, which would be p = q. Nevertheless, it

shows that the process is non-Markovian.

We can already see in (4.143) that σ does not depend on the coupling constant χc

to the common reservoir. Also by comparison with section 3.3 we see that with the
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identifications (4.145) and (4.146) we can identify the case c = d = 0 with a single

spin coupled to a bosonic field. Thus only the local bosonic field has an effect on

the time evolution of the spins and there is no averaged effects through the common

reservoir on the spins.

Outlook

An interesting extension of this work would be to transfer the results obtained in sections

2.3 and 3.3 to other dynamics, i.e.

• Dimer model with local and collective reservoirs (using for example the explicit

density matrix form from [23])

• Perturbation theory for a spin weakly or strongly coupled to a bosonic field

and calculate the non-Markovianity N for these systems.

We have discussed solely the non-Markovianity measure based on the trace distance for the

dynamics considered. As not all measures for non-Markovianity are equivalent (see [17]) it

would be interesting to compare the results obtained to other measures such as divisibility

measure (by Rivas, Huelga and Plenio [27]), coherent information measure (by Luo, Fu

and Song [21]) and channel capacity measures (by Bylicka, Chruściński and Maniscalco

[8]).
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Appendix A

Proposition

Let X and Y be operators on some Hilbert Space H. We then have the following identities

from [15] (Proposition 2.24. and Definition 2.22)

adXY = [X, Y ] (A.1)

AdXY = XYX−1. (A.2)

Proposition 2.25. states

eadXY = AdeXY = eXY e−X . (A.3)

It is

eadXY =

(∑
n>0

(adX)n

n!

)
Y (A.4)

= 1Y + adXY +
1

2!
(adX)2Y +

1

3!
(adX)3Y + · · · (A.5)

= Y + [X, Y ] +
1

2!
[X, [X, Y ]] +

1

3!
[X, [X, [X, Y ]]] + · · · . (A.6)

For [X, [X, Y ]] = [Y, [Y,X]] = 0 it follows from Proposition 2.25. and (A.6) that

eXY e−X = Y + [X, Y ]. (A.7)



Appendix B

The Fourier Transform of the

correlation function

We now introduce the ”spectral density of noise”

J(ω) :=
√

2π tanh

(
βω

2

)
Ĉ(ω), (B.1)

where Ĉ(ω) is the Fourier transform of the symmetrized correlation function

C(t) =
1

2
(〈φt(g)φ(g)〉β + 〈φ(g)φt(g)〉β) . (B.2)

We will show J(ω) is equivalent to

J(ω) =
π

2
ω2

∫
S2

|g(k)|2dΣ, (B.3)

where (ω,Σ) are spherical coordinates on R3, g(k) = g(|k|,Σ) ,dΣ the uniform measure

over the sphere S2. It is

φt(g) = eitHRφ(g)e−itHR = φ(eitω(k)g)

=
1√
2

∫
R3

d3keitω(k)g(k)a∗(k) + e−itω(k)g∗(k)a(k)
(B.4)
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Thus we have, as the operators a∗(k)a(k̃) and a(k)a∗(k̃) don’t contribute

〈eitHRφ(g)e−itHRφ(g)〉β =
1

2

∫
R3

∫
R3

d3kd3k̃〈(eitω(k)g(k)a∗(k)+

e−itω(k)g∗(k)a(k))(g(k̃)a∗(k̃) + g∗(k̃)a(k̃))〉

=
1

2

∫
R3

d3k|g(k)|2
(
eitω(k)N(ω(k)) + e−itω(k)(N(ω(k)) + 1)

)
.

(B.5)

Similarly we have, noting that φ∗t (g) = φ−t(g)

〈e−itHRφ(g)e+itHRφ(g)〉β =
1

2

∫
R3

d3k|g(k)|2
(
e−itω(k)N(ω(k))

+ e+itω(k)(N(ω(k)) + 1)
)

,

(B.6)

where N(k) is the average mode at temperature β. Hence it is

C(t) =
1

2

∫
R3

d3k|g(k)|2
(
eitω(k)(N(ω(k)) + 1

2
) + e−itω(k)(N(ω(k)) + 1

2
)
)

. (B.7)

Using
1√
2π

∫ ∞
−∞

ei(ω−ω
′)tdt =

√
2πδ(ω − ω′) (B.8)

the Fourier transformation of (B.7) is given by

Ĉ(ω) = F(C(t)) =
1√
2π

∫ ∞
−∞

e−iωtC(t)dt

=
1√
2π
e−iωt

∫
R3

d3k

∫ +∞

−∞

1

2
|g(k)|2

(
eitω(k)(N(ω(k)) + 1

2
)+

e−itω(k)(N(ω(k)) + 1
2
)
)
dt

=
√

2π

∫
R3

d3k
1

2
|g(k)|2

(
δ(ω(k)− ω)(N(ω(k)) + 1

2
)+

δ(ω + ω(k))(N(ω(k)) + 1
2
)
)

.

(B.9)
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Introducing spherical coordinates (ω,Σ) on R3 with g(k) = g(|k|,Σ) and dΣ being the

integration over the Sphere S2 we have

Ĉ(ω) =
√

2π

∫ ∞
0

∫
S2

1

2
ω2(k)|g(|k|2,Σ)|2

(
δ(ω(k)− ω)(N(ω(k)) + 1

2
)+

δ(ω + ω(k))(N(ω(k)) + 1
2
)
)
dωdΣ

=
√

2πω2

∫
S2

1

2
|g(|k|2,Σ)|2(N(ω) + 1

2
)dΣ.

(B.10)

For a thermal reservoir we have at temperature β

N(ω) =
1

eβω − 1
. (B.11)

Also

tanh

(
βω

2

)(
1

eβω − 1
+ 1

2

)
=

1− e−βω

1 + e−βω

(
1

eβω − 1
+ 1

2

)
=

1

2
,

(B.12)

and so we have

J(ω) =
√

2π tanh

(
βω

2

)
Ĉ(ω)

=
√

2π tanh

(
βω

2

)√
2π

∫
S2

1

2
ω2|g(k)|2

(
1

eβω − 1
+ 1

2

)
dΣ

=
π

2
ω2

∫
S2

|g(k)|2dΣ

(B.13)

with

Γ(t) =
1

π

∫ ∞
0

J(ω)
1− cos(ωt)

ω2
coth

(
βω

2

)
dω (B.14)

γ(t) =
1

π

∫ ∞
0

J(ω)
sin(ωt)

ω
coth

(
βω

2

)
dω. (B.15)



Appendix C

Formulas

Using reference [12] we have the following integral formulas∫ ∞
0

xs−1e−βx sin(αx)dx =
Γ̃(s)

(α2 + β2)
s
2

sin

(
s arctan

(
α

β

))
(C.1)∫ ∞

0

xs−1e−βx cos(αx)dx =
Γ̃(s)

(α2 + β2)
s
2

cos

(
s arctan

(
α

β

))
(C.2)∫

xs−1 sin(αx)dx =
i

2
(iα)−sγ(s, iαx)− i

2
(−iα)−sγ(s,−iαx) (C.3)∫ ∞

0

xne−αxdx = n!α−n−1 (C.4)∫ ∞
0

xµ−1e−αxdx =
1

αµ
Γ̃(µ) [Reα, µ > 0] (C.5)

where Γ̃(s) is the Euler-Gamma function defined as

Γ̃(x) =

∫ ∞
0

e−ttx−1dt

γ(α, x) =

∫ x

0

e−ttα−1dt

Γ̃(α, x) =

∫ ∞
x

e−ttα−1dt

Γ̃(n+ 1) = n!



Appendix D

Constraints

In [28] it is shown that we can reduce the possible initial quantum states ρ(0) and ν(0)

in the maximization of N(Φ) even further. To arrive at an optimal state pair (a pair for

which the maximum in equation (1.32) is reached) the initial states ρ(0) and ν(0) must

be orthogonal and lie on the boundary ∂S(H) of the state space S(H). By definition two

density matrices are orthogonal if the subspaces spanned by the eigenvectors with non-zero

eigenvalues are orthogonal. This is equivalent with the condition, see [26] 1

D(ρ(0), ν(0)) =
√

(p− q)2 + |ρ12(0)− ν12(0)|2 = 1. (D.1)

Note also that D(t, ρ(t), ν(t)) ≤ 1 for all t and since a density matrix is a positive trace

class operator (compare to equation (1.3) and following) we have three restrictions on the

optimal initial states ρ(0) and ν(0):√
p(1− p) ≥ |ρ12(0)| (D.2)√
q(1− q) ≥ |ν12(0)| (D.3)

1 = D(ρ(0), ν(0)) =
√

(p− q)2 + |ρ12(0)− ν12(0)|2 (D.4)

We will show now that we can also conclude p 6= 1 and p 6= 0 and equivalently for q.

Assume q = 0.

⇒ ν(0) = ν(t) =

(
0 0

0 1

)
(D.5)

1p.416 equation 9.110 states 1 − F (ρ, ν) ≤ D(ρ, ν) ≤
√

1− F 2(ρ, ν), where F (ρ, ν) is the Fidelity
measure. Using Uhlman’s theorem one can show that F (ρ, ν) = 0⇔ ρ and ν have support on orthogonal
subspaces.
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Since √
q(1− q) ≥ |ν12(0)|2 (D.6)

it follows that ν12(0) = 0 and then

1 = D(ρ(0), ν(0)) =
√
p2 + |ρ12(0)|2. (D.7)

1 =
√
p2 + |ρ12(0)|2 (D.8)

≤
√
p2 + p− p2 (D.9)

=
√
p (D.10)

⇒ p = 1 as p ∈ [0, 1] (D.11)

We then have the trivial solution

ν(t) =

(
0 0

0 1

)
(D.12)

ρ(t) =

(
1 0

0 0

)
(D.13)

and σ(t, ρ(t), ν(t)) = 0 for all t.
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