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Abstract

The modeling of simultaneous flow behavior through a reservoir and wellbore is important and an integrated model is needed which accounts for the transient multiphase flow in the wellbore and its surrounding region. In addition, reservoir and wellbore interface modeling and cost-effective Computational Fluid Dynamics (CFD) methodology are required to simulate the flow behavior in that region.

The study outlines the development of an experimental prototype to study multiphase flow in the near wellbore region. To the best of my knowledge, this facility has the capability to accommodate a larger length scale compared to similar facilities available in the research organizations. This experimental setup can be used for investigating a wide variety of multiphase flow problems which have been considered in the present research.

A CFD methodology has been developed using the 3D Navier-Stokes equations to simulate an integrated wellbore-reservoir flow. The CFD methodology has been verified for the fluid flow mechanism at near wellbore. The simulation results have been compared to the analytical solutions. Then, this model is extended to establish a coupled wellbore-reservoir framework which is based on 3D Navier-Stokes equations. The simulations have been performed to validate the newly developed CFD algorithm and various scenarios of a reservoir have been taken into consideration. The same process has been applied to investigate flow through a perforated tunnel and a new method of perforation has been discussed. The study indicates standard CFD techniques use a “numerical approach” such as the volume of fluid
accounts for capillary pressure and surface tension force needs to be improved for more understanding of the flow through porous media. In this regards, Allen-Chan phase-field method has been combined with the Navier-Stokes equations to simulate multiphase flow in porous media. The simulations performed with the phase-field method have been verified with the experimental data. The experimental and CFD approach of this thesis make a unique contribution in the field of the petroleum industry and multiphase flow in porous media.
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Chapter 1

Introduction

1.1 Motivation

Fluid flow phenomena in the near-wellbore region have importance in the well productivity analysis (Dake, 1983; Nind, 1989). Most of the parameters related to the well production are influenced by this region and the flow system is not fully understood (Ding, 2011). Generally, the fluid flow obeys Darcy’s equation in the reservoir, away from the wellbore, and the pressure gradually decreases as the fluid moves towards the wellbore. In addition, the fluid flows at the near-wellbore is a radially convergent flow that causes the fluid velocity to increase continuously and inertial effect becomes important in the near-wellbore region (Li et al., 2001; Song et al., 2015). On the other hand, the fluid flow through a wellbore follows the fully non-linear or turbulent flow regime. Therefore, coupling the wellbore-reservoir flow in numerical simulation is an active research topic. In addition, an efficient CFD technique is needed for such simulations where proper interface modeling is required to couple wellbore and reservoir (Miller et al., 1998).

Furthermore, multiphase flow occurs through wellbore or through porous media in different stages of hydrocarbon recovery i.e. cuttings cleaning (Horgue et al., 2015a), forma-
tion damage analysis (Rahman et al., 2007b), flow in fractured porous media (Wu, 2002a), EOR, and so on. During the entire hydrocarbon recovery process, liquid, gas, and other solid particles migrate from the reservoir end to the near-wellbore region; however, this happens in deep underground locations that we do not have enough technology to directly visualize the geological multiphase flow regimes (Islam et al., 2010). In practice, numerical studies and experiments of multiphase flow are primary tools to advance the knowledge on reservoir fluids flow phenomena towards the reservoir productivity and overall optimization of the reservoir (Higdon, 2013; Olbricht, 1996). For example, the study of multiphase flow helps to understand the oil and gas production performance that can be described in terms of the volumetric flow rate and the pressure gradient for the reservoir with different types of forces such as drag force by the porous media and surface forces of two fluids (Weisbrod et al., 2009). The behavior of fluid flow near the wellbore region is not fully clear and there are many challenges in this regards (see for detail, Miller et al., 1998; Branets et al., 2009). Only the knowledge of the porosity and the permeability properties of porous media may not be sufficient to understand the reservoir fluid flow phenomena, especially, near-wellbore flow (Olbricht, 1996). The capillary pressure associated with surface forces also play an important role for the flows through porous media, for example, an increased permeability may increase the fluid flow rate if other parameters remain unchanged.

According to a brief literature review, it seems that the current understanding of multiphase flow in porous media is not complete yet (Miller et al., 1998; Chen et al., 2006b). Moreover, the existing numerical methods available in the literature are often found inadequate to analyze the skin effect in the perforation zone, as well as bubbly flow in fractured porous media (Chen et al., 2006b). In petroleum industries, a large number of grid cells is required to capture the actual flow phenomena and about 90% of the total simulation time is spent in solving systems equations (Branets et al., 2009). Therefore, a cost-effective CFD modeling can help to optimize the simulation process in this regard.
1.2 Background

A porous medium is a material that is characterized by the porosity and the permeability. The porosity is a measure of the pore space within a specific porous medium (Anovitz & Cole, 2015). The permeability is a measure of the ability of a porous medium to allow fluids to pass through it (Dullien, 2012). Darcy’s equation approximates the flow through porous media i.e. the reservoir fluid flow. When there are a fracture or perforation tunnels in the near-wellbore of a reservoir, the flow phenomena can be explained using a non-linear model (Saboorian-Jooybari & Pourafshary, 2015; Khaniaminjan & Goudarzi, 2008; Wu, 2002b; Wu et al., 2016). Recently, there is a trend to use Navier-Stokes Equations to describe flow through porous media including near-wellbore region (Molina & Tyagi, 2015; Ahammad et al., 2017; Ahammad & Alam, 2017; Szanyi et al., 2018; Ahammad et al., 2018b). Computational capabilities have extensively increased at the end of the twentieth century, and as a result, the larger datasets can be handled and more physics can be considered into the problems of interest. This suggests advancing the CFD modeling approach for problems in petroleum industries.

1.3 Objective

The overall objective of this research is to study wellbore-reservoir flow and analyse near-wellbore flow phenomena using the 3D Navier-Stokes Equations and state-of-the-art of CFD techniques based on experimental knowledge and field observations. In particular, the experiments in the laboratory and CFD simulations are employed to improve the current understanding of multiphase flow regime in porous media. More specifically, the following are the research objectives.

1. Propose an experimental prototype to design advanced oil and gas flow process by
characterizing the near-wellbore phenomena and addressing the impacts of formation damages.

2. Designing a coupled CFD solver based on the VA-NSE to study of near-wellbore fluid flow phenomena of a reservoir.


4. CFD investigation of multiphase flow phenomena in order to characterize the impact of formation damages due to various types of perforation techniques used in petroleum industries.

5. Develop a CFD algorithm for multiphase flow in porous media using the VA-NSE and the Allen-Cahn phase-field method.

An important aspect of this research is to introduce a reusable CFD simulation platform for multiphase flow in porous media. The research community may be benefited from using it for other prospects and so that the model will be more validated. The attempt to apply a phase-field method to the study of flow through porous media is pioneering work. Coupling a reservoir and a wellbore using the Navier-Stokes Equations with a coupled CFD solver is another innovation of this research. The novelty of the experiment is mentioned in the experimental section.

1.4 Research challenges

Despite significant advancement of multiphase flow in porous media the research on this area still faces some issues. The issues are involved in the flow governing equation, computational technique, and experimental development (Miller et al., 1998; Branets et al.,
The reservoir formation is also complex in nature itself. Moreover, after long-term production, the reservoir fluid properties and the wellbore conditions may change, thus the understanding of the reservoir performance and future forecasting become more challenging (Wang, 2016). Thus, the reliable and sophisticated tools are needed to understand the real scenario of the reservoirs conditions (Islam et al., 2010).

In the process of hydrocarbon recovery, different approaches are used to study different problems of interest in this field. The experimental development is a multidisciplinary research, thus it requires active collaborations in different fields. The experiment can be performed for a limited range of problems and operating conditions with at a limited number of points and time instants. Reservoir-scale is much higher than the lab scale for any types of experimental study (Rahman et al., 2007b). Thus, the scale gap is another challenge in the experimental study. Moreover, the experimental process is expensive, slow, and changing parameters is not straightforward.

Reservoirs and their fluids have different characteristics such as heterogeneity, viscosity, surface tension, and permeability. In addition, reservoirs have different flow regimes such as flow in a low permeable region, perforated tunnel, and wellbore (Molina & Tyagi, 2015). Thus, the coupling of all flow regimes in a single equation is challenging endeavour (Tang et al., 2017; Vicente et al., 2000) and the different boundary conditions are needed to solve the flow governing equations (Arzanfudi et al., 2016; Helmig et al., 2013). The satisfying mass conservation law is also another issue which is important in reservoir simulations studies (Miller et al., 1998). Furthermore, the study of multiphase flow in porous media has another window of the challenges due to the changing topological shape of the capillary interface (Antanovskii, 1995). By considering all those properties, the mathematical theory for the flow in porous media i.e. reservoir fluid flows is quite challenging and interesting subject of research.

The simulations in the reservoir studies face challenges in computational complexity
because of the length scale of the actual flow (Miller et al., 1998; Branets et al., 2009). Geological reservoirs are tens of kilometers in length \( \mathcal{O}(\text{km}) \) and several meters in depth \( \mathcal{O}(\text{m}) \); for example, the Weyburn oil field in Canada has a productive area of about 180 km\(^2\) (Elsayed et al., 1993). However, the actual flow occurs at micro meter scale \( \mathcal{O} (\mu \text{m}) \) (Popov et al., 2009; Hasle et al., 2007). Thus, for a typical reservoir with 10 km length, 10 km wide, and 100 m deep, we need \( 10^{10} \times 10^{10} \times 10^8 \) grid points for a simulation which aims to capture the actual fluid flow with the spatial step size, \( \Delta x = 1 \mu \text{m} \). Pruess & Zhang (2008) attempted to determine the optimal of \( \Delta x \) using the Darcy’s equation, and found that at least \( \Delta x = 1 \text{mm} \) is reasonably sufficient to resolve flow phenomena. For such a case, \( 10^7 \times 10^7 \times 10^5 \) grid points are needed for a single simulation. According to this typical scenario, a naive estimate shows that \( 10^6 - 10^{15} \) TB computer memory is required. Therefore, a sophisticated CFD approach may help to resolve the actual flow as much as possible with optimal computational cost.

1.5 Lay summary of the research

In the petroleum industry, 80 – 90% of the computation time is spent to solve the system of equations that arise from the discretization of the model equations (Redondo et al., 2018). Generally, Implicit Pressure Explicit Saturations (IMPES) methodology is applied in the most of reservoir simulations. This method has been successfully applied and some improvements on this were achieved over time. In the modeling of near-wellbore flow, pressure, temperature and velocity rapidly change and the simulation methodology needs to improve in that case (Chen et al., 2004). In addition, the collocated grid arrangement offers significant advantages on complex domains and the vector and scalar variables store at the same locations on the grid (Abbasi et al., 2013). Furthermore, the usage of multigrid methods in solving the system of equations accelerates the solution process. However, col-
located grid arrangement becomes prominent in the developments of the pressure-velocity coupling algorithms, and Rhie & Chow (1983) interpolation scheme helps to overcome the occurrence of unexpected oscillations in the pressure field calculation in this algorithm (Tu et al., 2018).

In this research, we model an integrated wellbore-reservoir coupling technique for the fluid flow using the Volume Averaged Navier-Stokes Equations. The system of discretized equations is solved in a coupled manner on a collocated grid arrangement i.e. a single large system of equations is solved simultaneously for pressure and momentum. The primary outcomes of this research project are articulated below.

1. The development of an experimental device that is able to characterize the near-wellbore phenomena and study the impact of formation damage. This equipment can be used in other related research areas such as EOR, heat transfer through porous media.

2. The experimental results including validation test towards the development of the experimental facility are summarised and submitted to the 38th International Conference on Ocean, Offshore and Arctic Engineering, Glasgow, Scotland, 2019, ASME.

3. Primary CFD simulations towards the development of multiphase flow modeling are presented and published in the Society of Petroleum Engineers (SPE)- International Conference and Exhibition on Formation Damage Control, USA (2016).


5. The outcome of the research towards CFD investigation of multiphase flow phenomena to study the impact of formation damages due to various types of perforation
techniques is published in the Journal of Natural Gas Science and Engineering in 2018.

6. The results in the designing of a coupled CFD solver based on VA-NSE to study of near-wellbore fluid flow phenomena of a reservoir are summarised in a manuscript and submitted to a special issue – Numerical Simulation and Novel Construction Methods in Oil and Gas Engineering of the Journal of Advances in Mechanical Engineering, published by SAGE.

7. The results towards the development of an integrated wellbore-reservoir coupling model with the Navier-Stokes Equations by capturing multiphysics phenomena of a reservoir are summarised in a manuscript and submitted to the journal of Petroleum Sciences and Engineering.

1.6 Co-authorship statement

This is a manuscript based thesis, thus there are contributions in the research articles from different individuals. This chapter describes the contributions of the co-authors. I am the sole author of chapter 1 and 7, and I have 90% contributions in the most chapters. The experimental facility described in chapter 2 is designed with the collaboration of Drs. Butt, Rahman, Alam. The research problems described in chapter 3 and 4 is designed by myself with the consultation of Drs. Rahman and Alam. Dr. Rahman has the contribution in chapter 5 and Dr. Alam has the contribution in chapter 6 to design the research problems. The details contributions of the respective author are described in the next section.
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Table 1.1: The contributions of co-authors in the different perspective. The initials are:
MJA- Mohammad Jalal Ahammad, JA- Dr. Jahrul Alam, SDB- Dr. Stephen Douglas Butt,
MAR- Dr. Mohammad Azizur Rahman, and LZ- Li Zheng.

1.7 Novelty of the research

The fluid dynamical interaction of oil (and gas) reservoir with a wellbore which occurs usually in the near wellbore zone has been studied in this thesis. Such interactions dictate whether narrow tunnels between a wellbore and a reservoir would be constructed through a “shooting method” or a “drilling method”, and how to mitigate the impact of formation damage. A relatively small improvement in fracturing or drilling technology may introduce an order of magnitude economic benefit in the petroleum industry. The thesis contributed toward the development of a modeling approach in which a coupled system of “wellbore and reservoir” can be simulated through either a scaled model of physical experiment or a numerical model through Computational Fluid Dynamics (CFD). Through this PhD project, laboratory experiments, field measurements, and numerical simulations have been combined to develop a CFD methodology to illustrate some aspects of fluid dynamics,
which are among primary concerns in the oil and gas industries. The newly developed experimental setup has the capability to perform the investigation of the flow characteristics with a higher scale of parameters such as dimensions of the core sample compared to others setup, for example, Rahman et al. (2007c). A core sample is innovated in the laboratory for this study which has a higher permeability with high strength. The radially convergent and divergent flow facility of the device leads to perform more research in this research area. 3D NSE is applied to understand the fluid dynamics of at the near wellbore and reservoir. An efficient CFD methodology is developed to solve the system of linear equations in a coupled manner for the flow through porous media. An Algebraic Multigrid solver is applied to accelerate the solution. Furthermore, an integrated wellbore-reservoir coupling approach with skin zone is applied to study nonlinear flow behavior of flow from the reservoir to the wellbore. Finally, Allen-Cahn phase-field methodology is used to model surface force for the flow through porous media. Best of the author knowledge, the implementation of the phase-field method for the flow through porous media is new. In this study, an optimal wavelet method is used for the solution technique.

1.8 Organization of the thesis

The research focused on this dissertation is organized as follows. Chapter 1 describes the motivation, background, challenges, and research opportunity of the present project in this field. The contributions of the different authors in published and submitted papers of this research project are given in chapter 1 with the details. The experimental prototype development to study near-wellbore phenomena and formation damages are described step-by-step in chapter 2 with the validation tests. The experimental facilities help to get the idea of a real situation of a problem although it has some limitations such as the parameters of interest cannot be changed as frequently as desired. The CFD investigation can help more
in this regard. In chapter 3, near-wellbore phenomena of a reservoir are described with 3D Navier-Stokes equations. A CFD algorithm based on a coupled solver is implemented with an algebraic multigrid technique for the simulations. The modeling of wellbore-reservoir coupling is described in chapter 4. The CFD algorithm developed in the previous chapter is used here and interface modeling for reservoir and wellbore boundary is also implemented. The different reservoir formations and skin zones are considered, and flow performance is analyzed in this chapter. Next, in chapter 5, we study fluid flows through a perforation tunnel to investigate formation damages. Perforation by drilling is introduced here as a new technique and its benefit is studied for the different conditions. In chapter 6, the two-phase flow through porous media is studied using the Navier-Stokes equations combining with a phase-field method. A wavelet-based phase-field method is used for the numerical simulations. This method will continue to provide insight understanding of multiphase flow in porous media. Finally, conclusions are drawn and perspectives on future work are discussed in chapter 7.
Chapter 2

Design of an experimental setup to characterise the flow phenomena at the near-wellbore region
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**Abstract:** The understanding of rock characteristic and fluid flow behavior at the near-wellbore region is an important topic. Triaxial experiment setup can help to investigate these properties. In this research, a new triaxial experimental setup has been developed where the higher scale of the parameters such as higher reservoir pressure, and comparatively larger core sample can be used. High permeable synthetic porous samples are prepared to validate the device. The new triaxial experimental setup is validated with water as a base fluid. In the validation test, real samples and synthetic samples are used. First, flow in convergent direction is studied which represents as production at the in-situ condition. Then, the flow in divergent direction is examined that may represent the injection of fluid to enhance the hydrocarbon production. The near-wellbore flow phenomena are studied with real and synthetic samples. The results indicate that using this triaxial setup pressure drop and pressure buildup test can be explained. The new experimental setup is able to reduce the scale-up gap between laboratory data and field data to get actual reservoir flow phenomena.
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2.1 Introduction

The reservoir rock properties change during the well production and mainly happens at near the wellbore region Hillel (1998); Holt et al. (2000); Zoback (2010). This phenomenon happens in the underground which is more than $1\text{km}$ in depth. The investigations of rock properties and fluid flow behavior through underground reservoir formation can be performed by triaxial setup Barla et al. (2010). The triaxial tests are of vital importance for rock characterization and to understand the flow phenomena near the wellbore. These studies help to provide the input parameters required for production engineer and numerical modeling studies Perera et al. (2011). Triaxial setup can also be used for numerous studies such as rock characterization, sequestration of CO$_2$, N$_2$, brine, etc. Somerton et al. (1975); Viete & Ranjith (2006); McKee et al. (1988). Further, the triaxial setup is often used to investigate the stability of deep underground mines and large open pit mines, deep underground disposal of nuclear wastes, assist with interpretation of in-seam seismic surveys Barla et al. (2010); Shepherd et al. (1981); Butt et al. (2005). Butt (1999) developed a triaxial apparatus to characterize the sandstone for the gas flow. Rahman et al. (2007c) introduced an experimental procedure with GDS triaxial setup to study formation damage due to drilling. Barla et al. (2010) introduced a new triaxial apparatus to investigate the mechanical properties of rock with higher confining pressures and indicated that the mechanical influence of fluid flow within the rock was not studied extensively. Ranjith & Perera (2011) developed a new apparatus to investigate the mechanical and fluid flow aspects of carbon dioxide sequestration in geological formations. In addition, most of the research using triaxial setup was designed for axial flow, for example, Rahman et al. (2007c).
Usually, rock samples of the reservoir formation or similar rock are cored in laboratories for the desired investigations through the triaxial setup. The rock sample collection is very crucial as it should represent the reservoir formation. The core samples may be prepared in the lab or collected from the desired place, for example, Butt et al. (2005) collected the sample from the mine field, Nova-Scotia, Canada; and Rahman et al. (2007c) prepared the samples in lab for their studies. In the laboratory, core samples can be prepared in different ways. Holt et al. (2000) prepared and investigated synthetic samples to simulate in-situ rock conditions. Their investigation indicated that synthetic specimens can be used in place of real cores for laboratory investigations.

The current study introduces a new triaxial apparatus which is developed and housed at DTL laboratory at the Memorial University, Canada. The setup is named as Radial Flow Cell (RFC) and designed to characterize the near-wellbore formation and flow behavior. The setup is also capable to study radially convergent and divergent flow that can be applicable for EOR process or waste disposal in the underground. The experimental setup in the study of radial flow phenomena at the near wellbore flow is limited and most of the setup is small scale, for examples, Butt (1999); Rahman et al. (2007a). The present experimental setup has a wide range of applications such as the near-wellbore flow phenomena including formation damage that happens during the well completion. Moreover, in this research, the synthetic samples are made of epoxy glue in DTL laboratory at the Memorial University and real sandstone samples collected from Nova-Scotia, Canada to validate the newly developed experimental setup.

2.2 Structure of the RFC experimental setup

This setup has different components that can be categorized into four main parts: a) Radial flow cell, b) Fluid flow line, c) Axial load system and, d) Assembling and disassembling
apparatus. The sketch of the setup is illustrated in Fig: 2.1 and full lab scale is shown in Fig: 2.2.

2.2.1 Main component of RFC

This is the most important part of the current development of this experimental setup. The device is fully design and developed in Drilling Technology Laboratory (DTL) at Memorial University. All the metal parts are made of stainless steel. The RFC (see, Fig: 2.3) contains four parts: i) outer shell, ii) top part, iii) base/bottom-part and iv) rubber membrane. The detailed description of the parts are as below:

i) Outer shell — This is the outer part of the RFC. This part holds the confining pressure. It has three holes: the middle one acts as an inlet of hydraulic oil to create confining pressure, the bottom one is for the draining of hydraulic oil and the top one is for air release. This RFC is capable to hold confining pressure up to 3,000 [psi].

ii) Top part — This is the top-most part of the RFC and stands on the porous sample (Fig: 2.4(b)). It has four flow lines, two O-Ring grooves, six screw holes for the Arc support stabilizers (ASS) and a rubber gas kit. The center flow line can be used as an outlet and other three side flow lines can be used as an inlet for convergent flow study. The flow lines can be altered for divergent flow by switching from a control panel. O-rings are used to prevent hydraulic oil from leaking out of the cell to have the desired confining pressure. The gas kit prevents any possible liquid slipping from the inlet.

iii) Base/bottom part — This is the base part of the RFC and sits on the bottom part of the axial load system (Fig: 2.4(a)). It also has two O-Ring grooves, six screw holes for the ASS and a rubber gas kit. O-rings are used to prevent hydraulic oil from leaking out of the cell to have the desired confining pressure. The gas kit prevents any possible unwanted liquid slipping from the inlet.
Figure 2.1: Sketch of the experimental set up. (1) Air compressor, (2) and (11) Pressure release valve; (3) Air flow meter; (12) Liquid flow meter; (4) and (13) Control valve; (6) and (15) Non-return valve; (5), (7), (14) and (16) Pressure gauges; (8) and (9) Thermometers; (10) Pump; (17) Water Reservoir; (18) Radial flow cell; (19) Differential pressure gauge; (20) Computerized DAQ (Data Acquisition) system; and (21) Hydraulic pump.
iv) Rubber Membrane – This is the most important component (Fig: 2.4(c)) since it will help separate hydraulic oil from the experimental fluid, which is injected separately. The purpose is to provide a 360-degree seal on both top and bottom side. The bottom side of the rubber is attached to the bottom part and is held in place by ASS (Fig: 2.4(d)) with screws and the top side is attached to the top part in the same way. The whole RFC sits on the platform of the mobile deck (Fig: 2.2).

### 2.2.2 Fluid flow line

This component consists of flow meters, pressure gauges, inlet, and outlet flow boundary, flow control valve, pumps and temperature meters. The schematic diagram is shown in Fig: 2.1 and lab scale is displayed in Fig: 2.2. The pressure gauges have the range up to 200 [psi]. A positive displacement pump with a pressure range up to 145 [psi] is used for
liquid supply with a fixed flow rate. Flow meters are selected within the desired range. Note that, flow meters and pressure gauges are designed for low frequency; it requires signal conditioning. The experimental set-up is also equipped with the digital data recording system which allows the recording of dynamic behavior response of the inlet and outlet pressure, differential pressure and flow rates. The Mobile DAQ can be attached to set-up to collect continuous required data for a certain flow period.

2.2.3 Axial load system

The axial load system is important to prevent possible leakage of fluid (Fig:2.1). One plate is set at the bottom and another one on the top of the RFC with four high strength rods to distribute pressure evenly.
Figure 2.4: (a) Bottom and (b) top part, (c) Rubber membrane and (d) Arc support stabilizers (ASS) part of RFC with details view.
2.2.4 Assembling and disassembling apparatus

The RFC cell is made of stainless steel and performs the stress analysis using Solidworks stress simulations. The total weight of the RFC is about 500 [kg]. Thus, it is demanded an efficient assembling and disassembling apparatus to handle this setup. Brainstorming is performed within the research group and a couple of options are find out. Considering safety, simplicity and economic factors; the present assembling and disassembling apparatus is designed (Fig:2.5). This apparatus consists of one clamp, one plate, three small rods, and one threaded rod with a mechanical head. The clamp is placed on the surface of the outer shell of RFC, three small rods are attached to clamp and plate, then the mechanical head of the threaded rod is placed at the center of the top part of the RFC. In the case of assembling, the threaded rod rotates in the clockwise direction, then the outer shell goes down slowly by sliding over the top part of RFC. The process needs to keep continue until outer shell reaches to the bottom part platen plate. In the case of disassembling purpose, the threaded rod needs to rotate in the anti-clockwise direction, then the outer shell will come out. To complete the process, support from a cherry picker is required.

2.3 Methodology

In this section, we describe the technique of core samples preparation and the step-by-step process of the experimental procedure.

2.3.1 Core sample preparation

In this research, we consider two types of cylindrical samples: one is made of sand particles with epoxy glue and another one is a real sandstone from Nova Scotia, Canada. The first one is named synthetic and second one is a real sample. The specimens are prepared with
length and dimension ratio of 2 following (Butt et al., 2005). The size of the samples are high, 12 [in] and radius, 6 [in] with a hole of radius, 0.50 [in] at the middle up to 11 [in]. The synthetic sample made of sand particle size of 1.00 – 1.50 [mm] and we consider the following recipe as: amount of sand – 6434.8 [kg] and epoxy glue – 450 [ml] with hardener – 40 [ml]. Real sample from Nova Scotia is prepared by cutting from the square shape of a sample with the curing bit. Pictures of both samples are displayed in Fig:2.6. The core samples are prepared for the test in accordance with standard practices as (D4543, 1985). The porosity of the samples is measured using Archimedes principle as:

$$\text{Porosity, } \phi = \frac{V_v}{V_T},$$

where Pore volume, $V_v = \text{Mass of saturated sample at air} - \text{Mass of unsaturated sample at air}$ and Bulk volume, $V_T = \text{Mass of saturated sample at air} - \text{Mass of saturated sample in water.}$

Figure 2.5: Prototype of (a) assembling and (b) dissembling apparatus of the experimental setup.
Figure 2.6: Photograph of (a) synthetic and (b) real samples used in the experimental.
2.3.2 Operating system of the RFC setup

Before starting experiments the followings Personal Protective Equipment (PPE) have to obey for safety rules and regulations. Canadian Standards Association (CSA) approved safety footwear, Protective goggles, Lab coat, and Glass shield. The following section will provide the step-by-step procedure to perform a potential experiment.

Step-by-step procedure of the experiment:

1. Collect all the required materials.

2. Place the base plate of an axial system on the mobile deck.

3. Place base/bottom part of the RFC with a gas kit on the base plate.

4. Place porous sample in the middle of base/bottom part of the RFC.

5. Place rubber membrane on its position as shown in Fig:2.4 so that the holes are aligned with the holes of ASS fitting.

6. Tightly clamps the rubber membrane with bottom part by ASS.

7. Pack coarse particle into the empty annular region between sample and rubber membrane of RFC and make sure the region is compacted evenly.

8. Place the top part of RFC with a gas kit on the sample and make sure it fits with the upper side of the rubber membrane and aligned with the holes. Place the ASS with a rubber membrane to the top part and tight them to ensure no possible leakage.

9. Wire O-rings on the grooves of the bottom and top part of the RFC.

10. Arrange assembling apparatus to place outer shell over the top part of RFC.
11. Operate assembling apparatus in the appropriate direction to place the outer shell on the plate of the bottom part. The set up looks like Fig: 2.5(a).

12. Place the top plate of axial load system on the top part of RFC and place four threaded rods through the holes of top and bottom plate of the axial load system, now tighten all fittings to ensure no possible leakage.

13. The assembling of RFC is completed.

14. Set other components such as flow line and sensors of the setup.

15. After finishing the experiment, disassembly can be done with disassembling apparatus by operating in the opposite direction of the assembling process as shown in Fig: 2.5(b).

**2.3.3 Experimental procedure with RFC**

After assembling the setup following steps need to ensure to perform the experiment

1. Close all the valves for safety and make sure everything performs is a step-by-step manner.

2. Hook up water line into the pump, then place the outlet of the reservoir.

3. Plug in all sensors to the DAQ (Data Acquisition) system following the diagram.

4. Plug in all power switches where necessary.

5. Turn on inlet water line while turning on the outlet line, and keep it flowing for sometimes so that the sample becomes fully saturated.

6. When the outlet flow becomes steady then generate desire confining pressure through the hydraulic pump.
7. Before the final experiment, it is better to perform a pre-test.

8. All the data will save in Labview software as an excel file system.

9. In the post-process, data are plotted using Matlab script.

### 2.4 RFC Device validation test

It is very important to validate any new apparatus/technology same as CFD model needs to validate before modeling any physical problem. First, we check any possible leak to confirm the applicability of the device and then single phase flow is considered to the radially convergent and divergent direction.

#### 2.4.1 Possible leak test

The leak test is a more challenging task in this development. There is two possible leaking problem: one is hydraulic oil, another one is inlet fluid leaking through the top and bottom part of RFC. Couples of investigations are performed to ensure that there is no leak of a hydraulic oil leak. The hydraulic Leak test plan is prepared and reviewed as follows:

1. Ensure proper PPE prior to the test.

2. Fill out Job Safety Analysis.

3. Ensure all connections and fittings are in place.

4. Fill the confining chamber with hydraulic oil, ensuring no air is trapped inside the cell.

5. Re-check all connections and potential leak points.
6. Start to pressurize the cell incrementally to 100 [psi], inspect set up and surrounding for potential leakage; if there is a leakage then follow next step.

7. Pressurize in steps of 100 [psi] to 1000 [psi].

Multiple tests are performed to ensure there is no leak of a hydraulic oil leak. At the beginning stage of development, oil mix water comes out this indicates there is a leak through rubber membrane. The possible sources of a leak are loose ASS bolt, rubber membrane cracking, and adjustment of ASS. To overcome those challenges, we use high strength hollow cylindrical rubber and make sure all the bolts are tied well and ASS adjustment is appropriate. If no oil mix water comes out, it confirms that there is no leak. For the other type of leak, we make sure enough axial load is applied and gas kits are placed well in the position. The test is successful and set up is ready for the preliminary experiment. The leakage test confirms the effectiveness of the device for the desired test.

2.4.2 Validation

We have validated the present experimental development by measuring relative permeability of the core sample with different confining pressure and water as a base fluid. Standard ASTM procedures are followed, first, we set a confining pressure with hydraulic pump. Then, the inlet flow regulator is opened to start water flow. The inlet pressure is maintained at the same level throughout the test and flow rate is measured at the outlet. The tests are performed for different convergent and divergent flow, and confining pressure used here from 100 [psi] to 350 [psi]. The detailed procedures of the experiment are mentioned in the section 2.3.2. The results are summarized in Fig 2.7. It shows that there is a gradual decrease in permeability with increasing confining pressure which is expected. Increasing confining pressure from 100 [psi] to 250 [psi] the permeability decreases at $O(10)$. From 250 [psi] to 350 [psi], the permeability has not changed much, so, we did not increase con-
2.5 Experimental results

The experiment is performed to study pressure drop at the wellbore with two types of core samples: one is a synthetic sample which is made in a laboratory and another one is real sandstone sample and collected from Nova-Scotia, Canada.

2.5.1 Experiment with synthetic sample

The synthetic core sample is prepared with the dimension so that it fits in the experimental setup. The porosity is measured by following section 2.3.1 and the permeability is
Table: 2.1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value used for synthetic sample [SI units]</th>
<th>Value used for real sandstone sample [SI units]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_e )</td>
<td>0.0762 [m]</td>
<td>0.0762 [m]</td>
</tr>
<tr>
<td>( r_w )</td>
<td>0.0254 [m]</td>
<td>0.0254 [m]</td>
</tr>
<tr>
<td>( \phi )</td>
<td>0.30 [-]</td>
<td>0.15 [-]</td>
</tr>
<tr>
<td>( h )</td>
<td>0.3048 [m]</td>
<td>0.3048 [m]</td>
</tr>
<tr>
<td>( q )</td>
<td>0.211 [kg/s]</td>
<td>0.492 [kg/s]</td>
</tr>
<tr>
<td>( \mu )</td>
<td>( 8.9 \times 10^{-4}[\text{kgm}^{-1}\text{s}^{-1}] )</td>
<td>( 8.9 \times 10^{-4}[\text{kgm}^{-1}\text{s}^{-1}] )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>997 [kg/m³]</td>
<td>997 [kg/m³]</td>
</tr>
</tbody>
</table>

Table 2.1: Parameter values used in the experimental study for real and synthetic samples.

measured using falling head method apparatus as described in ASTM-D5084 (2010). The parameter’s value used in the experiment is listed in the second column of Table 2.1. First, the experimental setup is assembled with the core sample by following section 2.3.2. Then the step-by-step experimental process is followed as described in section 2.3.3. The result is presented in Fig: 2.8. The result shows that initially the wellbore pressure is at atmospheric pressure, and the pressure reaches at about 44[psi] with time, \( t = 20[\text{sec}] \). After this time, the pressure becomes almost steady and the pressure is measured for the total time, \( t = 180[\text{sec}] \). We have calculated the permeability of the synthetic sample using the collected data with Darcy’s law and it is found \( K = 536.0 \times 10^{-15}[\text{m}^2] \).
2.5.2 Experiment with real sandstone sample

The core sample from real sandstone is prepared in DTL lab so that it fits in the experimental setup. The porosity and permeability are measured by following the procedure mentioned in section 2.5.1. The parameter’s value used in the experiment is listed in the third column of Table 2.1. After accomplishing the experiment with a synthetic sample, the RFC setup is disassembled and the real core sample is assembled by following the steps mentioned in section 2.3.2. Then the step-by-step experimental process is followed as described in section 2.3.3. In this case, the result shows that the pressure reaches at about 102[psi] with time, $t = 40[sec]$. After this time, the pressure becomes almost steady and the pressure is measured for the total time, $t = 180[sec]$. The result is displayed in Fig: 2.9. In comparison with a synthetic sample test, real sands sample has taken more time to reach a steady-state level and the wellbore pressure is also higher than the synthetic sample. This
Figure 2.9: Pressure build up test with real sandstone sample.

is because the permeability of the real core sample is smaller than the synthetic sample that is mentioned in Table 2.1.

In addition, after the pressure build-up test, we perform a pressure drawdown test with real sands sample. In this purpose, we stop the inlet flow and keep the outlet flow on. The initial pressure is 102[psi] and the pressure drop is at about 30[psi] within 150[sec] (Fig: 2.10). The permeability of the real sandstone is measured with the experimental data using the Darcy’s law and it is found $K = 95 \times 10^{-15}[m^2]$. The experiments indicate the present RFC setup is capable to study the flow phenomena near the wellbore with different conditions.
2.6 Rationale of the RFC experimental setup

The availability of a radial flow apparatus in the scientific market is limited. The present device has significantly higher capacities of axial load up to 450 [kn], confining pressure up to 3,000 [psi] and cylindrical specimen with 0.1524 [m] diameter and 0.3048 [m] height. Water or oil or other fluid of interest at ambient temperature can be used and it is also capable to handle Newtonian and non-Newtonian fluids. These properties and the following applicable fields make this technology novel in the study of fluid flow in the porous media. This new scientific experimental technology is developed to understand the near-wellbore conditions and reservoir fluid flows. It is possible to predict the direction and rate of flow, as well as determine the type of formation damage and its influence on the hydrocarbon production with this new technology. The scale-up gap is a challenging endeavor in the oil reservoir study, this new apparatus is able to reduce the scale-up gap between laboratory and field data to get the actual scenario of reservoir fluids to flow phenomena compared to available apparatus in the literature (Rahman et al., 2007a). Furthermore, this new technology can be used to assist in the areas of the near-wellbore to far-field flow assurance,
improved and enhanced oil recovery, heat and mass transfer, formation damages and multiphase flow behavior.

2.7 Conclusions and recommendations

The present RFC experimental prototype is validated with synthetic samples prepared in the DTL lab. The experimental investigations provide evidence that the apparatus is capable to simulate near-wellbore flow phenomena. More investigations will confirm the more applicability of this device which is underway in the lab with another research group. This device has a wide range of applications in oil/gas reservoir engineering. The device is able to simulate a larger scale than the existing device in the market with the more applicable field of research. Some of them are mentioned below. Each application has deep scientific interest and long-term goal for the industries.

- Investigation of the characteristics of the various formation zones and formation damage due to different perforation techniques with multiphase flow mechanism.

- Investigation of near-wellbore flow characteristics with multiphase flow mechanism.

- Investigation of formation damage in the near-wellbore environment due to the drilling process.

- The convergent flow facility of this device will help to understand clay sensitivity in the perforated tunnel.

- Effect of drilling mud on the reservoir formation.

- The divergent flow system of this device will help to improve the thermal recovery knowledge in EOR process.
• The flow study near injection well including fine mitigation, injection rate, formation damage during EOR process for the flooding techniques.

Experimental apparatus helps to get the real scenario of a practical problem. A comparatively higher dimension of the parameters are used here, still, the experimental results are not fully free from some limitations. In the experiment, the measurement tools (i.e. boundary conditions) cannot be placed exactly at the desired position of the domain. The results are also not fully free from mechanical errors. In addition, during the experiment, the quantitative description of flow phenomena can be performed for one quantity at a time and a limited number of points with fixed time instants. Moreover, setting up an experiment for a problem is comparatively more expensive than CFD simulations and all the parameters cannot be changed frequently as like CFD simulations.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>[SI] Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$</td>
<td>kg/s</td>
<td>Flow rate</td>
</tr>
<tr>
<td>$r_e$</td>
<td>m</td>
<td>Radius of reservoir end</td>
</tr>
<tr>
<td>$r_w$</td>
<td>m</td>
<td>Radius of wellbore</td>
</tr>
<tr>
<td>$P_w$</td>
<td>Pa</td>
<td>Bottom hole pressure</td>
</tr>
<tr>
<td>$h$</td>
<td>m</td>
<td>Height of the reservoir</td>
</tr>
<tr>
<td>$t$</td>
<td>s</td>
<td>Time</td>
</tr>
<tr>
<td>$P$</td>
<td>Pa</td>
<td>Pressure</td>
</tr>
<tr>
<td>$K$</td>
<td>m$^2$</td>
<td>Permeability of the medium</td>
</tr>
<tr>
<td>$\mu$</td>
<td>mPa.S</td>
<td>Viscosity of fluid</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Kg/m$^3$</td>
<td>Density</td>
</tr>
<tr>
<td>$V_T$</td>
<td>m$^3$</td>
<td>Bulk volume</td>
</tr>
<tr>
<td>$V_v$</td>
<td>m$^3$</td>
<td>Pore volume</td>
</tr>
<tr>
<td>$\phi$</td>
<td></td>
<td>Porosity of the medium</td>
</tr>
<tr>
<td>$B$</td>
<td></td>
<td>Formation volume factor</td>
</tr>
</tbody>
</table>

Abbreviation

ASS  Arc Support Stabilizer
CFD  Computational Fluid Dynamics
CSA  Canadian Standards Association
DTL  Drilling Technology Laboratory
DAQ  Data Acquisition system
EOR  Enhanced Oil Recovery
PPE  Personal Protective Equipment
RFC  Radial Flow Cell
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**Abstract:** The analysis of fluid flow near the wellbore region of a hydrocarbon reservoir is a complex phenomenon. The pressure drop and flow rates change in the near-wellbore with time and the understanding of this system is important. Besides existing theoretical and experimental approaches, Computational Fluid Dynamics (CFD) studies can help understanding the nature of fluid flow from a reservoir into the wellbore. In this research, a near-wellbore model using 3D Navier-Stokes equations is presented for analyzing the flow around the wellbore. Pressure and velocity are coupled into a single system which is solved by an algebraic multigrid method for the optimal computational cost. The CFD model is verified against the analytical solution of the Darcy model for reservoir flow, as well as against the analytical solution of pressure diffusivity equation. The streamlines indicate that the flow is radially symmetric with respect to the vertical plane as expected. The present CFD investigation observes that the motion of reservoir fluid becomes non-linear at the region of near-wellbore. Moreover, this non-linear behavior has an influence on the hydrocarbon recovery. The flow performance through wellbore is analyzed using the inflow
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performance relations curve for the steady-state and time-dependent solution. Finally, the investigation suggests that the Navier-Stokes equations along with a near-optimal solver provides an efficient CFD framework for analyzing fluid flow in a wellbore and its surrounding region.

Keywords: 3D Navier-Stokes Equations, multi-grid technique, hydrocarbon reservoir, nonlinear flow, near-wellbore reservoir, inflow performance relation.

3.1 Introduction

In the petroleum industry, the fluid flow phenomena at the vicinity of a wellbore are very important since most of the important quantities such as pressure drop, flow rate, formation damage etc. are expected in this region (Dake, 2001). In fact, the flow near a wellbore is more complex than the reservoir region far away from wellbore and could be nonlinear since sudden pressure drop can occur due to natural or artificial fractures or high permeable formation or perforation tunnels (Jin et al., 2012; Molina & Tyagi, 2015). Darcy’s equation describes reservoir fluid flow in the regions where the flow phenomena are linear. In contrast, Forchheimer equation describes nonlinear fluid flow through porous media (Firoozabadi & Katz, 1979; Li et al., 2001; Wu et al., 2011; Song et al., 2015). Nonlinear flow behavior in the near-wellbore regions may have a significant influence on oil and gas production of the hydrocarbon reservoir (Rahman et al., 2007c; Song et al., 2015; Ahammad et al., 2018b). Holditch et al. (1976) investigated the near-wellbore fluid flow using a model of fractured porous media, and concluded that over prediction of the flow rates happened when the linear equation was considered. Their study also showed that the hydrocarbon production had a fifty percent decline over the life of the well when the nonlinearity of the flow was neglected. Therefore, further research can be performed using 3D Navier-Stokes equations towards the study of near-wellbore fluid flow.
Most of the existing models assume steady-state flow in the study of oil and gas flows of a reservoir (Shi et al., 2005; Chupin et al., 2007). In fact, during the production stage, the flow behavior becomes complex and pressure changes with time which has an influence on the productivity index (Shi et al., 2005; Ding et al., 1999; Byrne et al., 2010). Note that, the productivity index is the relation among the flow rates of a well and pressures of wellbore and reservoir. Moreover, time dependent nonlinear flow has significant influence on the inflow performance which effects the productivity index. Thus, the time dependent models based on the Navier-Stokes equations are more reliable since it covers the detailed physics of the flow including linear and nonlinear flow properties (Shi et al., 2005; Khadivi & Soltanieh, 2014a). Khadivi et al. (2013) used Navier-Stokes equations in the modeling of a coupled wellbore-reservoir to study a reservoir of the different layer of formations with an abrupt change in permeability. A brief literature review shows that there is a growing interest to use the Navier-Stokes equations in the field of petroleum industry. Narsilio et al. (2009) investigated various reservoir properties using the Navier-Stokes equations. Ahammad et al. (2017) studied fluid flows through porous media using the Navier-Stokes equations. Ahammad & Alam (2017) investigated miscible fluid flow through porous media using the Navier-Stokes equations. Therefore, the Navier-Stokes equations can be used to study reservoir flow in order to optimize the hydrocarbon production (Narsilio et al., 2009). Appropriate techniques and algorithms help to accurately solve this model to study flow in hydrocarbon reservoir (Shi et al., 2005).

Recently, Computational Fluid Dynamics (CFD) has attracted many researchers to study the fluid flow in a hydrocarbon reservoir. The availability of high performance multi-core computing resources has made it possible to utilize the Navier-Stokes equations for CFD investigations of some technological aspects of hydrocarbon reservoirs. Byrne et al. (2009) studied the fluid flow through a perforated open-hole tunnel of a vertical well using CFD methodology. The formation damage of asymmetric distribution around a well was
simulated with CFD by Byrne *et al.* (2010). Molina & Tyagi (2015) performed a CFD investigation to study the fluid flow for the different formation layers and Frac-Packing zone. Szanyi *et al.* (2018) studied a near-wellbore of a horizontal well for steady-state flow using a pressure-based (segregated) on control volume technique with Navier-Stokes equations. The present investigation explores the some benefits of using 3D Navier-Stokes equations to study pressure drop at the near-wellbore and understand fluid flow phenomena as well. The aim of this research is further advancement of the application of the 3D Navier-Stokes equations with CFD methodology in the field of petroleum industry. In this regards, the results based on NSE will be compared with Darcy and Forchheimer equations. In the section 3.2.1, we present the important techniques for investigating fluid flow in the vicinity of a vertical wellbore. Notably, the CFD analysis of near-wellbore region requires appropriate mathematical formulations. We briefly outline the mathematical equations for the flow through porous media which represent the near-wellbore flow with necessary boundary conditions in section 3.2.2 and 3.2.3. The sections 3.2.4 and 3.2.5 describe the analytical solution to calculate pressure for steady-state and time-dependent conditions respectively. In section 3.2.6, the potential solution technique to solve the model equation for the flow through porous media based on NSE in the is described. The numerical simulations are analyzed in the results section (sec: 3.4). The model is verified with existing analytical solutions. Finally, the performance of the model is investigated and analyzed with pressure drop and IPR curves studies, and flow direction is studied with streamline behavior and discussed in the numerical results section.
3.2 Methodology

3.2.1 CFD model setup for near-wellbore simulation

The diagram of a commonly used computational design for a near-wellbore simulation is shown in Fig (3.1). The average length, height, and depth of a hydrocarbon reservoir are 3000[m], 100[m], and 477[m] respectively, (Chupin et al., 2007). To design an effective a near-wellbore model, one needs to consider the reasonable scale of the reservoir; for example, Chupin et al. (2007) assumed a length of 350[m], a thickness of 26.7[m] and a depth of 477[m] for a near-wellbore reservoir simulations. Chupin et al. (2007) also considered 153 lateral grid blocks for the reservoir of size $3000[m] \times 3000[m] \times 30[m]$, and 100 grid blocks for a near-wellbore reservoir of size $350[m] \times 350[m] \times 26.7[m]$. Thus, a single grid block has the average lateral size of 20[m] for the full scale reservoir, and 3.5[m] for near wellbore
reservoir model. In fact, to capture the real flow, this size is not sufficiently fine because the
typical length and diameter of a perforation tunnel is much less than 3.5[m]. Therefore, we
need to choose a near-wellbore dimension and grid size so that the near-wellbore flow can
be captured. Further, Chupin et al. (2007) argued that a sufficient distance of a wellbore
from a reservoir should be at least 10[m] to simulate a near-wellbore model since consider-
ing larger scale of a reservoir increases computational burden. We consider a near-wellbore
with a reasonable scale in this research so that computational cost can be optimized with
sufficient smaller grid size. In Fig 3.1(b), \( r_w \) and \( r_e \) represent wellbore and near-wellbore
reservoir radius respectively. The present computational domain can be extended as desired
size and shape as convenient, moreover, the formation damage zone around wellbore can
be included as well.

3.2.2 Governing equation for flow through porous media

We consider the volume averaged Navier-Stokes equations for slightly compressible flow
to investigate the flow behavior in the near-wellbore region of a reservoir as (see, Szanyi
et al. (2018); ANSYS (2016); Azadi et al. (2017); Ahammad & Alam (2017)):

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial(\rho u_j)}{\partial x_j} &= 0, \\
\rho \left( \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right) &= -\frac{\partial P}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_j} + \rho g_i + F_i, (i, j = 1, 2, 3),
\end{align*}
\]

where \( \tau_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \) and \( F_i \) is a combination of Darcy and Forchheimer model for
flow through porous media. Note that, the Forchheimer term represents pressure changes
due to the inertial force (i.e. nonlinear flow) which is dominant in the near-wellbore region.
According to a brief literature review, we see the near-wellbore flow has a nonlinear ten-
dency (Firoozabadi & Katz, 1979; Li et al., 2001; Wu et al., 2011; Song et al., 2015). The
total momentum sink is accounted by

$$\mathcal{F}_i = -\frac{\mu}{K} u_i - \frac{\beta \rho}{2} |u| u_i,$$  

(3.3)

where the loss coefficient $\beta$ is modeled as $\beta = \frac{17.2 \times 10^{10}}{K^{1.76}}$ (see for details, Khaniaminjan & Goudarzi (2008)).

### 3.2.3 Boundary conditions

As shown in Fig 3.1(a), we consider a near-wellbore region for the present CFD simulations. The outer boundary is the inlet and the outlet at the wellbore surface. The inlet boundary condition of the present CFD simulation is

$$P(r_e, t) = P_0, \text{ for all time } t \geq 0. \quad (3.4)$$

The outlet boundary condition is

$$r \frac{\partial P}{\partial r} = \frac{q \mu}{2\pi K h}, \text{ for all time } t > 0, \text{ at } r = r_w \quad (3.5)$$

where $q$ is constant flow rate. In other words, pressure-inlet and flow rate-outlet are considered to satisfy mass conservation.

The initial pressure in the reservoir is set to be uniform, thus,

$$P(r, 0) = P_0, r_w \leq r \leq r_e. \quad (3.6)$$

Top and bottom layers of the computational domain are considered as wall, so no flow boundary condition is used on those boundaries. Note that, these boundary conditions are proposed according to numerical tests so that the CFD model remains consistent with the traditional reservoir model.
3.2.4 Analytical solutions of traditional models to validate CFD simulation

In the following subsection, we recall the analytical solutions of the Darcy equation and pressure diffusivity equation to validate the CFD simulations of the present research.

3.2.4.1 Pressure calculation using Darcy model

Assuming the flow is steady-state, and linear from reservoir end to wellbore surface, then classical Darcy model has the form

$$\frac{\partial P}{\partial x_i} = -\frac{\mu}{K} u_i , i = 1, 2, 3.$$ (3.7)

Here, the flow is assumed in the radial direction, and the reservoir is isotropic, so eqn (3.7) can be written in polar coordinate as

$$\frac{\partial P}{\partial r} = -\frac{q \mu}{2 \pi r K h}, \quad r \epsilon [r_w, r_e].$$ (3.8)

Integration of eqn(3.8) leads to the analytical solution of Darcy equation for a steady state condition as (Economides, 2013)

$$P = P_w + q \frac{\mu}{h K} \ln \left( \frac{r}{r_w} \right),$$ (3.9)

where \(r, r_w, P_w, P, h\) is the reservoir radius, wellbore radius of the reservoir, wellbore pressure, reservoir pressure and height of the reservoir respectively. Converting to oilfield units, where \(P\) and \(P_w\) are in [psi], \(q\) is in [STB/d], \(\mu\) is in [cp], \(K\) is in [mD], \(h\) is in [ft], and \(B\) is the formation volume factor to convert STB into bbl, in that case eqn (3.9) becomes (Economides, 2013)

$$P = P_w + 141.22 \frac{B q \mu}{h K} \ln \left( \frac{r}{r_w} \right).$$ (3.10)
3.2.5 Pressure calculation using pressure diffusivity equation

As we assume that flow occurs in radial direction and the mass conservation equation for radial flow with true velocity is

\[
\frac{\partial}{\partial t} (\phi \rho) + \frac{\partial}{\partial r} (ru \rho) = 0.
\] (3.11)

Darcy equation can be combined with mass conservation equation to obtain pressure diffusivity equation (PD). Thus, combining Darcy equation e.g. eqn(3.7) with the mass conservation eqn(3.11), one dimensional diffusivity equation for slightly compressible fluid takes the form as (Rahman et al., 2007c; Razminia et al., 2014)

\[
\frac{\partial^2 P}{\partial r^2} + \frac{1}{r} \frac{\partial P}{\partial r} + c_r \left( \frac{\partial P}{\partial r} \right)^2 = \frac{\phi \mu c_t}{K} \frac{\partial P}{\partial t},
\] (3.12)

where total compressibility \(c_t\) is the sum of rock and fluid compressibility \(c_r = \frac{1}{\phi} \frac{\partial \phi}{\partial P}\) and \(c_f = \frac{1}{\rho} \frac{\partial \rho}{\partial P}\) respectively. The solution of this equation describes pressure at any location, \(r\), at any time, \(t\), within the domain. This is a nonlinear partial differential equation and difficult to solve for an analytical solution. For simplification, one can neglect the nonlinear term in eqn (3.12) by considering pressure variation is small (Azin et al., 2017), then the eqn (3.12) becomes

\[
\frac{\partial^2 P}{\partial r^2} + \frac{1}{r} \frac{\partial P}{\partial r} = \frac{1}{\chi} \frac{\partial P}{\partial t},
\] (3.13)

which is known as the pressure diffusivity equation in reservoir studies, where \(\chi = \frac{K}{\phi \mu c_t}\).

Under the following assumptions pressure can be calculated analytically form PD. The reservoir is isotropic and homogeneous in all directions, well produces at constant flow rate, the radius of the well is negligible compared to reservoir, the reservoir has uniform initial pressure, and the well drains an infinite area (i.e., \(P \to P_0\) as \(r \to \infty\)). Under these conditions, pressure can be calculated from the eqn (3.13) as

\[
P(r, t) = P_0 - \frac{q \mu}{4\pi K h} \ln \left( \frac{2.25 t \chi}{r^2} \right).
\]
Now converting the variables in oilfield units and above equation becomes (Economides, 2013)

\[ P(r, t) = P_0 - \frac{162.6Bq\mu}{K\chi} \left( \log_{10} \left( \frac{t\chi}{r^2} \right) - 3.23 \right). \]  

(3.14)

### 3.2.6 Solution technique of NSE for petroleum industry

CFD simulation requires to approximate the model equation with the suitable discretization technique. In this research, a higher resolution scheme based on the upwind method is used for the spatial discretization and implicit backward Euler scheme is used for the time integration since it is unconditionally stable (Pletcher et al., 2013). Mesh generation is important in CFD simulations since capturing the physics of flow, accuracy and convergence depend on mesh size and time step (Pletcher et al., 2013). The meshing tools in ANSYS CFX v17.2 is used to generate 3D mesh in both reservoir and wellbore in this research. The velocity-pressure coupling solver on collocated grid arrangement is used in this research where the system of equations is solved using an algebraic multigrid technique. In other words, after discretization, a single large system of equation is simultaneously solved for all variables. Algebraic multigrid technique help to transform a system of discrete equations for a coarse mesh by summing the finer mesh equations. The process is performed on virtual grid cells during the iterations and re-refine the mesh to obtain an accurate solution. This technique is less expensive with higher convergence rates since the discretization of the nonlinear equations is solved only once on finer mesh (Pletcher et al., 2013). The algorithm is implemented in ANSYS CFX software and verified for the purposes other than porous media. The advantage of this algorithm is utilized in the current research. The flow chart of the solution process of the transient problem is exhibited in the Fig (3.2).
Figure 3.2: Flow chart for pressure based coupled solver.
3.3 Inflow performance relationship formulation

The present near-wellbore model based on Navier-Stokes equations is expected to perform as like other models such as pressure diffusivity equation. We study the Inflow Performance Relationship (IPR) with the present numerical solutions using NSE. The IPR is defined as the relationship between the well production rate and flowing pressure of the well. It has importance to the production engineers since depending upon this relation they have to adjust the pressure at separator or pipeline junction (Economides, 2013). The IPR curves can be three types: steady-state, transient, and pseudo-steady-state. The IPR curves calculated by the present simulations will be compared to the analytical solution. First, we derive IPR formulation with the parameters listed in table (3.1) for linear ($\beta = 0$) flow simulations model. After utilizing the parameters value in eqn (3.10), the IPR curve for steady-state with no skin effect stands as

\[ P_w = 1200 - 0.84q. \]  

(3.15)

Now, deploying the parameters value from table (3.1) to eqn (3.14) for nonlinear flow ($\beta = 2.3271 \times 10^8 [m^{-2}]$) phenomena, the IPR curve of time dependent model equation for nonlinear flow with no skin effect becomes

\[ P_w = 1200 - \frac{q}{3.46} (log_{10}t + 5.75). \]  

(3.16)

3.4 Numerical results and discussions

3.4.1 Validation of CFD simulation against Darcy model

The CFD simulation is performed for a near-wellbore region with Navier-Stokes equations for steady-state condition. The performance of CFD result is verified with the analytical solution of the Darcy equation (i.e. eqn(3.10)). Parameters value for this simulation are
Table 3.1: Parameter values used in the analytical and simulations through out the article.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value [SI units]</th>
<th>Value [oilfield units]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_e$</td>
<td>1.0668 [m]</td>
<td>3.5 [ft]</td>
</tr>
<tr>
<td>$r_w$</td>
<td>0.0381 [m]</td>
<td>0.125 [ft]</td>
</tr>
<tr>
<td>$P_0$</td>
<td>1200 [psi]</td>
<td>$8.273709 \times 10^6$ [pa]</td>
</tr>
<tr>
<td>$P_w$</td>
<td>800 [psi]</td>
<td>$5.516 \times 10^6$ [pa]</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>$250 \times 10^{-15}$ [m$^2$]</td>
<td>$0.9869 \times 250$ [mD]</td>
</tr>
<tr>
<td>$\phi$</td>
<td>25 % [-]</td>
<td>0.25 [-]</td>
</tr>
<tr>
<td>$h$</td>
<td>0.6096 [m]</td>
<td>2 [ft]</td>
</tr>
<tr>
<td>$q$</td>
<td>0.872 884 [kg/s]</td>
<td>474.36 [bbl/day]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$8.9 \times 10^{-4}$ [kgm$^{-1}$s$^{-1}$]</td>
<td>0.89 [cP]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>997 [kg/m$^3$]</td>
<td>62.24 [lb/m$^3$]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$2.3271 \times 10^8$ [m$^{-2}$]</td>
<td>$7.09 \times 10^7$ [ft$^{-2}$]</td>
</tr>
</tbody>
</table>
Figure 3.3: Validation of CFD model based on Navier-Stokes equations for linear model \((\beta = 0)\) with the analytical solution of Darcy equation for steady-state flow.

listed in table 3.1 where water temperature is 25°C. In addition, we choose \(\beta = 0\) so that inertia force is turn off in Navier-Stokes equations (eqn 3.2) to make consistent with the Darcy model. Pressure profile is calculated from the present model and compared with the analytical solutions of the Darcy model (see, Fig 3.3). Both solutions have a very good agreement and the relative error is very small to distinguish both solutions. Thus, some data points of both solutions are measured with error analysis. The analysis indicates that the present model has a very close consistent result to the analytical solution with a maximum error of 0.45%. This result indicates that the present model setup can be used to describe the underlying physics of fluid flow in a near-wellbore reservoir.

### 3.4.1.1 Comparing CFD simulations against the pressure diffusivity equation

Here, we compare the pressure which is calculated using Navier-Stokes equations for current numerical simulations with the analytical solution of PD. The parameters value for the simulations are listed in table 3.1. The pressure are calculated using Navier-Stokes equa-
Figure 3.4: Comparison of pressure distributions calculated by NSE equations, and analytical solution of PD equation for nonlinear \((\beta = 2.3271 \times 10^8 \text{[m}^{-2}\text{]})\) and linear \((\beta = 0)\) i.e Darcy model.

Differences for nonlinear \((\beta = 2.3271 \times 10^8 \text{[m}^{-2}\text{]})\) and linear \((\beta = 0)\) models, and are compared with the analytical solution of PD equation. The pressure profiles are drawn along the radial distance of the reservoir and presented in Fig (3.4). The results indicate that the pressure drop with respect to radial distance has a good match except at the wellbore region. We notice that the differences of pressure drop at the wellbore between linear model i.e. without inertia force and nonlinear i.e. with inertia force is about \(344738 \text{[Pa]} \simeq 50 \text{[psi]}\). In addition, the difference of pressure drop between the analytical solution of pressure diffusivity equation and NSE equations with the nonlinear term is about \(172369 \text{[Pa]} \simeq 25 \text{[psi]}\). The deflection of pressure drop compared to the linear and nonlinear model using the Navier-Stokes equations, and the analytical solution of the PD equation may be the cause inertia force i.e. nonlinear term. We see in the Darcy equation — flow rate is linearly dependent with pressure drop and the analytical solution of PD is obtained by dropping the nonlinear term. This is the reason of deflection of pressure near the wellbore. This investigation indi-
Figure 3.5: Comparison of pressure drop as a function of flow rate at the wellbore surface where $\beta = 2.3271 \times 10^8 [m^{-2}]$ and $\beta = 0$ for nonlinear and linear model respectively. 

$cates that the NSE with efficient CFD technique in the study of reservoir flow is promising.

3.4.2 Flow characteristic at the near wellbore

In this section, we discuss the fluid flows phenomena at the near-wellbore region for different flow rates scenarios.

3.4.2.1 Flow behavior at near-wellbore region

The flow phenomena at the near-wellbore of an idealized reservoir are investigated with different flow rate scenarios considering linear and nonlinear flow models. Here, $\beta = 2.3271 \times 10^8 [m^{-2}]$ is considered for nonlinear model and $\beta = 0$ for linear model with the variation of flow rate, $q$. Pressure drop is calculated at the wellbore surface for dif-
ferent flow rates in both cases. Generally, the pressure drop occurs at the near-wellbore and the mean flow of a reservoir fluid is along the radial direction which causes fluid velocity to increase continuously at wellbore region (Jin et al., 2012). The same behavior is observed in the present simulation. The pressure difference data are plotted with respect to flow rates and presented in Fig (3.5) for both linear and nonlinear flow models with least square curve fitting process. To investigate the nature of the relation of pressure drop with flow rate the polyfit tool is used for the curve fitting process in Matlab code while plotting the simulations data in Fig (3.5). A quadratic curve is well fitted with the data for nonlinear flow whereas a curve with degree one is fitted with the linear flow. Eqn (3.3) with $\beta = 2.3271 \times 10^8 [m^{-2}]$ is nonlinear and the curve fitting equation, $dp = 33.072q^2 + 472.4313q + 0.1599$ with $R^2 = 1$, is also nonlinear. On the other hand, eqn (3.3) with $\beta = 0$ is considered as Darcy flow which is linear and curve fitting equation, $dp = 473.1582q - 0.06598$ with $R^2 = 1$, is also linear. Note that, when the flow rate is small linear and nonlinear models have the same behavior and the difference is noticeable for a higher flow rate. The CFD results with the value of the prescribed parameter indicate that the relationship between pressure drop and flow rate remains linear until the mass flow rate reaches 0.6 [kg/s]. After that, the relation between flow rate and pressure drop is visible i.e. linear and nonlinear. This analysis indicates NSE can explain fluid flow phenomena at the near-wellbore region. This investigation helps production engineer and well management with more ideas of flow behavior near-wellbore region in that case of linear or nonlinear. The pressure drop at the wellbore depends greatly on the well flow rate and the life of the reservoir depends on the optimum production rate. Over time, the flow and pressure decreasing rates depend upon the various reservoir parameters. This study focuses on the near-wellbore flow phenomena where the flows are mostly nonlinear. We see the pressure drop increases with time for both linear and nonlinear flows Fig (3.6). The prediction of pressure drop by linear flow model at the early time is about $6.378 \times 10^6 [Pa] \approx 925 [psi]$
Figure 3.6: Pressure drop analysis at the near-wellbore with linear $\beta = 0$ and nonlinear models ($\beta = 2.3271 \times 10^8 [m^{-2}]$).

whereas $7.2395 \times 10^6 [Pa] \simeq 1050 [psi]$ for the nonlinear model. The trend continues until the final time of the simulations and at the end, the difference of pressure drop between the two models is $8.619 \times 10^5 [Pa] \simeq 125 [psi]$. This indicates that the flow rates at the near-wellbore will be decreased gradually over the production period and it will be more for the nonlinear model compared to linear model — this information supports the findings of Wang & Sheng (2017).

3.4.2.2 Flow direction

Here, we consider nonlinear model with $\beta = 2.3271 \times 10^8 [m^{-2}]$ to investigate the flow pressure pattern and flow direction. Streamlines may give a more detailed description of mass flow across the wellbore region since they provide information both on the magnitude and direction of flow velocity at a given point in time. The streamlines are plotted along a vertical plane of the reservoir and presented in Fig: (3.7). We see the magnitude of the velocity is higher at the near-wellbore compare to the reservoir end. The fluid velocity is
Figure 3.7: The streamlines along a vertical cross section of the domain representing flow direction.

gradually increasing from the reservoir end to the wellbore region. This indicates the fluid is flowing in a constant flow rate to the radial direction of the reservoir.

3.4.3 Inflow performance relation analysis

In this section, we consider linear and nonlinear model based on Navier-Stokes equations to investigate the inflow performance at the near-wellbore. The inflow performance relation is investigated for two scenarios: linear and nonlinear flow models. First case, we consider CFD simulations for linear model $\beta = 0$ using NSE and the results are compared with the analytical solutions (i.e. eqn(3.15)). We find that the IPR curve generated from CFD solution has a good agreement until flow rate $q = 0.92007 \ [kg/s] \approx 500 \ [bbl/day]$. Further, the deflection is noticed for the higher flow rate, i.e. $q = 1.10408 \ [kg/s] \approx 600 \ [bbl/day]$, in this case, the decline pressure is about $137895 \ [Pa] \approx 20 \ [psi]$ which is 3% (see, Fig:3.8(a)).

In the second case, we investigate the application of the proposed CFD model based on Navier-Stokes equations for the nonlinear model for inflow performance analysis. Three time durations: $t = 0.003 \ [hrs]$, $0.008 \ [hrs]$ and $0.014 \ [hrs]$ are taken into account for the present study. Following eqn (3.16), the time-dependent IPRs are calculated and then com-
pared against the present CFD data (see, Fig:3.8(b)). The transient IPR curves for present CFD simulations have a very good agreement with the theoretical results. There is only a slight deflection for higher flow rate ($q = 1.10408 \text{[kg/s]} \simeq 600 \text{[bbl/day]}$) at the final time $0.014 \text{[hrs]}$ which about 3.7% difference of pressure and this reasonable. Thus, the simulation time $0.008 \text{[hrs]}$ can be the optimal time duration for a flow to be steady-state in the present idealized reservoir condition. The proposed CFD modeling based on Navier-Stokes equations can be used for better determination of the future behavior of a reservoir and can explain the various production scenarios of a reservoir and help production engineering to maintain the pressure at separator or transport pipeline.

### 3.4.4 Pressure distribution analysis using NSE

The CFD modeling based on Navier-Stokes equations delivers the promising results, including pressure and velocity distribution in the near-wellbore model as well as three-dimensional flow patterns. In this section, we discuss the characteristics of pressure distribution for different conditions such as flow rates. The pressure distribution help understand the process of reservoir fluid flow through a reservoir to the wellbore.

#### 3.4.4.1 Different flow rates for linear flow model

The pressure distribution for linear flow model ($\beta = 0$ in model equation) is studied for three different flow rates such as ($q = 0.36803 \text{[kg/s]}, 0.73606 \text{[kg/s]},$ and $1.10408 \text{[kg/s]}$) in the case of steady-state condition. The pressure contours for each case is plotted along a vertical plane, $i.e.\ y = 0$ and the results are exhibited in Fig (3.9). The pressure at the reservoir ends is gradually decreasing towards around the wellbore. This means that the reservoir fluid is gradually moving to the wellbore. To quantify the pressure drop at the wellbore, we draw pressure profiles for three cases along a horizontally mid-line of the
Figure 3.8: Comparison of the IPR curves: (a) steady-state IPR curves with theory, (b) time dependent IPR curves with theory.
(a) Flow rate, $q = 0.36803 \text{ [kg/s]}$

(b) Flow rate, $q = 0.73606 \text{ [kg/s]}$

(c) Flow rate, $q = 1.10408 \text{ [kg/s]}$

Figure 3.9: Contour plots of pressure distribution along a vertical plane of the reservoir for steady-state linear model ($\beta = 0$) condition at different flow rates.
Figure 3.10: Pressure profiles for different flow rates of steady-state linear model ($\beta = 0$) simulations.

reservoir (Fig 3.10). We see that there is a pressure drop about $7.075 \times 10^6$ [Pa] for the flow rate of $0.36803$ [kg/s], $5.878 \times 10^6$ [Pa] for flow rate $0.73606$ [kg/s] and $4.636 \times 10^6$ [Pa] for flow rate $1.10408$ [kg/s]. The results show that pressure drop increases for higher production rate, this means for higher production of a well will reduce the reservoir life. Furthermore, the pressure distribution in the near-wellbore shows that the pressure gradient is adverse in the near-wellbore which indicates the sudden changes in the velocity field. The results indicate that velocity increases at the near-wellbore for the high flow rate compared to low flow rate. This argument supports the sudden pressure drop at the wellbore region. This is the sign of turbulent flow at the wellbore for high flow rate and we have to use Non-Darcy model to study flow in wellbore. The pressure variation along the axial direction of the wellbore is explained in the next chapter.
Flow rate, $q = 0.36803 \text{ [kg/s]}$

Flow rate, $q = 0.73606 \text{ [kg/s]}$

Flow rate, $q = 1.10408 \text{ [kg/s]}$

$(a) \ t = 0.003 \text{ hrs}$

$(b) \ t = 0.003 \text{ hrs}$

$(c) \ t = 0.003 \text{ hrs}$

$(d) \ t = 0.008 \text{ hrs}$

$(e) \ t = 0.008 \text{ hrs}$

$(f) \ t = 0.008 \text{ hrs}$

$(g) \ t = 0.014 \text{ hrs}$

$(h) \ t = 0.014 \text{ hrs}$

$(i) \ t = 0.014 \text{ hrs}$

Figure 3.11: Pressure distribution contour plot along a vertical plane for different flow rates for the simulations of nonlinear model ($\beta = 2.3271 \times 10^8 [\text{m}^{-2}]$).
Figure 3.12: Pressure distributions as a function of radial distance to the wellbore for non-linear flow model ($\beta = 2.3271 \times 10^8 [m^{-2}]$). (a) For the flow rate, $q = 0.36803 [kg/s]$, (b) For the flow rate, $q = 0.73606 [kg/s]$, (c) For the flow rate, $q = 1.10408 [kg/s]$ and (d) For the fixed time $t = 0.014 [hrs]$ with different flow rates.
3.4.4.2 Different flow rates for nonlinear flow model

In this section, we study the influences of production rates and production time on the fluid flows of a reservoir and pressure drop at the near-wellbore using the nonlinear model ($\beta = 2.3271 \times 10^8 [\text{m}^{-2}]$) with NSE. Here, we also consider three different flow rates ($0.36803 [\text{kg/s}]$, $0.73606 [\text{kg/s}]$, and $1.10408 [\text{kg/s}]$). We plot pressure contour of each case of flow rate for three time intervals: $0.003$ [hrs], $0.008$ [hrs] and $0.014$ [hrs]. The influences of production rates are as the same as the linear model but more pressures drop occur for the nonlinear model. The pressure drop at the near-wellbore is decreasing with respect to time increases for all three cases (Fig 3.11). This means that the reservoir fluid is gradually moving to the wellbore with time runs. In Fig (3.11), the pressure changes are only visible in the legend of the contour plots. We draw pressure profiles for all cases of simulations presented in Fig (3.11) along the mid-line of the reservoir. The results are displayed in Fig (3.12) with zoom in for more visibility of the differences. We notice two features in all cases: pressure drops gradually near the wellbore and it converges with the increases of time. Furthermore, when the flow rate increases the pressure drop near the wellbore is higher than the less flow rate Fig (3.12)(d). This pressure drop at the near-wellbore indicates that the velocity at the near-wellbore increases for the higher flow rate compared to low flow rate. This supports the accurate pressure calculation in the study of reservoir fluid flows using NSE equations.

Finally, we follow that higher pressure drop occurs for the higher flow rate. This indicates to the production engineers that more attention needs to be drawn to maintain optimal pressure at all stages. This is the sign of turbulent flow at the wellbore for high flow rate and nonlinear model is more suitable to study flow at near-wellbore.
3.5 Conclusion and future work

This study investigates modeling of fluid flows phenomena around the near-wellbore of a reservoir using 3D Navier-Stokes equations. The pressure based velocity-pressure coupled solver is used to get a robust, accurate numerical solution of NSE. We verify the present model with existing analytical solutions and other models. Then, we study the nature of the fluid flows around the near-wellbore for a steady-state and time-dependent solution. In this study, we extensively investigate the flow behavior near the wellbore with pressure, streamlines and IPR curve analysis. This study will help to understand the pressure drop near the wellbore for different flow scenarios and the IPR utility in solving everyday production problems and confirm the possibility of time-dependent IPR curves. Time-dependent IPR curves are dependent on the production history so it helps for future forecasting of the reservoir life. The extension of this model is under process to study the formation damage with different skin zones using coupled wellbore-skin-reservoir approach and transient flow analysis at the near-wellbore of a reservoir. The different layers of a reservoir can be included in the new model. In addition, the model can be extended for a horizontal well with formation damage and other features such as sand control.
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## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>$1/\text{psi}$</td>
<td>Formation volume factor</td>
</tr>
<tr>
<td>$H$</td>
<td>$\text{m}$</td>
<td>Height of the wellbore</td>
</tr>
<tr>
<td>$h$</td>
<td>$\text{m}$</td>
<td>Height of the reservoir</td>
</tr>
<tr>
<td>$P$</td>
<td>$\text{Pa}$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$q$</td>
<td>$\text{kg/s}$</td>
<td>Flow rate</td>
</tr>
<tr>
<td>$R$</td>
<td>$\text{J/mol.K}$</td>
<td>Gas constant</td>
</tr>
<tr>
<td>$T$</td>
<td>$\text{K}$</td>
<td>Temperature</td>
</tr>
<tr>
<td>$t$</td>
<td>$\text{s}$</td>
<td>Time</td>
</tr>
<tr>
<td>$u$</td>
<td>$\text{ms}^{-1}$</td>
<td>True velocity field of $i^{th}$ component</td>
</tr>
<tr>
<td>$v$</td>
<td>$\text{ms}^{-1}$</td>
<td>True velocity field of $j^{th}$ component</td>
</tr>
<tr>
<td>$w$</td>
<td>$\text{ms}^{-1}$</td>
<td>True velocity field of $k^{th}$ component</td>
</tr>
<tr>
<td>$c_r$</td>
<td>$1/\text{psi}$</td>
<td>Rock compressibility</td>
</tr>
<tr>
<td>$c_f$</td>
<td>$1/\text{psi}$</td>
<td>Fluid compressibility</td>
</tr>
<tr>
<td>$c_t$</td>
<td>$1/\text{psi}$</td>
<td>Total compressibility</td>
</tr>
<tr>
<td>$g_i$</td>
<td>$\text{ms}^{-2}$</td>
<td>Gravitational force along $i^{th}$ direction</td>
</tr>
<tr>
<td>$P_e$</td>
<td>$\text{Pa}$</td>
<td>Reservoir pressure</td>
</tr>
<tr>
<td>$P_0$</td>
<td>$\text{Pa}$</td>
<td>Reservoir pressure at the near-wellbore</td>
</tr>
<tr>
<td>$P_w$</td>
<td>$\text{Pa}$</td>
<td>Bottom hole pressure</td>
</tr>
<tr>
<td>$r_e$</td>
<td>$\text{m}$</td>
<td>Radius of reservoir end</td>
</tr>
<tr>
<td>$r_w$</td>
<td>$\text{m}$</td>
<td>Radius of wellbore</td>
</tr>
<tr>
<td>$u_i$</td>
<td>$\text{ms}^{-1}$</td>
<td>Intrinsic velocity field of $i^{th}$ competent</td>
</tr>
<tr>
<td>$x_i$</td>
<td>$\text{m}$</td>
<td>Axis of $i^{th}$ coordinate</td>
</tr>
<tr>
<td>$x_j$</td>
<td>$\text{m}$</td>
<td>Axis of $j^{th}$ coordinate</td>
</tr>
<tr>
<td>Symbol</td>
<td>Unit</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>m$^2$</td>
<td>Permeability of the medium</td>
</tr>
<tr>
<td>$\mu$</td>
<td>mPa.S</td>
<td>Viscosity of fluid</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Kg/m$^3$</td>
<td>Density</td>
</tr>
<tr>
<td>$\phi$</td>
<td>—</td>
<td>Porosity of the medium</td>
</tr>
</tbody>
</table>

**Abbreviation**

- **CFD**  
  Computational Fluid Dynamics
- **EOR**  
  Enhanced Oil Recovery
- **IPR**  
  Inflow Performance Relations
- **NSE**  
  Navier-Stokes Equations
- **PD**  
  Pressure Diffusivity Equation
- **VOF**  
  Volume Of Fluid
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**Abstract:** The fluid flows phenomena near a wellbore is the main concern of the petroleum industries since pressure drop, formation damage and other variables of interest are mostly available in this region. The fluid flows from reservoir to wellbore, thus it is important to model this phenomenon with a coupled wellbore-reservoir model. In this study, a coupled wellbore-reservoir model is developed with 3D Navier-Stokes equations and the formation damage zone is included in this model. Conservative mass flux interface model is used with GGI interface technique for the porous-porous and porous-fluid interfaces. Pressure based velocity-pressure coupling solver is used to solve model equations. An algebraic multigrid method is used to solve the system of equations for robust and faster solution. The model is validated with the analytical solution of the pressure diffusivity equation for steady-state flow condition. The coupled wellbore-reservoir model is applied for the different cases of the reservoir condition for example, different production rate, formation zone, reservoir formation conditions. The results indicate that the present CFD model can be extended to simulate the real field scale model. Coupled wellbore-reservoir modeling based on Navier-Stokes equations with efficient computational technique can lead the field of petroleum
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4.1 Introduction

Oil and gas production by vertical wells is a widely used technology. There are established methods for primary, secondary, and enhanced oil recovery techniques (Ramirez, 1987). Sophisticated drilling technologies exist for hydrocarbon recovery through vertical wells. However, the drilling process impairs the permeability of reservoir rocks, which reduces the natural productivity of the reservoirs. The phenomena are known as formation damage—a common reason that is due to drilling, completion, work-over operations, and stimulation (Yuan & Wood, 2018). In the petroleum industries, skin factor is used to evaluate the degree of influence of formation permeability around the wellbore where the formation damages happen (Liu et al., 2016; Ahammad et al., 2018).

A huge impact on well productivity due to formation damage has been widely recognized in petroleum industries. There are positive trends to utilize the advantage of Computational Fluid Dynamics (CFD) facilities in the studies of reservoir flow phenomena that are related to hydrocarbon production. A few researches are performed CFD tools to understand the near-wellbore phenomena with formation damage; among them, the works done by Byrne et al. (2009, 2010); Sun et al. (2013); Byrne et al. (2014); Szanyi et al. (2018) are notable. The actual flow occurs at the millimeter scale whereas some models use the full size of the reservoirs with larger grid size. In those cases, the grid size is greater than the diameter of perforated tunnels (Szanyi et al., 2018). Byrne et al. (2009) investigated the well performance of a wellbore with a skin zone by CFD modeling. Sun et al. (2013) used CFD software to simulate the production flow for 3D geometric formation considering drilling
damage, perforation damage, and anisotropy of the reservoir. Byrne et al. (2014) performed
the CFD simulations for 3D domain with completion and production zone and confirmed
that perforating the entire length of the completion and production section was not neces-
sary in order to maximize the target flow rate. Szanyi et al. (2018) modeled a near-wellbore
of a long horizontal well for linear flow system with CFD tools.
The modeling of fluid flows through three main regions such as reservoir region, skin zone
and wellbore area is another challenge in this field. Vicente et al. (2000) studied the cou-
pling of wellbore-reservoir flow with two independent equations for each region in the case
of single-phase gas flow. Chupin et al. (2007) developed an integrated wellbore-reservoir
model to investigate the liquid loading in a gas well. During the modeling of coupled reser-
voir, there exists a sharp interface between two domains such as porous-porous or porous-
fluid interfaces. The modeling of the interface of the two domains is the main challenge
in coupled wellbore-reservoir modeling. Tang et al. (2017) introduced a coupled wellbore-
reservoir model with a drift-flux approach for the interface of two domains to study liquid
flow phenomena in oil industries.
In the present article, we focus on two novel ideas for advancing our knowledge of simu-
lating a formation damage with a coupled wellbore-reservoir model. First, we consider the
first principle conservation laws based on the 3D Navier-Stokes equations to simulate the
impact of formation damage. We attempt to simulate reservoir fluid flows for a coupled
wellbore-reservoir model with Navier-Stokes equations using conservative flux technique
for the interface condition. Second, in the simulation process, we consider a CFD approach
in which the velocity and the pressure are simultaneously coupled into a single system of
equations which is solved by algebraic multigrid technique. An advantage of this CFD
approach is robustness, flexibility, accuracy of it. It takes the advantage of modern high-
performance computing architecture, thereby bringing the fastest CFD methods to the field
of oil, gas, and energy technology will explore new window of research.
4.2 Methodology

4.2.1 Governing equation for flow through porous media

We consider Navier-Stokes equations for slightly incompressible flow to investigate the flow behavior near-wellbore region of a reservoir as (see, ANSYS (2016); Szanyi et al. (2018); Ahammad & Alam (2017); Ahammad et al. (2017); Molina & Tyagi (2015)):

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_j)}{\partial x_j} = 0, \quad (4.1)
\]

\[
\rho \left( \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right) = -\frac{\partial P}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_j} + \rho g_i + F_i, \quad i,j = 1,2,3. \quad (4.2)
\]

where \( \tau_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \) and \( F_i \) is the momentum sink which is a combination of Darcy and Forchheimer forces due to porous media. Note that, Forchheimer term represents the inertial force which may have significant effect on the near-wellbore fluid flows. The total momentum sink due to porous media is defined as

\[
F_i = -\frac{\mu}{K} u_i - \frac{\beta \rho}{2} |u| u_i, \quad (4.3)
\]

where loss coefficient, \( \beta \), is modeled by following Khaniaminjan & Goudarzi (2008) as

\[
\beta = \frac{17.2 \times 10^{10}}{K^{1.76}}.
\]

4.2.2 Boundary conditions

We consider a coupled wellbore-reservoir model for the present CFD simulations Fig 4.2. The dimension of the computational model and other parameters are listed in Table 4.1 and Table 4.2 respectively. We also assume inlet at the outer boundary of the domain and outlet
at the wellhead of the wellbore as exhibited in Fig 4.2. The inlet boundary condition is chosen for the present CFD simulations as

\[ P(r, t) = P_0, t \geq 0, \]

The outlet boundary condition is

\[ r \frac{\partial P}{\partial r} = \frac{q \mu}{2 \pi K h}, t > 0, \]

where a constant flow rate is presented.

Further, we assume uniform pressure in the reservoir initially, thus,

\[ P(r, 0) = P_0, r_w \leq r \leq r_e. \]

Top and bottom layers of the computational domain are considered as wall, so no slip boundary condition is used here.

### 4.2.3 Pressure calculation using other models

#### 4.2.3.1 Analytical solution of Darcy model

The Darcy model describes the fluid flow through porous media i.e. flow through oil and gas reservoir. Assuming the flow is steady-state, and linear in the reservoir then classical Darcy model has the form

\[ \frac{\partial P}{\partial x_i} = -\frac{\mu}{K} u_i. \quad (4.4) \]

The eqn (4.4) can be written in polar coordinate for the isotropic reservoir, as

\[ \frac{\partial P}{\partial r} = -\frac{q \mu}{2 \pi r K h}, \quad r \epsilon [r_w, r_e]. \quad (4.5) \]
The analytical solution of Darcy equation for a steady state condition can be achieved by integration of eqn(4.5) and which leads to (Economides, 2013)

\[ P = P_w + \frac{q \mu}{hK} \ln \left( \frac{r}{r_w} \right), \]  

(4.6)

where \( r, r_w, P_w, P \) and \( h \) is the reservoir radius, wellbore radius of the reservoir, wellbore pressure, reservoir pressure and height of the reservoir respectively. This equation can be written for the oilfield units as (Economides, 2013)

\[ P = P_w + 141.22 \frac{Bq \mu}{hK} \ln \left( \frac{r}{r_w} \right). \]  

(4.7)

### 4.2.3.2 Analytical solution of pressure diffusivity equation

The reservoir fluid flows mostly radial direction towards the wellbore, thus the mass conservation equation for flow to the radial direction with true velocity is

\[ \frac{\partial}{\partial t} (\phi \rho) + \frac{\partial}{\partial r} (ru \rho) = 0. \]  

(4.8)

Pressure diffusivity equation can be derived from the first principal of mass conservation law by combining with Darcy equation. Thus, for a slightly compressible and radially symmetric flow in an oil reservoir, the spatio-temporal reservoir pressure is given by the well-known solution of pressure diffusivity equation as (Economides, 2013; Rahman et al., 2007c; Razminia et al., 2014)

\[ \frac{\partial^2 P}{\partial r^2} + \frac{1}{r} \frac{\partial P}{\partial r} + c_r \left( \frac{\partial P}{\partial r} \right)^2 = \frac{\phi \mu c_t}{K} \frac{\partial P}{\partial t}, \]  

(4.9)

where total compressibility, \( c_t \), is the sum of rock and fluid compressibility \( c_r = \frac{1}{\phi} \frac{\partial \phi}{\partial P} \) and \( c_f = \frac{1}{\rho} \frac{\partial \rho}{\partial P} \) respectively.

This equation is a nonlinear partial differential equation in nature which is difficult to solve for an analytical solution. One can neglect the nonlinear term in eqn (4.9) if pressure
variation is small (Azin et al., 2017), then the eqn (4.9) becomes

$$\frac{\partial^2 P}{\partial r^2} + \frac{1}{r} \frac{\partial P}{\partial r} = \frac{1}{\chi} \frac{\partial P}{\partial t} ,$$

(4.10)

which is known as the pressure diffusivity equation in reservoir studies, where $\chi = \frac{K}{\phi \mu c}$. The solution of this equation describes pressure at any location, $r$, at any time, $t$, within the domain.

We assume the reservoir is isotropic and homogeneous in all directions, well produces at constant flow rate, the radius of the well is negligible compared to reservoir radius, the reservoir has uniform initial pressure, and the well drains an infinite area (i.e., $P \to P_0$ as $r \to \infty$). Following these assumptions pressure can be calculated analytically form pressure diffusivity equation (4.10) as

$$P(r, t) = P_0 - \frac{q(t) \mu}{4\pi Kh} \ln \left(\frac{2.25t \chi}{r^2}\right).$$

The above equation becomes in the form of field unit by converting the respective variables in oilfield units as (Economides, 2013)

$$P(r, t) = P_0 - \frac{162.6 Bq(t) \mu}{Kh} \left(\log_{10} \left(\frac{t \chi}{r^2}\right) - 3.23\right).$$

(4.11)

### 4.2.4 CFD model of oil reservoir

We consider a vertical wellbore of radius $r_w$ and a reservoir of radius $r_e$ as depicted schematically in Fig: 4.2, where the wellbore is parallel to the $z$-axis. The annulus region around the wellbore represents formation damage, which is called ‘skin zone’ in this article. Table 4.1 provides the necessary field-measurement regarding the wellbore-reservoir system, and Table 4.2 presents the other modelling parameters as well. Note that, the outer boundary of the reservoir is usually far away from the well, and typically the ratio of the reservoir radius and wellbore radius can be expressed as $r_e/r_w \geq 3000$ — a CFD mesh of
which is difficult to be resolved with modern computing resources. In the present work, we have developed a CFD simulation framework for the near-wellbore region, where we have truncated the outer boundary of the model reservoir with ratio $r_e/r_w \geq 28$. To ensure that the CFD model enforces the most appropriate boundary condition at $r \to r_e$, the following assumptions are adopted.

\textit{i}) There is a steady flow of a slightly compressible reservoir fluid far away from the well at $r > r_e$.

\textit{ii}) The pressure in the outer region is given by the solution of the pressure diffusivity equation under the assumption of radial symmetry.

\textit{iii}) The mass flow across the outer boundary is continuous when the actual reservoir is truncated to the computational reservoir.

\textit{iv}) The momentum flow satisfies the Darcy’s equation in the outer region at $r > r_e$. 
Figure 4.2: Computational geometry of a typical reservoir with skin zone: (a) 3D view and (b) top view.
Table 4.1: Parameter values used for the computational domain.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value [Oil Field units]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_e )</td>
<td>3.5 [ft]</td>
</tr>
<tr>
<td>( r_w )</td>
<td>0.125 [ft]</td>
</tr>
<tr>
<td>( r_s )</td>
<td>0.66 [ft]</td>
</tr>
<tr>
<td>( h )</td>
<td>2.0 [ft]</td>
</tr>
<tr>
<td>( H )</td>
<td>3.0 [ft]</td>
</tr>
</tbody>
</table>

Under these assumptions, we expect that the CFD simulation is equivalent to the field-scale reservoir flow near the wellbore if all other parameters are consistent with the field measurements.

### 4.2.5 CFD technique to simulate coupled wellbore-reservoir model

The model equations need to approximate on the discrete points to simulate the physical problem. In this research, a higher resolution scheme based on the upwind method is used for the spatial discretization (Barth & Jespersen, 1989). For the time integration, implicit backward Euler scheme is used for the time integration since it is unconditionally stable (Pletcher et al., 2012). After discretization, the system of equations are solved in a coupled manner on collocated grid arrangement to reduce computer memory by storing vector and scalar variables at the same locations and this is much easier to apply on complex geometries and with unstructured grids. An algebraic multigrid technique is also used to optimize the computational cost. The Rhie & Chow (1983) interpolation method is used to overcome the pressure-velocity decoupling problem on collocated grid arrangement (Lars-
son et al., 2010; Abbasi et al., 2013). The algorithm is implemented in ANSYS CFX software and we utilize the advantage of this algorithm in the study of the petroleum industry. The details procedure of this algorithm is described in Ahammad et al. (submitted-2018). Here the algorithm is summarized as follows:

Step 1. Initialize with $\Delta t$ and other parameters value.
Step 2. Take latest value of $u, v, w$ and $P$.
Step 3. Apply Rhie and Chow interpolation technique for $u, v, w$ and $P$.
Step 4. Solve the coupled system of equation for $u, v, w$ and $P$.
Step 5. Apply Algebraic Multigrid technique to solve the system of equations until convergence criteria fulfill.
Step 6. Solve the other variables of interest (if any).
Step 7. If time reaches at a maximum level then stop otherwise go back to step 2. and repeat the same.

4.2.6 Interface modeling for coupled wellbore-reservoir

In the modeling of coupled wellbore-reservoir, there are mainly two interfaces: porous-porous and porous-fluid. The size of the respective domains also different so sometimes size of the grid may be different. All these factors make the interface modeling more challenging than usual. General Grid Interface (GGI) algorithm connects the resultant surfaces on either side of an interface. Moreover, the GGI algorithm employs an automatic surface trimming function to connect mismatched surfaces. This approach helps GGI algorithm to successfully define interface where the surface on one side of the interface is larger than the other side. In addition, the treatment of the interface fluxes is fully implicit and conservative in mass, momentum, and other species. Thus, it allows to apply the multigrid solver directly, with the same level of robustness or convergence rate (ANSYS, 2016). ANSYS
CDF v17.2 have implemented GGI to investigate the rotor/stator interaction for rotating machinery. We attempt to implement this technique in the coupled wellbore-reservoir modelling in the petroleum industries with conservative mass flux interface condition.

4.3 Results and discussions

4.3.1 CFD model

The present CFD model is verified for two cases: one is with the Darcy equation and another one is with pressure diffusivity equation. The details are described in the following sections.

4.3.1.1 Verification with the Darcy equation

We consider a simple case to verify the present CFD set up with available data in the literature. The simulation is performed only in the reservoir region \( \text{i.e.} \) excluding the wellbore in CFD mesh for this case and there is no formation damage in the reservoir. The model is linear \( (\beta = 0) \) and flow rate is chosen as \( q = 474.36 \text{[bbl/day]} \) for this case. This simulation helps to verify our results with the solution of Darcy equation. The pressure contour plot of the present simulation using NSE for a steady-state condition is presented in Fig 4.3(a). A pressure profile is drawn along a horizontal line of the CFD domain to compare with the solution of Darcy equation and the results are illustrated in Fig 4.3(b).

As seen in Fig: 4.3(b), the present CFD simulation using NSE has an excellent agreement with the analytical solution of Darcy equation (eqn 4.7) for the steady-state flow condition. In other words, we have designed a CFD model with velocity-pressure coupling solver for oil and gas reservoir, and present CFD model predicts the flow as accurately as it is predicted by the Darcy model.
Figure 4.3: Comparison of present model with the analytical solution of Darcy equation for an idealised reservoir (without wellbore for CFD simulation): (a) pressure contour plot of the present CFD set up, (b) comparison of pressure profiles ($\beta = 0$ and $q = 474.36 \text{ [bbl/day]}$).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value [Oil field units]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>1200 [psi]</td>
</tr>
<tr>
<td>$K$</td>
<td>250 [mD]</td>
</tr>
<tr>
<td>$K_r$</td>
<td>250 [mD]</td>
</tr>
<tr>
<td>$K_s$</td>
<td>50 [mD]</td>
</tr>
<tr>
<td>$\phi_r$</td>
<td>25 % [-]</td>
</tr>
<tr>
<td>$\phi_s$</td>
<td>10 % [-]</td>
</tr>
<tr>
<td>$q$</td>
<td>474.36 [bbl/day]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.89 [cP]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>62.24 [lb/ft³]</td>
</tr>
<tr>
<td>$\beta_r$</td>
<td>$1.035 \times 10^8$[ft⁻¹]</td>
</tr>
<tr>
<td>$\beta_s$</td>
<td>$1.76 \times 10^8$[ft⁻¹]</td>
</tr>
<tr>
<td>$c_t$</td>
<td>$1.4002 \times 10^{-5}$[1/psi]</td>
</tr>
<tr>
<td>$B$</td>
<td>1[-]</td>
</tr>
</tbody>
</table>

Table 4.2: Parameter values used for the simulations in this paper. The data for computational domain and relative variables are adapted from (Molina & Tyagi, 2015).
4.3.1.2 Verification with pressure diffusivity equation for coupled wellbore-reservoir

As mentioned in Section 6.4, a CFD solver for the coupled wellbore-reservoir model is being developed in this research in which the pressure and the velocity are obtained by solving a linear system of the equation at each time step. We verify that the field-scale distribution of reservoir pressure can be simulated accurately and efficiently by the implicit CFD method presented in this article. In this case, we consider a coupled wellbore-reservoir model as described in Fig 4.2 where the wellbore is fluid zone and reservoir as a porous zone without any formation damage. The parameters value are listed in the Table 4.2 with loss coefficient as $\beta = 1.035 \times 10^8 [\text{ft}^{-1}]$ and flow rate, $q = 300 \text{ [bbl/day]}$ and reservoir formation permeability is $K_r = 250 \text{[mD]}$. The simulated pressure contour is plotted on the vertical planes $y = 0$, passing through the center of the wellbore and illustrated in Fig 4.4(a). The result indicates that the assumption of radial symmetry of the flow in the outer region implies that the near-wellbore flow remains approximately symmetric unless there is a perturbation. The CFD prediction of near-wellbore pressure distribution should follow the pressure distribution predicted by pressure diffusivity model. The pressure profile of the simulation using NSE is drawn along a horizontal line of the reservoir model. The analytical solution of PD is compared with the CFD simulation using NSE and presented in Fig 4.4(b). The results have a good agreement except at the wellbore end. The slight decline of pressure drop at the wellbore end is because, we have neglected the extra term in PD to make it simple to get the analytical solution.

4.3.2 Verification with inflow performance relation for coupled wellbore-reservoir

Inflow Performance Relationship (IPR) is defined as the relationship between the well production rate i.e. the flow rate at the wellhead and bottomhole pressure of the reservoir. We
Figure 4.4: Pressure profile distribution of a reservoir without skin zone \((i.e. \ K_r = 250[mD], \ and \ K_s = K_r = 250[mD])\), (a) pressure contour plot, (b) comparison of pressure profile with analytical solution of pressure diffusivity equation for \((\beta = 1.035 \times 10^8[ft^{-1}] \ and \ q = 300.00 [bbl/day])\).
Figure 4.5: Inflow performance analysis with IPR curves for the reservoir without any skin zone.

Consider a case with the parameters value listed in Table 4.2, the equation for IPR curve without skin zone leads to (Economides, 2013)

\[ P_w = 1200 - \frac{q}{3.46} (\log_{10} t + 4.65) \]  

(4.12)

We consider flow rates, \( q = 100, 200, \) and \( 300 \) [bbl/day] to investigate the inflow performance and the simulations are performed for fixed time, \( t = 150 \) [sec]. The bottom hole pressures for the simulations using NSE are calculated at the final time and the data are compared with the theoretical solution of IPR (eqn 4.12) and the results are presented in Fig 4.5. We notice that the CFD simulations by NSE have a good agreement with the theoretical solution of IPR curve except slight deviation when flow rate increase. The reason of slight deviation may be flow becomes non-linear for a higher flow rate. This result indicates that the CFD model with NSE is capable to simulate reservoir flow as like other models.
4.3.3 Coupled wellbore-reservoir model with formation damage

In the previous section, we demonstrate the ability of the present CFD model for coupled wellbore-reservoir modeling without formation damage. In this section, we study the extension of the coupled reservoir model with a skin zone near the wellbore. A simulation is conducted with the skin zone permeability $K_s = 50 \text{[mD]}$, reservoir formation permeability $K_r = 250 \text{[mD]}$ and flow rate is $q = 300 \text{[bbl/day]}$. The contour plot and pressure profile of the simulations are presented in Fig 4.6. We see that the pressure gradually decreases in the reservoir region and suddenly drop at the skin zone. The current simulation is compared with the analytical solution of PD where only formation permeability is considered. The CFD result matches with the analytical solution until the begining of skin zone. There is no combined analytical solution for both zones, thus deviation is observed at the skin zone. Note that, the sudden pressure drop in the skin zone is clearly noticeable in Fig 4.6(b). The comparison of flow behaviour with or without formation damage is discussed in the next section.

4.3.4 Comparison of coupled wellbore-reservoir with and without formation damage

In this investigation, we consider two cases: one simulation without skin zone (Idealized case) and another one with a skin zone (Formation damage case). This means, in the first case, there is only one porous zone with reservoir formation permeability, $K = 250 \text{[mD]}$ and the second one with $K_s = 50 \text{[mD]}$ for skin zone i.e. permeability of the damage zone at near the wellbore and $K_r = 250 \text{[mD]}$ for reservoir area. The parameters value are listed in table 4.2 with flow rate, $q = 300 \text{[bbl/day]}$ for the both cases. In the previous section, we observed that for the both cases pressure is gradually decreasing towards the wellbore surface. In the case of formation damage, the pressure is suddenly dropped (see,
Figure 4.6: Comparison of pressure profiles of an idealised reservoir with a coupled wellbore-reservoir including formation damage where idealised reservoir permeability, $K = 250$[mD]), skin zone permeability (i.e. $K_s = 50$[mD]), : (a) pressure contour plot, (b) comparison of pressure profile with analytical solution of pressure diffusivity equation for $(\beta = 1.035 \times 10^8$[ft$^{-1}$] and $q = 300.00$ [bbl/day]).
Fig 4.6(b)) at the skin zone which agrees with the convention. We examine the more detailed by investigating the pressures contour of the both simulations at the reservoir area, skin zone, and wellbore region. The comparative results are displayed in Fig 4.7, where the first column is for the undamaged (Ideal) reservoir and the second column is for damage reservoir. In this figure, the first row represents the pressure contour at the wellbore region for the both cases (Fig 4.7(a) and 4.7(b)). Having the same parameters except at skin zone, we notice that pressure drop at the wellbore for damage zone is much higher than undamaged zone. The second row expresses the pressure contour of the fluid flow through skin zone and without skin zone (Fig 4.7(c) and 4.7(d)). Here, we see pressure at the reservoir and skin zone interface for both cases are the same but pressure drop across the skin zone is higher than without skin zone. This indicates that when initial fluid moves from skin zone to the wellbore and fluid from the reservoir may not enter into skin zone with the same rate due to damage, so pressure dropped at the skin zone does not increase much. The last row (Fig 4.7(e) and 4.7(f)) represents pressure contour for the reservoir area in the both cases. We observe that pressure changes along the reservoir for both cases are almost the same. We quantify these findings with the analytical solution of PD for idealised case. In this regards, we draw pressure profile along a horizontal line of the reservoir for the both simulations. The results are exhibited in Fig 4.8 with the analytical solution of PD. In this figure, we clearly see that there are pressure level in the three regions. The pressure profiles at the reservoir region for the present CFD using NSE matches with the analytical solution of PD as shown in the previous section. The pressure drop is higher in the skin zone (more discussion in the following section) as we see in the contour plot and the wellbore pressures remain steady for both cases as there is no drag force due to porous media.
Figure 4.7: Pressure contour plot for coupled wellbore-reservoir model. First row: (a) wellbore region without skin effect and (b) wellbore region with skin effect. Second row: (c) skin zone without its effect and (d) skin zone with its effect. Third row: (e) reservoir area without skin effect and (f) reservoir area with skin effect. All parameters are same except skin zone i.e. $K_r = 250$ [mD] & $K_s = 50$ [mD].
4.3.5 Flow direction for coupled wellbore-reservoir with and without formation damage

Now, we are interested to see the flow direction as a coupled wellbore-reservoir in both cases. This is performed by presenting streamlines plot. The streamlines are plotted along a plane $y = 0$ and presented in Fig: 4.9 for the both cases. We see in the both cases fluids are flowing from reservoir end towards the wellbore and moving to the wellhead. This indicates that fluid flows radially towards the wellbore and along the wellbore it moves vertically to the wellhead. Moreover, fluid velocity for the idealized case remains same in the reservoir whereas fluid velocity increases at the damage zone due to drag of porous media. For the both cases, velocity is higher at surface level of the reservoir in the wellbore. Moreover, this study indicates that the coupled wellbore-reservoir model performs as desired.
Figure 4.9: Stream lines plot of the coupled wellbore-reservoir model representing flow direction: (a) without skin zone, (b) with skin zone.
4.3.6 Performance of coupled wellbore-reservoir model

In this section, we study the performance of the model for different parameters such as flow rates, different skin zones and reservoir formations.

4.3.6.1 Coupled wellbore-reservoir with different production rate

In this case, we consider four different production rates to investigate the performance of the present coupled wellbore-reservoir model in terms of pressure drop at the wellbore. The parameters value are listed in Table 4.2 and chose $K_r = 250$ [mD] and $\phi_r = 25\%$ for the reservoir area, and $K_s = 50$ [mD] and $\phi_s = 10\%$ for the skin zone in these simulations. Pressure profiles are drawn along a horizontal line of the reservoir for all cases and results are displayed in Fig 4.10. Here, we see the same behavior as pressure decreases gradually within the reservoir and a sudden drop occur at the skin zone. This phenomenon is already explained in the previous section and verified with the analytical solution of PD. Moreover, we notice that the pressure at the wellbore is higher for the higher production rate and lower for the low production rate. This indicates that pressure drop increases with respect to production rate within the same skin zone.

4.3.6.2 Coupled wellbore-reservoir study for different skin zones

This section explains the effect skin zone on the flow at the wellbore for the model of coupled wellbore-reservoir. The skin zone causes alterations of the flow or pressure drop behavior near the wellbore (Dake, 2001). In this investigation, we consider three types of skin zone characteristics such as skin zone permeability, $K_s = 150, 100, \text{ and } 50$ [mD] with $\phi_s = 10\%$ and the respective loss coefficient, $\beta = 2.541 \times 10^7, 5.179 \times 10^7 \text{ and } 1.758 \times 10^8$ [ft$^{-1}$], and all other parameters are from Table 4.2. Using Hawkin’s formula for skin factor, (Hawkins Jr et al., 1956; Terry et al., 2014) $s = \left( \frac{K_r}{K_s} - 1 \right) ln \left( \frac{r_s}{r_w} \right)$, we
Figure 4.10: Investigation of pressure drop for the different flow conditions for coupled wellbore-reservoir model.

have $s = 6.63, 2.49,$ and $1.11$ for the skin zone permeability, $K_s = 150, 100,$ and $50 [\text{mD}]$ respectively. These skin factors are within the range of skin factor used by Rangel-German & Samaniego (2000) for the study of . The positive skin factor means the negative impact on flow rate and pressure drop at the wellbore and vice-versa, moreover, skin factor zero means the ideal case. We examine the impact of skin factor with the pressure drop at the wellbore. The pressure contour plots are presented in Fig 4.11 for all three cases. We quantify our results by pressure profiles for this contour plots in Fig 4.12. We notice that higher pressure drop occurs for higher skin factor i.e. low permeability of the skin zone. The pressure drop increases gradually with the increasing of permeability of the skin zone and all the cases pressure profile remain the same at reservoir region.

4.3.6.3 Coupled wellbore-reservoir study for different reservoir formation

The permeability of the medium is one of the influential parameters of the reservoir that describes the ability of fluids to flow through reservoir formation (Daigle et al., 2017).
Figure 4.11: Pressure contour plots for fixed reservoir formation with different skin zones such as skin permeability: (a) $K_s = 150$ [mD], (b) $K_s = 100$ [mD], and (c) $K_s = 50$ [mD].
Hereinafter, we investigate the performance of the present CFD model for the different reservoir formations. We consider three types of reservoir formations with permeability, $K_r = 250, 400$ and $500$ [mD] keeping skin zone permeability fixed as $K_s = 50$ [mD] for all three cases, and other parameters are mentioned in the Table 4.2 with $q = 300$ [bbl/day].

We are not verifying the results here instead investigating the influence of formation permeability in the changing of fluid pressure through the medium. As we see in Fig 4.13, bottom-hole pressure decreases more for the lower permeable formation compare to higher. By observing contour plot, it is difficult to understand the pressure drop across the reservoir to the skin zone. Thus, we draw pressure profiles by following the process as before and the results are illustrated in Fig 4.14. In the pressure profile graph, there are three zones: reservoir area, skin zone, and wellbore area. The pressure drop of the reservoir upto skin surface ($r_s = 0.2$ [m]) is higher for the low permeable formation. This is the reason for pressure drop at the wellbore rather than skin zone effect here. The interesting observation is that differential pressure across the skin is almost the same for three cases as skin zone
permeability is the same for all cases. The whole phenomena matches with the natural situation and consistent with the results analysis in section 4.3.4 with the analytical solution of PD. The investigation confirms that the present CFD setup is capable to model coupled wellbore-reservoir system with different formations characteristics.

### 4.4 Conclusion and future work

In this study, a coupled wellbore-reservoir model is developed with efficient CFD algorithm to solve the mathematical equations for the reservoir fluid flow. The present CFD facilities offer as a useful tool to help to understand reservoir flow behavior. The present study successfully investigates towards the formulation of the wellbore-reservoir model. We verify our CFD model with analytical solutions of PD, and IPR curve, and other models. The present model enables to study all three regions with a single equation using appropriate interface condition. The model performs as expected for three cases: different flow rates, skin zones, and reservoir formations. Then, we study the transient nature of the flow near the wellbore. In the future, theoretical development can be established for IPR curve to compare the inflow performance of the present coupled wellbore-reservoir model. Furthermore, this model can be extended for the realistic reservoir conditions and can be more verified with field data. Moreover, it can be easily extended for two-phase flow study with appropriate interface conditions. In addition, turbulence flow through wellbore can be modelled with this CFD methodology.
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ence and Research Council-discovery grant (NSERC-DG), Canada, RDC Ignite , NL and Seed grant Memorial University of Newfoundland, Canada. M. J. Ahammad acknowledges School of graduate studies, Memorial University of Newfoundland, Canada for scholarships.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>—</td>
<td>Formation volume factor</td>
</tr>
<tr>
<td>$h$</td>
<td>m</td>
<td>Hight of the reservoir</td>
</tr>
<tr>
<td>$H$</td>
<td>m</td>
<td>Hight of the wellbore</td>
</tr>
<tr>
<td>$P$</td>
<td>psi</td>
<td>Pressure</td>
</tr>
<tr>
<td>$q$</td>
<td>kg/s</td>
<td>Flow rate</td>
</tr>
<tr>
<td>Symbol</td>
<td>Unit</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>$s$</td>
<td></td>
<td>Skin Factor</td>
</tr>
<tr>
<td>$t$</td>
<td>s</td>
<td>Time</td>
</tr>
<tr>
<td>$u$</td>
<td>ms$^{-1}$</td>
<td>True velocity field of $i^{th}$ competent</td>
</tr>
<tr>
<td>$v$</td>
<td>ms$^{-1}$</td>
<td>True velocity field of $j^{th}$ competent</td>
</tr>
<tr>
<td>$w$</td>
<td>ms$^{-1}$</td>
<td>True velocity field of $k^{th}$ competent</td>
</tr>
<tr>
<td>$c_r$</td>
<td>1/psi</td>
<td>Rock compressibility</td>
</tr>
<tr>
<td>$c_f$</td>
<td>1/psi</td>
<td>Fluid compressibility</td>
</tr>
<tr>
<td>$c_t$</td>
<td>1/psi</td>
<td>Total compressibility</td>
</tr>
<tr>
<td>$g_i$</td>
<td>ms$^{-2}$</td>
<td>Gravitational force along $i^{th}$ direction</td>
</tr>
<tr>
<td>$P_w$</td>
<td>psi</td>
<td>Bottom hole pressure</td>
</tr>
<tr>
<td>$r_e$</td>
<td>m</td>
<td>Radius of reservoir end</td>
</tr>
<tr>
<td>$r_s$</td>
<td>m</td>
<td>Radius of skin zone</td>
</tr>
<tr>
<td>$r_w$</td>
<td>m</td>
<td>Radius of wellbore</td>
</tr>
<tr>
<td>$x_i$</td>
<td>m</td>
<td>Axis of $i^{th}$ coordinate</td>
</tr>
<tr>
<td>$x_j$</td>
<td>m</td>
<td>Axis of $j^{th}$ coordinate</td>
</tr>
<tr>
<td>$u_i$</td>
<td>ms$^{-1}$</td>
<td>Intrinsic velocity field of $i^{th}$ competent</td>
</tr>
<tr>
<td>$K_r$</td>
<td>m$^2$</td>
<td>Permeability of the medium at reservoir area</td>
</tr>
<tr>
<td>$K_s$</td>
<td>m$^2$</td>
<td>Permeability of the medium at skin zone</td>
</tr>
<tr>
<td>$\mu$</td>
<td>mPa.S</td>
<td>Viscosity of fluid</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Kg/m$^3$</td>
<td>Density</td>
</tr>
<tr>
<td>$\phi_r$</td>
<td>---</td>
<td>Porosity of the medium at reservoir area</td>
</tr>
<tr>
<td>$\phi_s$</td>
<td>---</td>
<td>Porosity of the medium at skin zone</td>
</tr>
</tbody>
</table>

**Abbreviation**

- **CFD**: Computational Fluid Dynamics
- **EOS**: Equation of State
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GGI</td>
<td>General Grid Interface</td>
</tr>
<tr>
<td>NSE</td>
<td>Navier-Stokes Equations</td>
</tr>
<tr>
<td>PD</td>
<td>Pressure Diffusivity Equation</td>
</tr>
<tr>
<td>VOF</td>
<td>Volume Of Fluid</td>
</tr>
<tr>
<td>EOR</td>
<td>Enhanced Oil Recovery</td>
</tr>
<tr>
<td>IPR</td>
<td>Inflow Performance Relations</td>
</tr>
</tbody>
</table>
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5.1 Introduction

The proportion of natural gas is increasing significantly for the adjustment of energy sources structure and the fast development of urban fuel gas industry (Wu et al., 2016). The extraction of gas from a reservoir is not that straightforward. Sometimes, natural gas is often extracted with water in most gas fields. This indicates that multiphase flow, especially gas-water two-phase flow, is more common in a gas reservoir. In addition to oil and gas fields, the theory of multiphase flow in porous media can also provide more information to understand the flow phenomena in an aquifer and CO$_2$ storage (Horgue et al., 2015b). Thus, the research in multiphase flow through porous media is of profound importance in many active research area such as petroleum engineering applications. In petroleum industries, perforation is an essential stage of well completion before final production. The perforation is a communication media that connects the reservoir formation with the wellbore to produce oil or gas. The perforation is created to increase the production rate, though there are some disadvantages of the perforation which leads to damage the virgin reservoir (Wan, 2011). There are different types of technique for perforation, for example, perforation by shooting (Behrmann et al., 2002). The performance of perforation depends not only on various perforation characteristics such as length, radius, density, phasing angle, but also perforation techniques (Economides, 2013). A proper perforation technique can increase production by 10-20% (Bell & Clark, 2009). The perforation technique for the gas reservoir is different than the oil reservoirs (Civan, 2015). The influence of the well completion and perforation performance, and ultimately reservoir life fully depends on the productivity index (Dake, 1994). Numerous researches were conducted towards the perforation
performance including skin factors, low to high permeability, reservoirs heterogeneity etc.
Landman et al. (1991) presented a mathematical model to investigate the effects of the perforation distribution of a horizontal well under a steady state inflow condition. Hagoort (2007) studied an analytical model for the prediction of the perforated wells. Single-phase Darcy flow through a single perforation in a semi-infinite porous medium is considered in that case. Rahman et al. (2007c) compared the perforation by drilling technique with traditional perforation technique by shooting (PS) for single phase flow. Further, (Rahman et al., 2007a) studied the skin effect due to perforation with the same approach. In both works, they found that during the PS technique fine particles get redistributed around the perforation tunnel. The redistribution reduces the pore throat size which is liable for permeability reduction significantly. As a result, the flow rates decrease at the same level of differential pressure. However, the reduction of permeability by the traditional perforation techniques have not been thoroughly investigated with multiphase flow in petroleum production engineering, especially in the gas reservoirs (Rahman et al., 2007c).

In this article, we study a novel technique for the perforation called perforation by drilling (PD) using CFD. We investigate the improvement of the reservoir productivity index with this technique for the two-phase flow. In this study, we also get more information on the formation damage due to tradition perforation methods. This new technique of perforation can be applied to the EOR process for injecting solvent or fluid.

5.2 Conventional perforation techniques

Perforation is the important key element and the final stage in the completion of a reservoir well. The well completion process is a crucial part, as the productivity index and future performance of the well depend on the successful perforation (Wan, 2011). Day-by-day, more developed technologies are in progress and complex reservoir can be explored to ex-
Figure 5.1: Sketch of an idealized reservoir well configuration with horizontal wellbore involving variety of the reservoir elements such as perforation tunnel, formation damage undamaged reservoir region etc.
tract more oil. A schematic deviated drilling system and perforation tunnels with related formation damage is exhibited in Fig: 5.1 along with other components of the hydrocarbon reservoir. In the early 1900’s, mechanical punching methods were used, projectile technology was introduced in mid-1920’s. After 1932, bullet gun was used with a hardened-steel bullet, then this device was replaced with shaped-charged perforator known as a jet perforator. By this time, various techniques were developed including perforation by shooting (PS) (Rahman et al., 2007c). Generally, high energy charged explosives are used for the perforation technique. Mostly formation damage occurs during the ‘perforation’ stage of the well completion (Wan, 2011). Due to the powerful explosion, the permeability of the reservoir formation reduces about 20 to 75% of the original permeability (Gilliat et al., 1999). As a result, the production of the reservoir reduces significantly (Wan, 2011). Rahman et al. (2007a) reported there is a severe decline in productivity index of the reservoir well due to existing perforation technique - so called perforation by shooting (PS). Formation damage is an undesirable operation or alteration of the original formation of the reservoir which causes the reduction of the reservoir permeability. This leads the declination of the productivity index of the reservoir significantly. Thus, it is a matter of billions dollar loss of revenue in the worldwide reservoir industries. The most of the research towards eliminating the permeability reduction due to perforation and the increasing of production rates were done with the various types of a new concept for shooting technology such as enhancing the mechanical properties of the gun (Behrmann et al., 2002).

5.3 Proposed technique - Perforation by Drilling (PD)

In this study, we propose a novel technology for perforation called perforation by drilling (PD). The perforation of drilling (PD) can be performed by deviated drilling system. This will be the new window for the oil industries that can improve the production decline due
Figure 5.2: Sketch of the experimental set up. (1) Air compressor, (2) and (11) Pressure release valve; (3) Air flow meter; (12) Liquid flow meter; (4) and (13) Control valve; (6) and (15) Non-return valve; (5), (7), (14) and (16) Pressure gauges; (8) and (9) Thermometers; (10) Pump; (17) Water Reservoir; (18) Radial flow cell; (19) Differential pressure gauge; (20) Computerized DAQ (Data Acquisition) system; and (21) Hydraulic pump.
to tradition perforation techniques. The aim of this investigation is to improve the knowledge of well performance and enhance oil recovery using multiphase flow mechanism. we are on the process of developing experimental facilities to study the benefit of perforation by drilling. A sketch of a laboratory experimental set-up is presented in Fig: 5.2. Due to laboratory constrained most of the experimental studies are conducted by neglecting some important reservoir properties such as actual reservoir pressure, axial load, drawdown pressure, and thermal effects. A brief literature review shows that the experimental investigation of perforation techniques are based on simplified assumptions (see, Rahman et al. (2007c)). In the present study, a higher confining pressure, axial load, and drawdown pressure are maintained to simulate the in-situ conditions and comparatively larger core sample is used. During the experiment, a specific volume of water was injected into the core sample. Meanwhile, the porosity was changed to observe the change of pressure buildup profiles in the core samples. The detailed description of the experimental development is presented in chapter 2. The experiment has the facilities to inject gas and liquid into the sample through flow lines. Confining pressure helps to create reservoir pressure. A sophisticated rubber membrane is used to isolate the sample from contamination of hydraulic oil that creates confining pressure. The inlet fluid flow rate is measured across the cylindrical samples at a desired flow pressure and outlet flow rate across the perforated tunnel. The core samples used in the numerical simulation exhibits the behavior of sandstone. In a future experiment, both outcrop and laboratory built core samples of sandstone can be used. Different recipes can be used to prepare core samples by using a different ratio of sand, cement.

In the numerical simulations, gas and water are injected radially through the sample. In the single-phase flow, water is injected and the results are compared with the numerical simulation. After validation of numerical simulation with single-phase flow, we moved to two-phase flow with air/water injection process in the numerical simulation.
5.4 Mathematical model

The fluids are entering from reservoir to perforated tunnel, so this is convenient to consider non-Darcy flow (Huang et al., 2016; Saboorian-Jooybari & Pourafshary, 2015; Song et al., 2015; Zeng & Grigg, 2006). In the case homogeneous multiphase flow system, a common flow field has the same characteristics of all fluids, as well as other relevant fields such as temperature. Therefore, the homogeneous model assumes that the transported quantities for that process remains the same for all phases (Higdon, 2013; Miller et al., 1998). The set of equations solved in this problem are the mass and momentum conservation laws. Forchheimer equation is combined through the source term in the momentum balance equation (ANSYS, 2016)

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_j)}{\partial x_j} = 0, \tag{5.1}
\]

\[
\rho \left( \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right) = -\frac{\partial P}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_i} + \rho g_i + \mathcal{F}_i, \quad (i, j = 1, 2, 3), \tag{5.2}
\]

where \( \tau_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \). Darcy and Forchheimer forces are coupled with the momentum sink through \( \mathcal{F}_i \) which is defined as

\[
\mathcal{F}_i = -\frac{\mu}{K} u_i - \frac{17.2 \times 10^{10}}{K^{1.76}} \frac{\rho}{2} |u| u_i. \tag{5.3}
\]

Here, multiphase flow variables are defined as \( \rho = \sum_{\alpha=1}^{N_p} r_\alpha \rho_\alpha, \mu = \sum_{\alpha=1}^{N_p} r_\alpha \mu_\alpha \), where \( \alpha, N_p, \) and \( r_\alpha \) indicates phase of fluid, number of total phases and volume fraction.

5.4.1 Computational technique

A finite volume based numerical method is applied to solve the model equations. The system of equation is solved in a coupled manner with an efficient multigrid solver so that the
### Table 5.1 Size of computational domain

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample diameter</td>
<td>15.24 [cm]</td>
</tr>
<tr>
<td>Sample height</td>
<td>30.48 [cm]</td>
</tr>
<tr>
<td>Perforation tunnel diameter</td>
<td>2.54 [cm]</td>
</tr>
<tr>
<td>Perforation tunnel height</td>
<td>25.4 [cm]</td>
</tr>
</tbody>
</table>

Table 5.1: Parameter values used for the computational domain.

### Table 5.2 Boundary conditions used for the simulations

<table>
<thead>
<tr>
<th>Position</th>
<th>Boundary Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet</td>
<td>Air and water flow rates with volume fractions</td>
</tr>
<tr>
<td>Outlet</td>
<td>Atmospheric pressure or back pressure</td>
</tr>
<tr>
<td>Medium</td>
<td>Homogenous porous media with a particular porosity</td>
</tr>
<tr>
<td>Wall</td>
<td>No-slip condition</td>
</tr>
</tbody>
</table>

Table 5.2: Parameter values used for the computational domain.
computational cost becomes optimistic. Hexahedral type meshes with no inflation and a smaller grid size, and higher smoothing is used to capture the flow at near perforation tunnel. The detailed computational algorithm is described in Ahammad et al. (2018a). Such computational facilities available in ANSYS CFX and the advantage of it is availed here. ANSYS CFX is a well-known commercial software that assists to model fluid flow through porous media and other related fluid flow problems. A cylindrical core sample with a perforated tunnel at the center is used for the numerical simulations. The representation of the perforation in the formation pay zone and the simulated sample is presented in Fig 5.3. The dimensions of the geometry are mentioned in the Table 5.1. For simplicity, we have used homogeneous and isotropic porous medium in the simulation. The boundary conditions for the simulations are articulated in the Table 5.2. The validation of the CFD simulations for the perforation by drilling was compared with the results of Rahman et al. (2007c) and
Figure 5.4: The Effect of Permeability on Injection Pressure.

presented in Zheng et al. (2016).

5.5 Results and Discussions

The results presented here are a continuous research and extension of the researches presented in Zheng et al. (2016). To overcome the challenge of scaling-up of the model, we have presented all the data in the non-dimensional form. The x-axis is presented by non-dimensional time, \((t/T_{total})\) and y-axis is presented by Euler number \((Eu)\). Euler number \((Eu)\) is the ratio of pressure force \((P)\) to inertia force \((\rho u^2\ i.e.\ density\ times\ squared\ velocity)\). Euler number helps to understand the fluid flow when the pressure difference between two points is important. In all the cases of simulations, the mixture of water and air is injected into the core sample for two-phase flow. Three core samples with different val-
The results are presented in Fig 5.4. The injection pressure will increase gradually before the steady-state condition is achieved. When the permeability is low, the higher injection pressure is needed to inject a specific volume of mixture fluid into the core sample and a slightly longer time is required to reach the steady state.

Figure 5.5 describes how the porosity influences the injection pressure for the mixture fluid. The porosity has fewer effects on the pressure after the steady-state condition is achieved. This is because the porosity does not influence the injection pressure of any one of the mixture fluid. However, the porosity affects the pressure profile before the steady-state for a lower porosity sample. The pressure profile achieves higher value in case of low porosity sample, compared to the other high porosity samples. The Jamin effect is dominant in case of low porosity sample before the steady-state condition is achieved. We have used Euler
number and non-dimensional time to make every variable dimensionless. When we make all the variables dimensionless, it is convenient for scaling-up study. We have used different air and water velocities in the simulation. We have varied air and water velocities using the different fraction of air and water in the study. The mixture density and mixture velocity are used in calculating the Euler number. We have considered the proportion or fraction of two phases for calculating the mixture density. For calculating the mixture velocity, we have added both air and water superficial velocities. In calculating Euler number, the changing velocity and density effects were taken into consideration for each case. We investigate the two-phase flow considering water flow rate, \( Q_w = 10 \text{ cm}^3/\text{s} \), as constant and changing the flow rate of air, \( Q_a = 10 \text{ cm}^3/\text{s} \) to \( Q_a = 40 \text{ cm}^3/\text{s} \). The results are exhibited in the Fig 5.6. The investigation confirms that the steady-state is mainly determined by the flow rate of water while the flow rate of air mainly affects the unstable stage. When a specific

Figure 5.6: The Effect of Air Flow Rate on Injection Pressure.
volume of water is injected into a sample remains constant and volume of air injected into a sample increases, the time required to be steady-state condition will be shorter. Air helps to reduce the frictional pressure and static pressure loss in the porous medium. The situation can be explained as: the frictional pressure loss is directly proportional to the mixture density and the square of mixture velocity. Thus, increasing gas fraction or velocity helps to reduce the mixture density since the density of air is significantly lower compared to water density (approximately 1000 time less). This significantly lowers the density of the two-phase flow or a mixture of two phases. On the other hand, the mixing of two phases increases the mixture velocity, and this results in significantly way higher frictional pressure loss since the velocity term is squared. Thus, at lower gas phase velocity the frictional pressure loss decreases due to lower density effect. However, at higher gas phase velocity the frictional pressure loss increases due to the square of the mixture velocity term. In this
case, the velocity effect (inertial) supersedes the density effect. Similarly, the hydrostatic pressure loss is directly proportional to the height and density. Thus, increasing air phase with water, significantly reduces the density of the mixture and this helps to reduce static pressure in a medium. Similarly, the back pressure effect is also presented for two-phase flow in Fig 5.7. The backpressure in wellbore has little effect on the pressure buildup profile. The pressure buildup time is mainly affected by the injected fluid, not on the wellbore pressure.

5.6 Conclusion and future work

Based on the present study, the following conclusions can be drawn:

- Fluid flow from hydrocarbon reservoir to perforation tunnel can be conducted using CFD analysis.

- The pressure buildup in the porous medium is greatly affected by gas flow rate, permeability of the medium.

- The wellbore pressure, and porosity have less effect on the pressure buildup profile in a porous medium.

- The dominant factor for the breakthrough of a fluid in a core sample is the gas flow rate.

- Incorporation of gas flow in a porous system reduces hydrostatic pressure loss and less time is required to active the breakthrough time. This numerical study helps to develop a larger scale experimental investigation which is in progress under the authors of the article.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td></td>
<td>Formation volume factor</td>
</tr>
<tr>
<td>$h$</td>
<td>m</td>
<td>Hight of the reservoir</td>
</tr>
<tr>
<td>$H$</td>
<td>m</td>
<td>Hight of the wellbore</td>
</tr>
<tr>
<td>$P$</td>
<td>psi</td>
<td>Pressure</td>
</tr>
<tr>
<td>$q$</td>
<td>kg/s</td>
<td>Flow rate</td>
</tr>
<tr>
<td>$s$</td>
<td></td>
<td>Skin Factor</td>
</tr>
<tr>
<td>$t$</td>
<td>s</td>
<td>Time</td>
</tr>
<tr>
<td>$u$</td>
<td>ms$^{-1}$</td>
<td>True velocity field of $i^{th}$ competent</td>
</tr>
<tr>
<td>$c_r$</td>
<td>1/psi</td>
<td>Rock compressibility</td>
</tr>
<tr>
<td>$c_f$</td>
<td>1/psi</td>
<td>Fluid compressibility</td>
</tr>
<tr>
<td>$c_t$</td>
<td>1/psi</td>
<td>Total compressibility</td>
</tr>
<tr>
<td>$g_i$</td>
<td>ms$^{-2}$</td>
<td>Gravitational force along $i^{th}$ direction</td>
</tr>
<tr>
<td>$P_w$</td>
<td>psi</td>
<td>Bottom hole pressure</td>
</tr>
<tr>
<td>$x_i$</td>
<td>m</td>
<td>Axis of $i^{th}$ coordinate</td>
</tr>
<tr>
<td>Symbol</td>
<td>Unit</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
<td>-----------------------------------------------------------</td>
</tr>
<tr>
<td>$x_j$</td>
<td>m</td>
<td>Axis of $j^{th}$ coordinate</td>
</tr>
<tr>
<td>$u_i$</td>
<td>ms$^{-1}$</td>
<td>Intrinsic velocity field of $i^{th}$ competent</td>
</tr>
<tr>
<td>$K$</td>
<td>m$^2$</td>
<td>Permeability of the medium at reservoir area</td>
</tr>
<tr>
<td>$\mu$</td>
<td>mPa.S</td>
<td>Viscosity of fluid</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Kg/m$^3$</td>
<td>Density</td>
</tr>
</tbody>
</table>

**Abbreviation**

- **CFD** : Computational Fluid Dynamics
- **Eu** : Euler numbers
- **NSE** : Navier-Stokes Equations
- **PD** : Perforation by drilling
- **PS** : Perforation by shooting
- **EOR** : Enhanced Oil Recovery
- **DAQ** : Data Acquisition system
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**Abstract:** An understanding of the transport and dynamics of two fluids in porous media, as well as the bubbly flow regime, is important for many engineering applications, such as enhanced oil recovery (EOR) method, drilling technology, multiphase production system, etc. In this respect, the dependence of capillary stresses on the excess free-energy of a thin interfacial layer formed by two immiscible fluids is not fully clear, particularly in porous media. Of particular interests are the closure models for interphase forces which often hinder the reliable prediction of the homogeneous flow regime. This article presents a multiphase Computational Fluid Dynamics (CFD) study of bubbles in homogeneous porous media to model the flow of oil and gas, and investigates a closure model that is based on the Allen-Cahn phase-field method, where the capillary stress is derived from the excess free-energy. The governing dynamics is simulated with the volume averaged Navier-Stokes equations extended for multiphase flow in porous media. The equations have been discretized by a wavelet transform method to accurately capture the topological change of the fluid-fluid interface, and have been solved by an unconditionally stable multiphysics CFD solver called the Newton-Krylov method. To validate the closure model for interphase
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forces, the results of the present phase-field method have been compared with that from experiments, as well as from reference numerical models. An excellent agreement among the results from present phase-field simulations, experiments, and some reference numerical simulations has been observed. The terminal velocity of the rising gas bubble in a liquid saturated porous medium, as well as in a pure liquid, has been investigated. The bubble rising velocity in both cases has been compared with respect to the theoretical and experimental results. The study illustrates how the bubble dynamics in porous media depend on the excess free energy of a thin interfacial layer formed by two immiscible fluids.
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6.1 Introduction

Numerical modelling of multiphase flow and transport has attracted numerous researchers because of its importance in various scientific and industrial applications (Giorgio et al., 2017; Horgue et al., 2015a; Higdon, 2013). Of particular interests are two-phase flow in and around a wellbore, enhanced oil recovery techniques, and carbon capture and storage projects (e.g. Arzanfudi et al., 2016; Kundu et al., 2016; Rahman et al., 2013). A critical challenge in modelling oil and gas is that the flow rates often cease to remain linear with the pressure gradients in wellbores and in many reservoirs, and the capillary stress becomes important (Wu et al., 2011; Mahdiyar et al., 2011). In particular, near perforation tunnels which are connections between the reservoir and the wellbore (cf. Fig 6.1), a sudden change of the shear stress and the flow direction occurs (Arzanfudi et al., 2016). Molina & Tyagi (2015) considered the Navier-Stokes equation to explain that shear stress associated with the sudden change from horizontal flow in the reservoir to the vertical flow in the wellbore plays an important role in the multiphase flow regime near wellbores. As
the reservoir fluids enter into the wellbore, the liquid phase may remain continuous, but the
gas phase may appear as randomly distributed bubbles. In such case, the pressure drop may
be described by the bubble velocity, friction factor, and buoyancy (Livescu et al., 2010). In
contrast, the presence of bubbles in a reservoir would alter some reservoir properties, such
as the macroscopic hydraulic conductivity of the medium, and the pressure drop across a
bubble may become a nonlinear function of the fluid velocity. Bubbles may plug some pore
channels or fractures and reduce the overall flow rate in a reservoir. The capillary stress
plays an important role in bubble dynamics. As discussed below based on the Darcy’s equa-
tion, bubble dynamics in porous media can be studied by the Buckley-Leverett model, or
the pressure profile in the reservoir may be analyzed by the pressure diffusivity equation. In
both approaches, the capillary stress is treated implicitly – through the relative permeabil-
ity. In this article, we investigate the dynamics of an isolated bubble to understand how the
capillary stress depends on the excess free-energy of a thin interfacial layer that is formed
between two moving immiscible fluids in a homogeneous porous medium. We have con-
sidered the Allen-Cahn phase-field method to define the capillary stress as a function of
the volume fraction ($C$) of one of the two fluid phases. We have incorporated the capillary
stress explicitly into the volume averaged Navier-Stokes equation, where the resistance of
porous media is expressed as a quadratic function of the fluid velocity. We have compared
the results from the phase-field simulations with that from the experiments to validate the
proposed phase-field model of multiphase flow in porous media. Let us now review two
other approaches, which do not account for the capillary stress explicitly.

Using the linear theory based on Darcy’s experiment and the classical Gibbs theory of
capillarity, a two-phase flow can be described by the following Buckley-Leverett model,

$$
\frac{\mu_i}{K_i} \mathbf{u}_i = -\nabla P_i + \rho_i \mathbf{g} + \frac{\partial s_i}{\partial t} + \nabla \cdot (s_i \mathbf{u}_i) = 0,
$$

where $\mu_i$, $K_i$, $\mathbf{u}_i$, $P_i$, $\rho_i$, and $s_i$ are viscosity, relative permeability, velocity, pressure, den-
Figure 6.1: A schematic illustration of an oil reservoir, where a vertical wellbore with perforation tunnels are also shown. The figure is adapted from a similar illustration given by Rahman et al. (2007b). Note that the fluid flow is vertical in the wellbore and horizontal in the reservoir. Bubbles may be present in the wellbore or in the reservoir. When the reservoir fluid enters into the wellbore, the flow rate is affected by the formation damage near the perforation tunnels.
sity, and saturation of phase $i$ ($= l, g$). In such a model, the details of the capillary phenomena are not resolved individually. Instead, capillary phenomena are lumped into the phenomenological relative permeability, $K_i$, which can be measured on core samples in the laboratory. While this approach is pragmatic and fit-for-purpose for many of the operational aspects, one notes that the surface tension has not been accounted explicitly in the Buckley-Leverett model. The linear theory fails to mimic any contribution of the non-Darcy flow regime (Wu et al., 2011; Molina & Tyagi, 2015). Further details can be found from the work of Skjetne et al. (1999); Lee et al. (1987); Guppy et al. (1981); Tek et al. (1962), and Swift et al. (1962). Based on the evidences of flow patterns in fractures and near wellbores, the Forchheimer equation,

$$\frac{\mu_i}{K_i} \mathbf{u}_i + \frac{C_F \rho_i}{\sqrt{K_i}} |\mathbf{u}_i| \mathbf{u}_i = -\nabla P_i + \rho_i \mathbf{g},$$

was proposed to replace the momentum equation in the Buckley-Leverett model, where $C_F$ is the Forchheimer coefficient. The second term on the left hand side of the Forchheimer equation accounts for the frictional pressure loss when fluids flow in reservoirs or through a narrow annulus.

Alternatively, a pressure analysis technique was derived from the conservation of mass, the Darcy’s equation, and the equation of state (Khadivi & Soltanieh, 2014b; Dake, 1983). The single-phased pressure diffusivity equation,

$$\phi \mu c_i \frac{\partial P}{\partial t} = \frac{1}{r} \frac{\partial P}{\partial r} + \frac{\partial^2 P}{\partial r^2}$$

forms the foundation of pressure analysis techniques in petroleum engineering, where $c_i$ is the gas compressibility. In practice, wellbores have a damaged zone with reduced permeability resulting from oil well drilling – known as skin effect, and the pressure diffusivity equation often fails to model such wellbores.

This brief review indicates that current understanding of multiphase flow in porous media is not complete. For example, the methods stated above are often found inadequate to
analyze the skin effect in the perforation zone, as well as bubbly flow in fractured porous media. To take advantage of the CFD simulation, it is necessary to understand how to model the stresses due to the interaction among liquid, gas, and solid (e.g. Kundu et al., 2016; Molina & Tyagi, 2015). According to the CFD literature, the phase-field method is a relatively new technique, which is very similar to the volume of fluid (VOF) method. We know that the VOF method models the surface tension based on the curvature of the interface between two fluids, where the wetting phenomena is imposed as a boundary condition on the solid substrates (Afsharpoor et al., 2012). In contrast, the phase-field method models the surface tension and the wetting phenomena based on the chemical potential, which considers a balance of thermodynamic free energy (Kusumaatmaja et al., 2016; Feng et al., 2007; Feng, 2006). In this article, we demonstrate a phase-field modelling approach of simulating a single bubble rising in a fluid, as well as in a fluid saturated porous media. A comparison between the present phase-field simulation with an equivalent experimental study has been considered to indicate the performance of the phase-field approach for an accurate estimate of pressure jump across a fluid-fluid interface. We then extend the phase-field method to simulate bubble dynamics in porous media. We use experimental data to validate the present results and discuss a methodology that provides an overall estimate of the surface tension and resistive forces active on a bubble that moves in a fluid saturated porous media. Comparisons among numerical simulation, mathematical analysis, and experimental data have been used to validate the proposed CFD simulation of multiphase flow phenomena.

Section 6.2 provides a brief outline of the technical details that are necessary to implement the present methodology. In this section, we have discussed the phase-field method that conserves mass and its benefits to incorporate surface tension directly into the Navier-Stokes equation via a modification of the deviatoric stress. Section 6.3 outlines the present numerical approach, as well as discusses how our method can be incorporated into an ex-
isting CFD code. Based on a classical test case that is commonly used to study multiphase flow, section 6.4 considers two sets of experimental data to validate the methodology outlined in our work. While showing a good agreement between experimental results and our numerical results, we have also discussed a mathematical formulation of the combined forces on the fluid-fluid interface that evolves through a porous media.

6.2 Simulation methodology

6.2.1 Multiphase flow in porous media

To simulate the multiphase flow in a porous medium, the Navier-Stokes equation along with the conservation of mass and the Allen-Cahn phase field equation have been solved for the intrinsic average of the velocity, \( \langle u \rangle \). For convenience, we have adopted the symbol \( u \) to replace the usual symbol \( \langle u \rangle \) for the average. We have simulated the flow of two immiscible fluids of different densities \( (\rho_g < \rho_l) \) and viscosities \( (\mu_g < \mu_l) \). The capillary stress is derived from the excess free-energy of the system accumulated in a thin interface of finite thickness \( (\epsilon) \) between two fluids. The volume fraction, \( C \), of one of the fluids is used as a phase indicator, which takes a value 1 for one fluid and 0 for the other fluid, where the interface of free-energy is defined by \( C \in [0.5 - \epsilon/2, 0.5 + \epsilon/2] \). In other words, the saturation of one phase is \( C \) and the other phase is \( 1 - C \). This representation of the two-phase flow is similar to the volume of fluid method, as well as equivalent to the Buckley-Leverett method. Peaceman & Rachford (1962) presents a detailed derivation of how the individual saturation \( (s_i) \) in the Buckley-Leverett model is equivalent to the phase indicator function \( C \) (see also, Chen et al., 2006c). The density, the viscosity, and the velocity of the phase-field system are given by \( \rho = \rho_g C + \rho_l (1-C) \), \( \mu = \mu_g C + \mu_l (1-C) \), and \( u = u_g C + u_l (1-C) \) (Antanovskii, 1995).
The simultaneous flow of a liquid and a gas behaves as an incompressible flow if the corresponding Mach number (the ratio of the velocity to the sound speed) is less than 0.3 (Kundu et al., 2012; Antanovskii, 1995). Thus, the conservation of mass becomes

$$\nabla \cdot \mathbf{u} = 0.$$  

Since the length scale characterizing the pore structures of the porous medium is much less than that of the REV, as well as the computational mesh, the porous medium is represented by a packed spheres. In this approach, the viscous drag exerted by the spheres is equivalent to the volumetric flow rate that is linearly related to the pressure gradient in the Darcy’s equation (Bear, 1972), and the form drag exerted by the spheres is equivalent to the resistive force in the Forchheimer equation (deLemos, 2006). For each phase, the porous medium is modelled in terms of the total resistive (drag) force

$$f_i = -\left[ \frac{\nu}{K} + C_F|\mathbf{u}| / \sqrt{K} \right] \mathbf{u},$$

where $K [m^2]$ is the effective permeability of the model porous medium, $\nu$ is the kinematic viscosity and $C_F$ is a constant. For spheres of diameter $d$ (e.g. characteristic pore-scale), both $K$ and $C_F$ can be estimated using Ergun’s methodology (Ergun, 1952) such that $C_F = F / \sqrt{K}$,

$$K = \frac{d^2 \phi^3}{(1 - \phi)^2}, \quad F = \frac{1.75d}{150(1 - \phi)},$$

and $\phi$ is the porosity of a porous medium. A technical details of the above model for single-phase flow in porous media is documented by deLemos (2006), Breugem & Rees (2006) and Bear (1972). Following Antanovskii (1995) and Breugem & Rees (2006), we have derived the following ‘intrinsic average’ of the momentum equation for a two-phase flow in porous media:

$$\rho \frac{D \mathbf{u}}{Dt} = -\nabla P + \nabla \cdot (\mu \nabla \mathbf{u} + \mu \nabla \mathbf{u}^T) - \frac{\phi \mu \mathbf{u}}{K} - \frac{C_F \phi |\mathbf{u}| \mathbf{u}}{\sqrt{K}} + (\rho_l - \rho_g) \mathbf{g} - \nabla \cdot \mathbf{\tau}_\sigma,$$

(6.1)
where
\[ \frac{D\mathbf{u}}{Dt} = \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u}, \]

\( \nabla \mathbf{u}^T \) denotes the transpose of the velocity gradient tensor \( \nabla \mathbf{u} \), and \( \tau_\sigma = \sigma \kappa \epsilon^2 \nabla C \otimes \nabla C \) denotes the stress tensor contributed by the surface tension.

### 6.2.2 The phase-field method and the surface tension

#### 6.2.2.1 Dynamics of the two-phase interface

The phase-field method is a relatively new approach for two-phase flow simulation (Vasconcelos et al., 2014; Kim, 2012; Provatas & Elder, 2011; Feng et al., 2007; Jacqmin, 1999; Antanovskii, 1995). It employs the Navier-Stokes equations to accurately simulate the motion of a contact line (Cai et al., 2015) or to directly simulate pore-scale flow of two fluids (Alpak et al., 2016). There are two versions of the phase-field method. The Cahn-Hilliard method uses a fourth order diffusion (e.g. Jacqmin, 1999) and the Allen-Cahn method uses a second order diffusion (e.g. Vasconcelos et al., 2014). Both approaches preserve the immiscibility of fluids by conserving mass of each phase. This article has adopted the Allen-Cahn method because its numerical treatment is more efficient with respect to the Cahn-Hilliard method.

In phase-field methods, the total free-energy is defined by the functional

\[ W = \int_{\Omega} \left( \frac{\epsilon^2}{2} |\nabla C|^2 + f(C) \right) d\Omega, \]

where \( \epsilon \) is the thickness of the interface containing excess free-energy of the two phase system, and the double well potential takes the form \( f(C) = C^2(1 - C)^2 \). The dynamics of the interface is then governed by the evolution of \( C(x, t) \) according to

\[ \frac{\partial C}{\partial t} + \mathbf{u} \cdot \nabla C = \mathcal{T} \mu C + \frac{\mathcal{T}}{|\Omega|} \int_{\Omega} f'(C) d\Omega, \]
where $1/T$ is called the elastic relaxation time-scale and $\mu^c$ is called the chemical potential, which is defined by

$$\mu^c = -\frac{\delta W}{\delta C} = \epsilon^2 \nabla^2 C - f'(C)$$

is called the chemical potential (Yang et al., 2006). The last term in (6.3) ensures the conservation of $C$ (Vasconcelos et al., 2014). Clearly, the chemical potential, $\mu^c$, vanishes away from the interface. In other words, the phase-field equation (6.2) approaches to the VOF equation away from the interface (Alpak et al., 2016; Hirt & Nichols, 1981).

### 6.2.2.2 Surface tension

The surface tension across a fluid-fluid interface can be obtained from the Young-Laplace equation

$$P_g - P_l = \sigma \kappa,$$

where $\sigma$ [N/m] is the surface tension and $\kappa$ [1/m] is the local curvature of the interface. (Chen et al., 2006a). Thus, the stress acting on an arbitrary fluid surface must account for an additional component $\sigma \kappa$ in a two-phase system in such a way that the surface tension does not alter the stress tensor in the region that is away from the fluid-fluid interface. An accurate representation of stress in a two-phase system is a potential advantage of the phase-field theory. Antanovskii (1995) and Jacqmin (1999) provide a detailed derivation of stress that is modified by the surface tension. For the present Allen-Cahn method (cf. Vasconcelos et al., 2014), the assumptions remain the same as the assumptions considered by Jacqmin (1999) for the Cahn-Hilliard method. In the Navier-Stokes equations, the total stress for a two-phase flow is thus given by (e.g. Eq 6.1)

$$\nabla \cdot \tau = \nabla \cdot \left[ -P I + \mu \left( \nabla \mathbf{u} + \nabla \mathbf{u}^T \right) \right] + \sigma \kappa \mu^c \nabla C,$$

where the last term accounts for the divergence of stress due to the surface tension, which has been derived using the variational derivative of $W$ (cf. eq. 6.2) and expanding $\nabla \cdot$.
\((\nabla C \otimes \nabla C)\). In other words, the last term in eq (6.1) is given by

\[
\nabla \cdot \tau_\sigma = -\sigma \kappa \mu' \nabla C.
\]

We have employed the above theory to simulate a two-phase flow of a gas and a liquid by solving Eqs (6.1-6.2) along with the conservation of mass, \(\nabla \cdot u = 0\).

### 6.3 Computational procedures

This section outlines the discretization method and the solution techniques, where the mathematical details are not repeated, and can be found from the cited articles. The governing equations are discretized on a mesh that is a collection of non-overlapping rectangles with \(n_x\) cells in the \(x\) direction and \(n_y\) cells in the \(y\) direction.

#### 6.3.1 Wavelet based CFD simulation

The wavelet method has the multi-resolution properties, and is often called ‘numerical microscope’ in signal and image processing (Mallat, 2009). Recently, the efficiency of wavelet-based CFD simulation techniques has been demonstrated by several authors (Alam, 2015; Alam et al., 2012; Sun et al., 2012; Schneider & Vasilyev, 2010). In particular, the wavelet method is known to capture the evolution of a thin interface accurately. There are three primary approaches of implementing the wavelet method: 

- **i)** the wavelet collocation method based on the nodal approximations (Jameson, 1993; Mehra & Kumar, 2005; Alam et al., 2014);
- **ii)** the wavelet method based on the wavelet expansion coefficients (Liandrat & Tchamitchian, 1990; Mehra & Kumar, 2005); and
- **iii)** the wavelet method based on finite difference discretization and dynamically adaptive mesh refinement (Vasilyev & Bowman, 2000; Alam et al., 2012). The present method falls under the category **i)** – a detailed implementation of which is given by Alam et al. (2014), and is not reproduced here for brevity.
Briefly, it forms a trial solution based on the wavelet expansion series, which extends the weighted residual collocation method presented by Finlayson (2013). The spatial truncation error of the present wavelet method is $O(\Delta x^{2p})$ ($p = 3$ for the present study), and is also second order in time (see also, Walsh & Alam, 2016). The method is unconditionally stable, which means that if $\Delta x$ is reduced to improve spatial truncation error, it is not necessary to reduce $\Delta t$ unless there is a need of improving temporal truncation error. The method treats the coupling of velocity, pressure, and phase-field through a Newton-Krylov iterative solver. It is worth mentioning that the overall computational scaling of this wavelet method is asymptotically optimal, i.e its computational complexity is $O(N)$ for a mesh of $N$ grid points.

6.3.2 Simulation and parameters

For the purpose of illustrating bubble dynamics and understanding the effect of capillary stress and resistive force of the porous medium, we have simulated multiphase flow in an isolated porous block so that all other features of the reservoir do not influence the results. First, we have considered two sets of phase-field simulations. In one simulation, we have turned off the resistive force of the porous medium; in other simulation, we vary the resistive force. Thus, we gain an understanding of how the capillary stress affects the multiphase flow in porous media. Second, we have considered the result of an equivalent numerical simulation to understand the performance of the proposed CFD technique. Third, we have considered the result from an experiment that deals with air bubble rising in a porous medium saturated by water. The comparison between the phase-field simulation and the experiment illustrates that capillary stress is a function of the excess free-energy of the multiphase flow. Fourth, we have considered the balance of forces acting on a bubble to analytically predict the terminal velocity of a rising bubble. Phase-field solution is
compared with the analytical solution.

For all simulations, the model region is initially saturated with a fluid of density $\rho_l$ and viscosity $\mu_l$. We have discussed our results with respect to dimensionless parameters, namely the Reynolds number $Re = UD/\nu$, the Darcy number $Da = K/D^2$, and the Bond number $Bo = gD^2\rho_l/\sigma$, where $\nu = \mu_l/\rho_l$ and $D$ is the characteristic length scale.

### 6.4 Numerical simulations

Let us begin with a numerical validation of the phase-field method in section 6.4.1, and demonstrate that the macroscale surface tension computed from the chemical potential is indeed the microscale surface tension that satisfies the classical Young-Laplace equation.

#### 6.4.1 Macroscale modelling of surface tension

The Young-Laplace equation states a balance of normal stresses between two stationary fluids which meet at an interface. In the phase-field method, the Young-Laplace equation is applied at macroscale on an interface of thickness $\epsilon$. When the mesh resolution, $\Delta$, and the thickness of the interface, $\epsilon$, are about the same order of magnitude, the Young-Laplace equation would be satisfied by the phase-field method. Hua & Lou (2007) observed numerically that a further reduction of mesh resolution is not necessary to satisfy Young-Laplace equation. When the mesh resolution is greater than the thickness of the interface, there is a net imbalance of surface forces, and the total stress tensor is not resolved because Young-Laplace equation is not satisfied.
6.4.1.1 Test case

To demonstrate the phase-field modelling of pressure loss by capillary friction, we have examined the surface tension by simulating a rising air bubble in a tube of diameter 10 cm, saturated with water. To understand the effect of surface tension, we have turned off the resistive force of the porous medium. Fig 6.2(a) displays a vertical cross section of the tube at \( t = 0 \), where a bubble is formed with 65.5 ml air, and is visualized with a color filled contour plot. We have used \( C = 1 \) (red) to denote the fluid of density \( \rho_g = 1.2 \text{ kg/m}^3 \) (air), and \( C = 0 \) (yellow) to denote the fluid of density \( \rho_l = 997 \text{ kg/m}^3 \) (water). The numerical simulation has been repeated under the same physical and numerical conditions except the mesh has been refined. Four meshes are labelled with respect to number of cells in the horizontal and vertical directions, and are denoted by R1(32 × 64), R2(64 × 128), R3(128 × 256), R4(256 × 512).

6.4.1.2 Observation

The outcome of this investigation is depicted in the Fig: 6.2(b – e). The results reported in Fig 6.2 show an imbalance of capillary pressure within and out of the bubble, which alters the shape of the bubble until when the size of computational cells, \( \Delta \), has been reached to about the same order of magnitude as the thickness of the phase-field interface. A careful comparison between four contour plots in Fig 6.2(b – e) indicates that the discrepancy may not be primarily because of the numerical truncation error (see also Hua & Lou, 2007). In contrast, the coarser resolutions are insufficient to resolve the surface tension. To gain a quantitative understanding, we have plotted the contours of the moving interface at \( C = 0.5 \) in Fig 6.3, showing the terminal bubble shapes at each resolution. Clearly, the contour at the coarsest mesh R1(32 × 64) has no wiggles or oscillations, which indicates that the solution on the coarsest mesh has converged with inaccurate physics. The phase-field im-
plementation of the Young-Laplace equation is settled gradually as the mesh is refined. Based on the contour plots in Fig 6.3, the Young-Laplace equation is satisfied on two highest resolution meshes. This result indicates that surface tension applied on the phase-field interface of thickness, $\epsilon/D = 0.022$, is accurately resolved on a mesh with $\Delta/D = 0.015$ in $R^3(128 \times 256)$, which is a near optimal balance between the CPU time and the memory (Jacqmin, 1999; Vasconcelos et al., 2014). We also note that both the memory and the CPU time increased approximately linearly for the present numerical algorithm when we had switched to the higher resolution $\Delta/D = 0.0075$ in $R^4(256 \times 512)$.

6.4.1.3 Comments on the terminal bubble shape

Fig: 6.4 compares time series of the terminal velocity for the rising bubble at various resolutions. The results show that the velocity increases linearly until about $t = 0.5$ and the time series of the velocity are in agreement for until about $t = 2$. When the bubble pressure is lost by friction, a temporal fluctuation is seen in the velocity time series at the lowest resolution $R^1(32 \times 64)$. The velocity of the bubble reaches a steady state, showing a terminal velocity in agreement with $U \propto \sqrt{gD}$, except at the coarsest resolution $R^1$.

6.4.2 Experimental validation of the bubble dynamics

Let us consider the first principle conservation law to understand the pressure profile in a vertical tube based on the multiphase flow mechanism. The momentum equation (6.1) may be reduced to

$$u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = - \frac{1}{\rho_l} \frac{\partial p}{\partial y} + \frac{\mu_l}{\rho_l} \frac{\partial^2 v}{\partial x^2}$$

for the liquid phase around the bubble. When the bubble rises without changing its shape, the liquid flow around the bubble possess the character of a laminar boundary layer. As the interface is approached, the liquid flow tends to the Stokes flow regime. The laminar
Figure 6.2: Temporal evolution of a rising bubble in a liquid for various meshes of resolutions: (a) R1(32 × 64), (b) R2(65 × 128), (c) R3(128 × 256), (d) R4(256 × 512). All the cases are at the same time, $tD/W = 7.4$. 

(a) Initial shape of the bubble.
Figure 6.3: Contour line plot of the simulations presented in Fig 6.2. The results represent how accurately the interface between two fluids have been resolved by various resolutions.

Figure 6.4: Time series of the velocity of the simulation presented in Fig 6.2. The results represent the convergence of the approximate solutions subject to the surface tension and truncation error.
boundary layer theory indicates that the upward rising bubble would have \( \frac{\partial^2 v}{\partial x^2} > 0 \) on the interface for the lower half of the bubble, and thus, \( dp/dy > 0 \). As a result, \( v(x) \) tends to have a local minima near the center of the bubble, when pressure rises along the vertical direction. Hua & Lou (2007) illustrates that a rising bubble may feel a jet force beneath it from the surrounding liquid. In other words, frictional pressure loss from rising bubble contribute to the ‘adverse’ vertical pressure gradient. Following sections demonstrate this hypothesis experimentally and numerically.

6.4.2.1 Experimental data

Bhaga & Weber (1981) provides an experimental study on the shape regimes and terminal velocities of a bubble that is rising in a viscous liquid, where the flow field around a bubble was visualized with a hydrogen tracer technique. The shape regimes observed experimentally by Bhaga & Weber (1981) was also studied numerically by Hua & Lou (2007). These results indicate when the viscous force (or the surface tension) is relatively strong, the bubbles remain spherical. The shape regimes of the rising bubbles help the understanding of the pressure loss due to friction and entertainment of surrounding liquid. As it was observed by Bhaga & Weber (1981) (see Fig 13 therein), friction and entertainment of surrounding liquid plays a dominant role on the terminal shape of bubbles.

6.4.2.2 Numerical simulations

In Fig 6.5, we have compared the shape of a rising bubble among the experimental work of Bhaga & Weber (1981), the numerical simulation of Hua & Lou (2007), and the present numerical simulation. Note that, the results in Fig 6.5 may not be considered for a one-to-one comparison. In contrast, we see clearly that the liquid pushes beneath the bubble like a jet because the bubble pressure has been lost due to friction with the surrounding liquid.
Figure 6.5: Terminal shapes of the rising bubble in a liquid. (a), (d) and (g) are plots of the experimental results provided by Bhaga & Weber (1981). (b), (e) and (h) are plots of corresponding numerical results provided by Hua & Lou (2007). (c), (f) and (i) are plots of numerical results present CFD simulation. Although the physical conditions and parameters are not exactly the same for three cases, the comparison supports findings of ‘adverse’ pressure gradient in the wellbore.
Recall, the viscous force dominates over the inertia force when $Re < 1$. Similarly, the surface tension dominates over the buoyancy force when $Bo < 1$. Bhaga & Weber (1981) provides a characteristic flow for bubble dynamics based on the Reynolds number and the Bond number.

In order to gain a better idea, we have considered a numerical study with $Re = 5, 10, 20$. For each $Re$, we have also varied the Bond number, namely, $Bo = 5, 10, 20, 50, 100$. We have noticed that the pressure occurs for Bond number $\geq 5$ if $Re$ is fixed at 20. Similar pressure loss is seen for $Re \geq 5$ if the Bond number is fixed at 100. This simulation has been presented in Fig 6.6, where we have also compared the present simulation with that from (Hua & Lou, 2007). Note that, the buoyancy force may be strong compared to the surface tension in the wellbore during the period of primary recovery. Thus, the present phase-field simulation of two-phase flow would help to characterize the wellbore pressure profile if the gas flow in the wellbore takes the form of dispersed bubbles.

### 6.4.3 Bubble dynamics in porous media

In this section, we consider the interaction among the buoyancy force, the surface tension, and the frictional force due to the porous medium. We have presented a simplified mathematical expression to describe the balance among these three forces. We have solved the Allen-Cahn Navier-Stokes equation to estimate the effect of these three forces. A comparison between the numerical simulation and the mathematical derivation indicates that the derived mathematical model is appropriate under the assumptions adopted.

#### 6.4.3.1 Two-phase flow simulation in a porous medium

The setup of the simulation is similar to the case presented in section 6.4.1.1 (here-in-after, bubble in a clear medium). For bubbles in a porous medium, the solid phase is mod-
Figure 6.6: Terminal shapes of a rising gas bubble in a liquid. (a), (c) and (e) are plots from the reference model provided by Hua & Lou (2007). (b), (d) and (f) are corresponding plots from the present CFD simulation. Although the modelling technique and the numerical method are not the same in both cases, the comparison supports the findings of the two-phase flow modelling approach considered in the present work.
elled by the frictional force in Eq (6.1), which can be characterized by the Darcy number $\mathcal{D} a = \mathcal{K} / D^2$. A large Darcy number implies a large relative permeability, and vise versa. Here, $\sqrt{\mathcal{K}}$ represents a characteristic length for the gap between the solid phase and the fluid phase. In the limit of $\sqrt{\mathcal{K}} \gg D$ and if the bubble is approximately spherical, the frictional force on the bubble is primarily due to the surrounding fluid, which can be described adequately by the Stokes approximation (Kundu et al., 2012). In the opposite limit, the solid phase is very close to the fluid phase, and the fluid particles within a bubble experience simultaneously a drag force parallel to the direction of mean flow and a lift force along the transverse direction. Further details of this phenomena was studied experimentally by Takemura et al. (2002).

We have simulated a spherical bubble of diameter $D$ in a fluid saturated porous medium with porosity, $\phi = 18\%$. The observation of this simulation is reported in Fig 6.7. The data has been post-processed and visualized as a color filled contour plots in Fig 6.7(a-d) for four values of the Darcy numbers, $\mathcal{D} a = 9 \times 10^{-3}$, $\mathcal{D} a = 9 \times 10^{-4}$, $\mathcal{D} a = 9 \times 10^{-5}$, and $\mathcal{D} a = 9 \times 10^{-7}$. The snapshots in Fig 6.7 are taken when the bubble has travelled approximately a distance of $2D$. We notice that the bubble retains a spherical shape approximately for the highest Darcy number considered here (Fig 6.7a). When the Darcy number decreases the lift force becomes important (e.g. Takemura et al., 2002), and one notices that the bubble deforms, e.g. Fig 6.7b to 6.7d. As we have demonstrated in case of a clear medium, a bubble deforms due to the change of local viscous stress ($Re > 1$) and capillary forces ($Bo > 1$). In the present case, since $\mathcal{D} a$ is the only controlled parameter, the deformation of the bubble in Fig 6.7 is primarily due to the frictional force of the porous medium.

### 6.4.3.2 Momentum balance and frictional force of porous media

Let us consider a bubble of diameter $D = 2r$ (r, radius) and density $\rho_1$, which rises in a homogeneous and isotropic porous medium, and the medium is saturated initially with a
Figure 6.7: The Effects of permeability on the shape of the rising bubbles. Here, all the parameters including porosity, \( \phi = 18\% \) for the simulations are same except the Darcy numbers. The results (a) for the \( Da = 9 \times 10^{-3} \) with \( t = 6.85 \), (b) for the \( Da = 9 \times 10^{-4} \) with \( t = 6.9 \), (c) for the \( Da = 9 \times 10^{-5} \) with \( t = 7.0 \) and (d) for the \( Da = 9 \times 10^{-7} \) with \( t = 8.9 \).

Fluid of density \( \rho_2 \). The frictional force of the porous medium is given by \( f_p = -(\mu/K + F \rho v/K)v \) in the present model (based on the Forchheimer equation), which can also be expressed using the expression of \( K \) and \( F \) given by (see Ergun, 1952)

\[
K = \frac{d^2 \phi^3}{150 A(1-\phi)^2} \quad \text{and} \quad F = \frac{1.75d}{150(1-\phi)}.
\]

According to Bear (1972), an equivalent radius of pore throat for this porous medium is \( R = (2\sqrt{3} - 3)d/6 \). These information can be used to estimate the terminal velocity of the bubble, using the vertical component of the momentum balance Eq (6.1), which takes the form

\[
\frac{4}{3} \pi r^4 \rho_1 \frac{dv}{dt} = (\rho_2 - \rho_1) \frac{4}{3} \pi r^3 g - 2\pi R \sigma \sin \theta - A \left[ \frac{150v(1-\phi)^2 \mu}{d^2 \phi^3} + \frac{1.75 \rho_1 v^2(1-\phi)}{d\phi^3} \right] \frac{4}{3} \pi r^3.
\]

Here, the first two terms on the right hand side represents the buoyancy force and the surface tension, respectively, and the term within \([\cdots]\) represents the frictional force. The
above equation can be rearranged as \( \frac{dv}{dt} = av^2 + bv + c \), and from which the terminal velocity \( v_T \) is then given by

\[
ava^2 + bv_T + c = 0.
\]

One may employ a symbolic computing software, such as MAPLE, and obtain the following form of the terminal velocity

\[
v_T = \frac{(1 - \phi)\mu}{d \rho_1} \left[ -42.86 \pm \sqrt{1836.74 - \frac{0.57}{A} \left( \frac{\rho_1 d^3 \phi^3}{(1 - \phi)^3 \mu^2} \right) \left( \frac{3R}{2r^3} \sigma \sin \theta - (\rho_2 - \rho_1)g \right)} \right].
\]

Let us now examine the above simplified mathematical expression using the proposed phase-field simulation.

### 6.4.3.3 Numerical and experimental validation of the terminal velocity of a bubble

Experimental data from literature can be used to model bubble dynamics in porous media. The experimental data and findings of Takemura et al. (2002) suggest that an overall effect of frictional forces results in pore-scale velocity vectors shifted by an angle \( \theta \) with respect to the direction of mean flow. A quick calculation indicates that a bubble has travelled a net vertical distance \( D \cos \theta \) in a porous medium during a period when it has travelled an actual average distance of about \( D \). As a result, the terminal speed of the bubble in porous media has an equivalent impact with respect to that in clear media. This phenomena may be characterized from controlled numerical simulations. Let us now present a comparison of the terminal speed of a bubble rising in a porous medium with that in a clear medium.

Fig 6.8 compares the time-distance plot for two numerical simulations. Fig 6.8(a) presents the result, where a rising bubble in a fluid of higher density has been simulated. The terminal velocity has been estimated 25 cm/s. Fig 6.8(b) presents the result under the same conditions as that is in Fig 6.8(a), except now the bubble rises in a fluid saturated porous medium. The terminal velocity is estimated 17.5 cm/s in this case. For this simulation, the ratio of the net distance travelled to the actual vertical distance is approximately
In other words, the local velocity vectors of fluid particles with the bubble have an overall shift of $45^\circ$ with respect to the vertical direction when bubble rises in porous media. It is worth mentioning that the several other investigators measured the apparent dispersion coefficient in a porous medium and found that the effect of the porous medium on the dispersion coefficient is equivalent to the local velocity vectors shifted by $\theta \approx 45^\circ$.

Roosevelt & Corapcioglu (1998) and Corapcioglu et al. (2004) reported experimental studies that are dynamically equivalent to the case discussed in the present work. We have considered such experimental data along with two sets of data obtained from the numerical simulations with our phase-field method. One of the simulations is carried out in a clear medium, and the other is done with a porous medium. In each case, the size of initial bubble is the only parameter that has been varied. The result is presented in Fig 6.9, showing a comparison among the experimental data, numerical simulation, and analytical results. In both cases, the numerical simulation has a good agreement with the analytical solution for the entire range of bubble sizes. We see that the experimental data show a trend of deviation for bubbles of radius $< 0.3$ cm, which indicates that the measurement error may have dominated for small bubble. Note also that the slight discrepancy between the numerical data and the analytical solution for small bubbles could have been improved by increasing numerical resolution.

### 6.4.4 Mass conservation in a phase-field simulation

In a two-phase flow simulation with Allen-Cahn phase-field method, we assume that no mass transfer occurs from one phase to another although we do not calculate the saturation of each phases individually. Mass conservation is important in such modelling approach because the simulations would preserve the immiscibility despite there is a diffuse interface between two phases. In view of petroleum engineering, a phase-field simulation that does
Figure 6.8: Time vs distance plot for a rising bubble. (a) A test of a rising bubble in a fluid. The data fit well with an average speed 25 cm/s. (b) A test of a rising bubble in a fluid saturated porous medium. The data fit well with an average speed 17.5 cm/s.
Figure 6.9: The terminal bubble velocity of a rising bubble as a function of the initial radius of the bubble. The present numerical study is compared with respect to the theoretical terminal velocity $v_T$ and experimental data from Roosevelt & Corapcioglu (1998). (a) clear fluid, and (b) fluid saturated porous medium.
not conserve mass would predict the overall rate of oil production inaccurately. Since the bubble may deform from its initial spherical shape during a period of travel, depending on the underlying physical condition, immiscibility implies that the mass of individual phase would still conserve.

In a phase-field model, one thus expects that the quantity \( \langle C(x, t) \rangle = \int_{\Omega} C(x, t) d\Omega \) remains approximately constant for the entire period of simulation. The conservation of mass can be examined by analyzing the time series, \( \langle C(x, t) \rangle / \langle C(x, 0) \rangle \). In Fig 6.2 and 6.7, we notice that the bubble has been deformed during its travel. We have presented the time series \( \langle C(x, t) \rangle / \langle C(x, 0) \rangle \) in Fig: 6.10(a, b). The plot in Fig:6.10(a) shows that the total mass is conserved with a sufficient accuracy in case of a liquid saturated medium - as expected. In case of the liquid saturated porous medium, the plot in Fig:6.10(b) shows a relative numerical error that is \( O(10^{-4}) \). It is evident from this result that the proposed CFD simulation is highly accurate in terms of numerical truncation error.

### 6.5 Conclusion and future work

In the study of multiphase flow, the dynamics of the interface between two fluids can be described according to the classical Gibbs theory of capillarity, where fluid properties vary discontinuously across a sharp interface of zero thickness (Xu & Meakin, 2008; Antanovskii, 1995). The classical Buckley-Leverett approach is a sharp-interface method for multiphase flow in porous media based on the Darcy’s equation, where capillary phenomena are lumped into the relative permeability. In contrast, the phase-field theory of capillarity is based on the thermodynamic principle of equilibrium, where fluid properties vary continuously across an interface of finite thickness, which contains excess free-energy of the system (Jacqmin, 1999). Literature indicates that there is a growing interest on phase-field modelling of multiphase flow; however, there is a lack of studies on how to extend the
Figure 6.10: The time series representing the normalized mass of the gas phase. Clearly the total mass is conserved with sufficient accuracy. (a) The time series associated to the results in Fig: 6.2 (clear medium); (b) the time series associated to the results in Fig: 6.7(b) in the porous media with the Darcy number, $Da = 9 \times 10^{-4}$. Note the terminal bubble shapes are very close for the selected results.
phase-field method for a CFD simulation of multiphase flow in porous media.

In this article, we have introduced a wavelet-based phase-field method for the CFD simulation of multiphase flow in homogeneous porous media, and have analyzed the bubble dynamics to understand how the excess free-energy of the system is related to capillary phenomena. The following findings are useful to extend the proposed multiphase flow modelling approach.

- The phase-field method based on the van der Waals free-energy theory describes the capillary phenomena adequately in case of a gas bubble rising in water.

- In a macroscale CFD simulation, where the mesh does not resolve the porous media at the pore scale, the capillary stress tensor can be expressed as a tensor of the gradients of phase-field variable. In comparison to experiment, this construction of capillary stress is felt adequate in the present study.

- A comparison between the CFD simulation and the experimental data has been used to demonstrate that the phase-field method obtains the terminal shape and velocity of bubbles accurately. This indicates that the topological shapes of the bubbles can be described by the excess free-energy of the system. In other words, phase-field method predicts the bubble coalescence and break up accurately.

A study on the mesh independent simulation and time series analysis indicates that the transient simulations help to understand the time history of a two-phase flow, where the proposed CFD method does not suffer from any visible artificial numerical damping. Authors note that the accuracy and efficiency of their wavelet-based CFD code are due to the rigorous mathematical foundation of the wavelet method and the phase-field method, and the implementation of this code has taken advantage of two well-known software libraries, libMesh (Kirk et al., 2006) and PETSc (Balay et al., 1997). The present implementation
of the multi-resolution wavelet method has taken advantage of the object oriented C++ environment provided by the libMesh library. Similarly, the parallel implementation of the multiphysics wavelet solver has interfaced the SNES solver of the PETSc library.

The CFD method presented in this work has investigated the bubble shapes for a range of values of the non-dimensional parameters, such as the Reynolds number, the Bond number, and the Darcy number. A spherical shape of the bubble indicates that the pressure falls along the vertical direction, \( dp/dz < 0 \), and we say that the pressure drop is “favorable”. On the other hand, the skirted shape of the bubble indicates that the pressure rises along the vertical direction, \( dp/dz > 0 \), and we say that the pressure drop is “adverse” or “unfavorable”. This means that the present wavelet-based phase-field approach of multiphase flow simulation characterizes the overall flow rate or pressure drop when bubbles are driven by the buoyancy force. Further investigation is necessary to fully understand how bubbles break up or coalesce in porous media as they migrate with the continuous phase. Notably, this article does not have enough scope of discussing bubbly flow in heterogeneous or fractured porous media, which may be addressed in a future study.

Finally, authors note that the present research can be extended to investigate the deliverable from various drilling techniques, to directly simulate experimental procedures for similar purposes, and to simulate flow and transport in the field scale wellbores and reservoirs. Such work is currently underway.
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### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>m</td>
<td>Horizontal coordinate</td>
</tr>
<tr>
<td>$z$</td>
<td>m</td>
<td>Vertical coordinate</td>
</tr>
<tr>
<td>$t$</td>
<td>s</td>
<td>Time</td>
</tr>
<tr>
<td>$u$</td>
<td>ms$^{-1}$</td>
<td>Velocity field</td>
</tr>
<tr>
<td>$P$</td>
<td>Pa</td>
<td>Pressure</td>
</tr>
<tr>
<td>$g$</td>
<td>ms$^{-2}$</td>
<td>Acceleration due to gravity</td>
</tr>
<tr>
<td>$K$</td>
<td>m$^2$</td>
<td>Permeability of the medium</td>
</tr>
<tr>
<td>$\phi$</td>
<td>--</td>
<td>Porosity of the medium</td>
</tr>
<tr>
<td>$c_t$</td>
<td>--</td>
<td>Gas compressibility</td>
</tr>
<tr>
<td>$C$</td>
<td>m$^3$</td>
<td>Volume fraction of fluid</td>
</tr>
<tr>
<td>$I$</td>
<td>--</td>
<td>Identity matrix</td>
</tr>
<tr>
<td>$d$</td>
<td>m</td>
<td>Characteristic of pore space</td>
</tr>
<tr>
<td>$\mu_g$</td>
<td>mPa.S</td>
<td>Gas viscosity</td>
</tr>
<tr>
<td>$\mu_l$</td>
<td>mPa.S</td>
<td>Liquid viscosity</td>
</tr>
<tr>
<td>$\nu$</td>
<td>m$^2$/s</td>
<td>Kinematic viscosity</td>
</tr>
<tr>
<td>$\rho_g$</td>
<td>Kg/m$^3$</td>
<td>Gas density</td>
</tr>
<tr>
<td>$\rho_l$</td>
<td>Kg/m$^3$</td>
<td>Liquid density</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Kg/m$^3$</td>
<td>Density</td>
</tr>
<tr>
<td>$P_l$</td>
<td>Pa</td>
<td>Liquid pressure</td>
</tr>
</tbody>
</table>
\[ P_g \quad \text{Pa} \quad \text{Gas pressure} \]

\[ \sigma \quad \text{Nm}^{-1} \quad \text{Surface tension} \]

\[ \tau_{\sigma} \quad \text{Nm}^{-1} \quad \text{Stress due to surface tension} \]

\[ \epsilon \quad \text{m} \quad \text{Interface thickness} \]

\[ \kappa \quad 1/\text{m} \quad \text{Curvature of the interface} \]

\[ W \quad \text{Nm}^{-1} \quad \text{Total free energy} \]

\[ \mu^c \quad \text{J/mole} = \text{Newton} \quad \text{Chemical potential} \]

\[ 1/\mathcal{T} \quad 1/\text{s} \quad \text{Inverse elastic relaxation time-scale} \]

\[ \Delta x, \Delta y, \Delta z \quad \text{Grid space along x, y, z-axis} \]

\[ \Delta V \quad \text{Grid volume} \]

\[ \Delta t \quad \text{Time step} \]

\[ \mathcal{O} \quad \text{Order of magnitude} \]

\[ \mu \text{m} \quad \text{Micrometer} \]

\[ N \quad \text{Number of grid points} \]

Non-dimensional parameters

\[ Re \quad \text{Reynolds number} \]

\[ Da \quad \text{Darcy number} \]

\[ Bo \quad \text{Bond number} \]

\[ U \quad \text{Velocity scale} \]

\[ D \quad \text{Length scale} \]

Subscript

\[ g \quad \text{Gas} \]

\[ i \quad i = 1, 2 \text{ phase} \]

\[ l \quad \text{Liquid} \]

Abbreviation
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>VOF</td>
<td>Volume Of Fluid</td>
</tr>
<tr>
<td>EOR</td>
<td>Enhanced Oil Recovery</td>
</tr>
</tbody>
</table>
Chapter 7

Conclusion and future research direction

The aim of the research project in this thesis is to study multiphase flow around near the wellbore of a reservoir using the 3D Navier-Stokes Equations. We use an experimental and a CFD approach to understand the problem. In this regard, a new radial flow experimental prototype is developed and validated with two types of samples (Chapter 2). The primary experimental investigations are performed with these samples and the results indicate that the apparatus is capable of simulating near-wellbore flow phenomena. The experimental results can be verified with the theoretical results for different flow and formation conditions such as $\mu$, $\phi$, $K$ and $q$. More experiments can be performed to explore the wide range of applications with this setup but were not done for now due to the timeline constraint. In general, the experiments are not free from limitations. The main constraints of the experiment setup include the boundary conditions (i.e. positioning of the measurement tools on the right place of the physical domain of the problem). Despite these limitations, more oil/gas reservoir engineering problems can be conducted in future with this experimental setup as mentioned in the (Chapter 2). More validation tests can be performed to understand the coupled dynamics of wellbore-reservoir fluid flow. In addition to this, the characteristics of the various formation zones and formation damage due to different perforation techniques
with multiphase flow mechanism, formation damage in the near-wellbore environment due to the drilling process and the field trial of the innovated new drilling fluid can be pursued with this setup.

In chapter 3, a CFD approach is employed to model of fluid flows phenomena around the near wellbore of a reservoir using the 3D Navier-Stokes equations. A coupled solver is used to get a robust, accurate numerical solution of NSE for the reservoir fluid flows. The model is verified with the analytical solution of a simplified model and successfully applied to study flow at the near wellbore of a reservoir for different flow scenarios. The results indicate that the model can be extended for wellbore-skin-reservoir coupling model with different skin zones. The research towards this point has been conducted in chapter 4. In future, the different layers of a reservoir can be included in the new model. Furthermore, the model can be extended for a horizontal well with formation damage and other features such as mitigation can be included in the model.

The model described in chapter 3 is extended as a coupled wellbore-reservoir model in chapter 4. The numerical simulations are performed with efficient CFD methodology for the reservoir fluid flows. The model is verified and investigated flow performance of an idealized reservoir. In the future, this model can be extended for the realistic reservoir conditions and can be more verified with field data. Moreover, it can be easily extended for two-phase flow study with appropriate interface conditions. In addition, turbulence flow through wellbore can be modelled with this CFD methodology.

In the next chapter 5, the Navier-Stokes equations are applied to investigate reservoir fluid flow through a perforation tunnel. The results indicate that the pressure buildup in the porous medium is greatly affected by gas flow rate and formation permeability. In addition, the breakthrough of pressure build-up for the flow in a core sample is the gas flow rate and gas flow in a porous system reduces hydrostatic pressure loss. The research in this chapter suggests the future study of the dynamics of the interface between two fluids for the flow
through porous media with an appropriate model.

In the final chapter 6, a phase-field technique is applied to model the interface between two fluids in the study of multiphase flow in homogeneous porous media. Classically, the interface between two fluids is explained with Gibbs theory of capillarity considering a discontinuous sharp interface of zero thickness (Xu & Meakin, 2008; Antanovskii, 1995). Here, a wavelet-based phase-field methodology with a continuous interface of finite thickness is introduced, which contains excess free-energy of the system (Jacqmin, 1999). In this investigation, it is remarkable that the capillary stress tensor can be expressed as a tensor of the gradients of the phase-field variable. Moreover, the topological shapes of the bubbles for two-phase flow can be explained by the excess free-energy of the system, i.e. phase-field method can predict the bubble coalescence and break up accurately. The wavelet-based CFD methodology used here with the accuracy and efficiency due to the rigorous mathematical foundation of the wavelet method and the phase-field method. The present implementation of the multi-resolution wavelet method has taken advantage of two well-known software libraries, libMesh (Kirk et al., 2006) and PETSc (Balay et al., 1997). In the future, the wavelet-based phase-field methodology can be applied to discuss the bubbly flow in heterogeneous or fractured porous media. In addition, this CFD methodology can be applied to directly simulate experimental procedures for similar purposes and to simulate flow in the field scale wellbores and reservoirs.
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