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ABSTRACT In this paper, the effect of the ocean surface sampling process on the ocean wave spectral estimation using the Cartesian Fourier transform (CFT) method on X-band marine radar data is investigated. Our analysis shows that the ocean surface sampling process involves a spatial averaging process that might be described as a 2-D low pass filter. Furthermore, a filter referred to as the inverse sampling averaging filter (ISAF) is proposed to be integrated with the CFT method in order to mitigate the effect of the sampling process. For validation, the CFT-with-ISAF method as well as the CFT-without-ISAF method were used to estimate ocean wave spectra and sea state parameters from X-band marine radar field data. The estimates from both methods were compared to ground truth estimates generated using TRIAXYS wave buoy data. The results show that the ISAF improves the CFT method in estimating ocean wave spectra. The recorded accuracy improvements in estimating the non-directional wave spectrum, the peak wave period, the mean wave period, the zero-crossing wave period, and the peak wave direction were 11%, 12%, 21%, 17%, and 34%, respectively. The performances of significant wave height estimation using the ISAF method and the standard CFT method were validated against ground truth estimates and found to be comparable.

INDEX TERMS Remote sensing, X-band marine radar, ocean wave spectral estimation, modulation transfer function.

I. INTRODUCTION The ocean surface imaging process using X-band marine radars includes several non-linear mechanisms. These mechanisms affect the ocean wave spectra estimates obtained by the Cartesian Fourier Transform (CFT) method [1]–[3]. Figure 1 gives a general illustration of the radar imaging process of producing the radar output (or B-scan), shown in the upper right panel of Figure 1, as a product of the sampled ocean surface in polar coordinates, the shadowing, and tilt modulation, shown in the lower left, lower middle, and lower right panels of Figure 1, respectively. Shadowing occurs when higher waves block the radar signal from reaching lower waves and, hence, effectively hiding them [2]. Tilt modulation can be described as the dependency of the returned radar signal on incident angle, whereby a radar signal with a small incident angle is expected to have a stronger return. Among the radar imaging mechanisms, shadowing and tilt modulation have been considered to have the most effect in ocean wave spectral estimation using the CFT method. Due to the non-linearity and complexity of the shadowing and tilt modulation processes, their contributions to the estimated ocean wave spectra are not completely understood. Several studies have addressed shadowing and tilt modulation and proposed empirical models to mitigate their effects on the estimates of ocean wave spectra [2], [4]–[8]. On the other hand, the effect of ocean surface sampling has not been addressed in the literature. Rather, the sampling of the ocean surface by X-band marine radars is treated as a standard sampling in which the return scatter from different samples is recorded as the return scatter from the centre of those samples. However, what actually happens when the radar signal reflects from the ocean surface reveals that this assumption is not accurate. The reflected radar signal from a certain sample is collected from the entire area of the sample, which
is determined by the radar parameters, and not only from its
centre. This implies that the radar sampling process of the
ocean surface involves an accumulating or averaging process
that might affect the estimates of the ocean wave spectra.
It must be noted that radars of different types, such as X-band
and S-band, or different operation modes, such as short-pulse
and mid-pulse [9], might have different spatial resolution.
Therefore, the averaging area and, by extension, the effect
of the ocean surface sampling on the estimated ocean wave
spectra might change accordingly.

In this paper, the ocean surface sampling process is
addressed and an analytical model is proposed to describe its
effect on the estimates of ocean wave spectra. Furthermore,
a modulation transfer function, referred to as the Inverse
Sampling Averaging Filter (ISAF), is proposed to mitigate
the effect of the radar sampling process on the CFT method
estimates of ocean wave spectra.

The remainder of this paper is organized as follows. Section II
addresses the radar sampling process of the ocean
surface, presents an analytical model to describe its effect on
the estimates of ocean wave spectra, and proposes the ISAF
to mitigate that effect. Section III presents an overview of
the field data that are used to validate the performance of
the ISAF method. It also presents a performance compari-
don between the CFT-without-ISAF and the CFT-with-ISAF
methods. Conclusions and a brief consideration of continuing
directions for this work are presented in Section IV.

II. THE RADAR SAMPLING PROCESS AND THE INVERSE
SAMPLING AVERAGING FILTER (ISAF)
A. RADAR SAMPLING PROCESS
To sample the ocean surface over the range dimension in a
certain direction using an X-band marine radar, the radar
sends out electromagnetic pulses with the main beam pointed
in that direction, as shown in Figure 2. Subsequently, the radar
starts to repeatedly receive the returned scatter for short
periods of time \( \tau = 1/f_s \), where \( f_s \) is the radar sampling
frequency. The radar range resolution \( \Delta_r \) is determined by \( \tau \)
via [10], [11]

\[
\Delta_r = c \tau / 2, \quad (1)
\]
where \( c \) is the speed of light. The azimuth radar resolution is given by

\[ \Delta \theta = BWr, \]

where \( BW \) is the beam width and \( r \) is the distance of the sample from the radar. The returned scatter from the sample is collected from the entire area of the sample. This implies that an averaging filter is involved in the sampling process. The manner in which different locations in the sample area contribute to the radar output is difficult to estimate since it depends on the ocean state at that moment. However, to simplify the problem we assume that different parts in the sample area contribute equally to the returned scatter.

At an arbitrary range \( r \), a clear distinction should be made between the azimuth radar resolution, which is defined by \( BW \), and the azimuth B-scan resolution, which is defined by the azimuthal shift between two consecutive pulses \( \delta \theta_b \). Typically, the azimuth B-scan resolution is higher than the azimuth radar resolution, (i.e. \( BW > \delta \theta_b \)). This results in an overlap between the radar return collecting area of adjacent azimuthal B-scan samples. Figure 3 is an illustration of the overlap between two consecutive radar pulses \( P_i \) and \( P_{i+1} \).

In order to understand the behavior of the ocean surface sampling process, the CFT-estimates are compared to the input spectrum. It must be noted here that neither shadowing nor tilt modulation were implemented in our simulation in order to examine the effect of the ocean surface sampling alone. A modified Pierson-Moskowitz-based power distribution model presented in [12] was adopted to generate the input non-directional wave spectrum of the simulation. A squared cosine distribution [2] was used to add the directional component of the input directional wave spectrum of the simulated images. Furthermore, for more realistic simulation output, wave number phases were drawn from a uniform distribution.

Our preliminary approach to investigating the effect of the ocean surface sampling process on the estimates of the ocean wave spectra is as follows. First, ocean surface elevation Cartesian images are simulated on a fine grid using a Cartesian spatial resolution of \( 1 \times 1 \) \( \text{m}^2 \). Next, B-scan images are generated from the simulated ocean surface elevation Cartesian images using values of \( \Delta_r \) and \( BW \) that are used in an actual X-band marine radar as listed in Table 1. A B-scan sample is calculated by averaging those high-resolution Cartesian samples which fall within the area of the B-scan sample. Finally, the CFT method is used to estimate the ocean wave spectra from the B-scan images.
since none of the radar imagining mechanism, including shadowing and tilt modulation, were implemented in the simulation. This conclusion has been reached by using multiple analysis windows, which are located at different ranges and directions, in estimating ocean wave spectra. Similar results were acquired for the tested analysis windows. Figure 4e contains the CFT-estimate of the directional wave spectrum from the analysis window with a sample shown in Figure 4d.
FIGURE 5. An illustration of the the polar sample area, overlaid on the fine grid of resolution $dx$ by $dy$.

Also, Figure 4f displays the normalized CFT-estimate of the non-directional wave spectrum compared to the simulated normalized input non-directional wave spectrum. Clearly, the normalized CFT-estimate of the non-directional wave spectrum decays faster than the normalized input spectrum. This supports our assumption that the sampling process may be presented by an averaging (low pass) filter that attenuates high frequencies relative to low frequencies. It should be noted that the plotted estimated wave spectra in Figures 4e and 4f, as well as the rest of figures in this paper, were smoothed using a Gaussian filter to allow better visual comparison. However, no smoothing filters were applied on the estimated ocean wave spectra used in calculating ocean state parameters.

To provide better insight into the effect of the ocean surface sampling on the estimated ocean wave spectra from the simulated data, Figure 5 shows the area of a B-scan sample as a function of the range resolution $\Delta r$, the beam width $BW$ and the range $r$. The figure also shows the high-resolution grid for the simulated ocean surface elevation with a spatial resolution of $dx \times dy = 1 \times 1$ m$^2$. Clearly, the number of high-resolution samples that are averaged to form the B-scan sample is not fixed, but is increasing with range $r$, and, by extension, with the area of the B-scan sample. To simplify the problem, the B-scan area can be considered to be rectangular with the dimensions of $L_x \times L_y$, where $L_x = r BW$ and $L_y = \Delta r$, instead of being a ring sector, as shown in Figure 5. Then, the number of high-resolution samples that are averaged to produce the B-scan sample is given by $N_x$ and $N_y$, where

$$N_x = \left\lceil \frac{L_x}{dx} \right\rceil \quad \text{and} \quad N_y = \left\lceil \frac{L_y}{dy} \right\rceil,$$

respectively, where $\lceil \cdot \rceil$ is the ceiling function. For example, using the radar configuration given in Table I and Equations 1 and 2 and considering $r = 1000$ m, $N_x$ and $N_y$ are found to be 18 and 8, respectively. The frequency response of this averaging process can be given by the low pass filter $H_{\tilde{k}_x} = H_{\tilde{k}_x} H_{\tilde{k}_y}$, where the directional filters are

$$H_{\tilde{k}_x}(\tilde{k}_x) = \frac{1}{N_x} \sum_{n_x=0}^{N_x-1} (r_z e^{i \tilde{k}_x})^{-n_x}$$

and

$$H_{\tilde{k}_y}(\tilde{k}_y) = \frac{1}{N_y} \sum_{n_y=0}^{N_y-1} (r_z e^{i \tilde{k}_y})^{-n_y}$$

where $\tilde{k}_x = k_x dx$ and $\tilde{k}_y = k_y dy$ are the normalized wave number vector components in the $x$ and $y$ direction, respectively, and $r_z$ is the magnitude of the filter zeros in the $z$-plane. In order to achieve an invertible filter, $r_z$ was chosen to be 0.9 (see Section II-C). For $N_x = 18$ and $N_y = 8$, Figures 6a and 6b show the zero-pole diagram of $H_{\tilde{k}_x}$ and $H_{\tilde{k}_y}$, respectively, while Figure 7b shows the normalized...
The directional frequency response of $H_\tilde{k}$ in the $(k, \theta)$ domain. It can be seen in Figures 6a and 6b that the zeros located at $r = 0.9$ are arranged within the unit circle, thus allows stable filter inverses. It can be also noted from Figures 6a and 6b that the number of zeros in $H_{\tilde{k}_x}$ is higher than in $H_{\tilde{k}_y}$. This is due to the fact that the number of samples, $N_x$, that are averaged in the $x$-direction is higher than the number, $N_y$, in the $y$-direction. To verify our rectangular area assumption, $H_{\tilde{k}}(\tilde{k}_x, \tilde{k}_y)$ is multiplied by the input directional wave spectrum to produce a modified input non-directional wave spectrum which is compared to the CFT-estimate of the non-directional wave spectrum as shown in Figure 8. Clearly, introducing $H_{\tilde{k}}$ improves the agreement between the two non-directional wave spectra. Since $H_{\tilde{k}}$ is invertible, the effect of the radar sampling process may be mitigated by multiplying the CFT-estimate of the directional wave spectrum by $H_{\tilde{k}}^{-1}$. Figure 9 shows the improvement that $H_{\tilde{k}}^{-1}$ brings to the CFT-estimate of the non-directional wave spectrum.

The previous example and the design of $H_{\tilde{k}}$ have been presented with the intention of helping to understand the effect of the ocean surface sampling process on the estimated ocean wave spectra. $H_{\tilde{k}}^{-1}$ was designed to mitigate the effect of the averaging process of the simulated ocean surface elevation with $dx \times dy = 1 \text{ m}^2$. Considering a higher resolution of the simulated ocean surface elevation leads to higher values of $N_x$ and $N_y$ given in Equation 2 and, hence, to a more accurate design of $H_{\tilde{k}}$ in modeling the effect of the ocean surface sampling process. Ultimately, most accurate design of $H_{\tilde{k}}$ is achieved when $dx \times dy \rightarrow 0$, which requires to consider the filter design in the analog domain.

### B. THE AVERAGING PROCESS IN THE ANALOG DOMAIN

In order to extend $H_{\tilde{k}}$ to be applicable to radar field data, the filter design has to be considered in the analog domain.
The radar actually collects the returned scatter from the continuous rectangular area $L_x \times L_y$ shown in Figure 5. Therefore the analog average filter is given by $H_k = H_{k_x}H_{k_y}$ where $H_{k_x}$ and $H_{k_y}$ are integrating filters in the $x$ and $y$ directions, respectively, that may be modeled in the $x$-direction by a moving average filter in the spatial domain given by rectangular window impulse response:

$$h_x(x) = \frac{1}{L_x}u(x + L_x/2)u(-x + L_x/2).$$

where $u(\cdot)$ is the unit step function. Using the Laplace transform,

$$H_{k_x}(k_x) = \int_{-\infty}^{\infty} h_x(x)e^{-sk_x}dx = \frac{e^{s_yL_y/2} - e^{-s_yL_y/2}}{s_yL_y}$$

(5)

where $s_y = \sigma + jk_y$, with $\sigma$ being the attenuation constant. Similarly, in the $y$-direction,

$$H_{k_y}(k_y) = \frac{e^{s_xL_x/2} - e^{-s_xL_x/2}}{s_xL_x}$$

(6)

where $s_x = \sigma + jk_x$. Using the parameters given in Table 1 and considering $\sigma = -0.1$ for an invertible analog filter (see Section II-C), Figure 10a and Figure 10b show the directional wave number response of $H_k$ in the $(k_x, k_y)$ and $(k, \theta)$ domain, respectively. Since $H_k$ is invertible, $H_k^{-1} = 1/H_k$ can be used to mitigate the effect of the radar sampling process on radar field data. $H_k^{-1}$ is referred to as the Inverse Sampling Averaging Filter (ISAF). For radar field data, the CFT alone (i.e. CFT-without-ISAF) uses the modulation transfer function $MTF = k^{-1.2}$ proposed in [2]. On the other hand, the CFT-with-ISAF method proposed in this paper implements the ISAF with the $MTF$ as follows.

$$E_c(k) = k^{-1.2}E_k(k)H_k^{-1}(k).$$

where $E_c$ is the corrected estimate of the directional wave spectrum and $E_k$ is the estimated directional wave spectrum using the CFT method.
In our analysis, a single CFT-estimate of the directional wave spectrum required 32 B-scan images. First, the 'scan conversion' process is used to convert the B-scan images to Cartesian images [15]. Next, three rectangular analysis windows are selected. Each analysis window, \( I(\xi) \), where \( \xi = (x, y, t) \) is the space-time vector, had a size of \( 256 \times 128 \times 32 \) samples with a spatial resolution of 7.5 m/sample in the \( x \) and \( y \) dimensions and a time resolution of 1.44 s. This size of analysis window was chosen after other popular sizes, e.g. \( 128 \times 128 \times 32 \), to cover a larger azimuth range in order to mitigate the dependency of wave spectral estimation on the azimuthal dimension. The convention of uniformly distributing the analysis windows over the field of view, which is 360° for our data, is adopted [16]. The analysis windows are placed at 0°, 120° and 240°. However, it should be noted that a previous study by Lund et al. [6] suggested to place the analysis windows in the up-wave direction which allows for higher SNR. Also, the authors of this paper suggested in a previous study [7] to place the analysis windows in the up-wave directions of the ocean wave system using a method referred to as the Adaptive Recursive Positioning Method (ARPM) in order to allow for better ocean wave spectral estimation.
The analysis windows were all centred at a range of 1000 m, which is around the nearest range available in our data. Even though the ISAF may have more effect in the far range due to the larger values of $L_x$, our analysis was limited to near range since the performance of the CFT method is better at near ranges compared to far ranges due to the smaller shadowing effect and stronger radar return power. In [6], it was found that the SNR was higher at near range compared to mid and far ranges. Also, the radar imaging effect proposed in this paper suggests that the near range parts of the radar image should less suffer from the radar averaging sampling process. Furthermore, the effect of radar sampling process acts upon the radar image in addition to shadowing and tilt modulation. Since the effect of shadowing and tilt modulation on the estimated wave spectra using X-band radar images is not fully understood, it makes sense to perform the ISAF validation comparisons using the near range where shadowing is minimum.

The 3D Cartesian Fourier Transform (CFT) was performed on each analysis window $I(\xi)$ to produce the 3D image spectrum $F(\Omega)$, where $\Omega$ is the three-dimensional wave number-frequency vector $(k_x, k_y, \omega)$ with $k_x$ and $k_y$ being the spatial wave vector components and $\omega = 2\pi f$ the wave angular frequency. The directional wave spectrum $E(\omega, \theta)$, where $\theta$ is the azimuth angle, and the non-directional $E(\omega)$ wave spectrum were computed from $F(\Omega)$ and averaged from the three analysis windows [2], [7]. Subsequently, sea state parameters, including the peak wave period $T_p$, the mean period $T_0$, the zero-crossing wave period $T_z$, the peak wave direction $\theta_p$, and the significant wave height $H_s$ were estimated using...
FIGURE 14. A field data example demonstrating the improvement introduced by the ISAF to the CFT-method in ocean wave spectral estimation. Data were recorded on Dec 4, 2008 at 12:00 PM. The recorded significant wave height and wind speed were 1.53 m and 10.8 kts, respectively: (a) The ground truth directional wave spectrum estimated using the TRIAXYS Wave Rider buoy data. (b and c) The directional wave spectrum estimated using the CFT-without-ISAF and the CFT-with-ISAF method, respectively. (d) The non-directional wave spectra estimated using the CFT-without-ISAF, the CFT-with-ISAF method, and the TRIAXYS Wave Rider buoy data.

$E(\omega, \theta)$ and $E(\omega)$ [17]. Finally, for a proper comparison with the wave buoy output, a buoy wave spectrum estimate was compared to the average of all CFT wave spectral estimates that were produced within that 30-minute interval.

B. FIELD DATA EXAMPLES

In this section, in order to demonstrate the performance of the ISAF, three field data examples of ocean wave spectral estimation using the CFT-with-ISAF method and the CFT-without-ISAF method are presented. Figure 13 shows (a) a ground-truth directional wave spectrum estimated from TRIAXYS Wave Rider buoy data, (b) the estimated directional wave spectrum using the CFT-without-ISAF, (c) the estimated directional wave spectrum using the CFT-with-ISAF method, and (d) the non-directional wave spectra deduced from the three directional wave spectra. In the case of a directional wave spectrum with multiple peaks, the terminology being used here is that the peak with the highest peak energy is referred to as the main peak, while the other peaks are referred to as the secondary peaks. Also, since we are dealing with normalized wave spectra, the energy level of the secondary peaks is measured with respect to the energy level of the main peak of the same spectrum. Figures 13a and 13d show that the ground truth wave spectra have a main peak at 0.135 Hz and 243° and a secondary peak at 0.08 Hz and 114° with relative energy level of 70%. Looking at the estimates of the directional and non-directional wave spectrum that are generated using the CFT-without-ISAF method shown in Figures 13b and 13d, respectively, both peaks were detected. However, the main
FIGURE 15. A field data example demonstrating the improvement introduced by the ISAF to the CFT-method in ocean wave spectral estimation. Data were recorded on Dec 01, 2008 at 12:30 PM. The recorded significant wave height and wind speed were 2.47 m and 24.8 kts, respectively: (a) The ground truth directional wave spectrum estimated using the TRIAXYS Wave Rider buoy data. (b and c) The directional wave spectrum estimated using the CFT-without-ISAF and the CFT-with-ISAF method, respectively. (d) The non-directional wave spectra estimated using the CFT-without-ISAF, the CFT-with-ISAF method, and the TRIAXYS Wave Rider buoy data.

peak was barely detected and was detected as the secondary peak at 0.128 Hz and 245° with a relative energy level of 43%, while the secondary peak was detected as the main peak at 0.075 Hz and 100°. On the other hand, when the ISAF was implemented in the CFT method, both peaks were properly detected as shown in Figures 13c and 13d. The main peak was detected at 0.134 Hz and 245° and the secondary peak was detected as a secondary peak at 0.075 Hz and 100° with a relative energy level of 78%. Clearly, the ISAF has significantly improved the wave spectrum estimation in this example. Figure 13d also shows better agreement between the ground truth non-directional spectrum and the spectrum obtained by the CFT-with-ISAF method compared to the CFT-without-ISAF.

The same conclusion may be drawn from the example given in Figure 14. The ground truth directional wave spectrum shown in Figure 14a contains four peaks located at 0.03 Hz and 140°, 0.03 Hz and 290°, 0.14 Hz and 75°, and 0.16 Hz and 250°. For discussion convenience, these peaks are referred to as P1, P2, P3, and P4. It can be seen from Figures 14b and 14c that P1 and P2 were not detected by CFT-with-ISAF and detected by the CFT-without-ISAF. However, P3 and P4 were detected more accurately in terms of peak location and relative energy as shown in Figure 14d. Since most of the spectrum energy is actually contained in P3 and P4, it can be concluded that the CFT-with-ISAF outperforms the CFT-without ISAF in this example too.

Finally, Figure 15 shows another example for comparison between the CFT-with-ISAF and CFT-without-ISAF. In this example, non-directional wave spectrum estimates generated using both methods show a good agreement with the non-directional ground truth wave spectrum as shown...
C. PERFORMANCE VALIDATION

The performance validation methodology used in this paper is based on the accuracy of the non-directional wave spectrum estimates $E(\omega)$, the peak wave period $T_p$, the mean wave period $T_{01}$, the zero-crossing wave period $T_z$, the peak wave direction $\theta_p$, and the significant wave height $H_s$. The accuracy of the non-directional wave spectrum estimate $E_R$ with respect to a ground truth non-directional wave spectrum $E_B$ is measured by the correlation coefficient value $\rho$ between the two spectra. The correlation coefficient value $\rho$ is defined by

$$\rho = \frac{N_f \sum E_R E_B - (\sum E_R)(\sum E_B)}{\sqrt{[N_f \sum E_R^2 - (\sum E_R)^2][N_f \sum E_B^2 - (\sum E_B)^2]}}.$$  

where $N_f$ is the number of frequency points in $E_R$ and $E_B$. The correlation coefficient value $\rho$ increases with the agreement between the two spectra and approaches 1 when the two spectra are identical, which occurs rarely in practice. On the other hand, $\rho$ takes a minimum value of 0 when there is no similarity between the two spectra. The estimation accuracy of the sea state parameters $T_p$, $T_{01}$, $T_z$, $\theta_p$, and $H_s$, which are estimated from the directional and non-directional wave spectra as outlined in [3] and [17], is measured by the mean absolute error of their estimates. The estimation mean absolute error $|\varepsilon_\chi|$ (where here $\chi$ represents, variably, $T_p$, $T_{01}$, $T_z$, $\theta_p$ or $H_s$) is given by

$$|\varepsilon_\chi| = \frac{1}{N} \sum_{n=1}^{N} |\chi_R - \chi_{Bn}|.$$  

where $N$ is the total number of radar estimates and $\chi_{B}$ is the ground truth of $\chi$ as collected by the ground truth.

FIGURE 16. A comparison of the CFT with and without the ISAF in terms of the respective wave frequency spectrum similarity with respect to the buoy ground truth spectra. Each point represents the correlation coefficient between ground truth and the radar data 30 minute averaged frequency wave spectra. (a) Dec 1 afternoon and evening, (b) Dec 2 afternoon and evening, (c) Dec 3 afternoon and evening, (d) Dec 4 morning.
Also, the error standard deviation $\sigma_\varepsilon$ of estimates of each of $T_p$, $T_{01}$, $T_z$, $\theta_p$, and $H_s$ is calculated to demonstrate how the estimates are distributed around the ground truth estimate value. The estimation error standard deviation $\sigma_\varepsilon$ is given by

$$
\sigma_\varepsilon = \sqrt{\frac{1}{N} \sum_{n=1}^{N} \left( \chi_n - \frac{1}{N} \sum_{m=1}^{N} \chi_m \right)^2}.
$$

(9)

In order to examine the performance improvement introduced to the CFT method by the ISAF, ocean wave spectra were estimated from the 10-day collected field data described in Section III-A using the two methods: CFT-without-ISAF and CFT-with-ISAF. Subsequently, the sea state parameters $T_p$, $T_{01}$, $T_z$, $\theta_p$, and $H_s$ were calculated for those estimates. The correlation coefficient $\rho$ is calculated for the non-directional wave spectra that are generated using the CFT-without-ISAF and CFT-with-ISAF methods. Figure 16 shows results of $\rho$ in pairs for four 12-hour periods from the 10-day data collected. These are denoted as the CFT-without-ISAF coefficient $\rho$, which is marked using a ‘o’, and the CFT-with-ISAF coefficient $\rho$, which is marked using a ‘x’. Also, the results of the CFT-with-ISAF method are plotted in blue or red to indicate improvement or deterioration, respectively, compared to the results from the CFT-without-ISAF method. Clearly, the performance of the CFT is significantly improved with the implementation of the ISAF. This can be seen from Figure 16 with most of the CFT-with-ISAF values of the correlation coefficient being higher than the values obtained using the CFT-without-ISAF method. An average improvement in the correlation coefficient value, hence the accuracy of ocean wave spectra estimation, of 11% has been achieved. It can be expected that this improvement will reflect positively on the estimation accuracy of sea state parameters. Figure 16a shows a descending trend in the performance of the CFT-with-ISAF as well as
the CFT-without-ISAF. This trend indicates a deterioration in the radar recorded images quality for estimating ocean wave spectra. The change in the radar image quality might be contributed to various reasons such as changes in wind speed and direction, precipitation, fog, the sea state, or the ocean wave contributing systems (wind waves, swell or both). However, the effect of the weather condition on the estimation of ocean wave spectral analysis is out of the scope of this paper.

Here, we further validate the performance of the CFT-with-ISAF method against the CFT-without-ISAF method by using both to estimate $T_p$, $T_{01}$, $T_z$, $\theta_p$ and $H_s$. Figures 17 and 18 show four 12-hour periods of results for $T_{01}$ and $\theta_p$, respectively. Furthermore, the mean absolute error $|\epsilon\chi|$ and the error standard deviation $\sigma\epsilon\chi$, where $\chi = T_p, T_{01}, T_z, \theta_p$ and $H_s$, are calculated for the CFT-without-ISAF and CFT-with-ISAF method using the 10-day field dataset described in Section III-A. Results are listed in Table 3. Once again, the improvement from using the ISAF is observed in estimating sea state parameters. For $|\epsilon T_p|$, $|\epsilon T_{01}|$, $|\epsilon T_z|$, and $|\epsilon \theta_p|$, improvements of 12%, 21%, 17%, and 34% were achieved. Figure 17 shows a consistent overestimation in the wave period using both the CFT-with-ISAF and CFT-without-ISAF in comparison to the buoy estimates. This over-estimation is due to the Modulation Transfer Function used in this paper, $MTF = k^{-1.2}$. This $MTF$ is an empirical function that was developed to compensate for the distortion in the estimated wave spectra using X-band radars due to shadowing and tilt modulation [2]. Even though this $MTF$ is widely accepted in the literature, some studies have shown that using the exponent of $-1.2$ in the $MTF$ may be more accurate for some field data than for others [8]. Therefore, using a different exponent might work better for some data, but could also cause a consistent overestimation.
or underestimation in the wave period on other data depending on how far the exponent used in the MTF is from an optimal value. However, the effect of shadowing, tilt modulation and the MTF are out the scope of this paper. It should be noted in Figure 17c that unlike the rest of the buoy readings in the figure, the readings during the period of 12:00 PM - 3:30 PM fluctuate inconsistently. The reason for these fluctuations is unlikely to be due to an error in the buoy itself since a corresponding fluctuation is also found in the CFT method estimations. Therefore, it is more likely that this fluctuation is due to an environmental factor that is not clear to the authors.

With respect to significant wave height, ocean wave spectra estimates generated using both methods were used to estimate the significant wave height via the Signal to Noise Ratio (SNR) method outlined in [3] and [18]. Figure 19 shows the significant wave height estimates generated using the CFT-without-ISAF and CFT-with-ISAF methods. The parameters $c_0$ and $c_1$ are the calibration coefficients acquired using the radar training process as described in [3]. The mean absolute error in significant wave height estimation, $|\varepsilon_{H_s}|$, was calculated for both methods. As listed in Table 3, estimation errors, $|\varepsilon_{H_s}|$, of 0.57 m and 0.54 m were obtained using the CFT-without-ISAF and CFT-with-ISAF, respectively. Even though the CFT-with-ISAF method produces more accurate estimates for ocean wave spectra, similar estimation performance for significant wave height was achieved using the CFT-without-ISAF and the CFT-with-ISAF, with a slight advantage for the CFT-with-ISAF method.

This may be due to the fact that both methods were calibrated against ground truth data. Therefore, different calibration coefficients, $c_0$ and $c_1$, were obtained for each method and annotated in Figure 19.

### IV. CONCLUSIONS AND FUTURE WORK

In the literature, the process of ocean surface sampling using X-band marine radar has been considered as a standard point sampling. The influence of ocean surface sampling on the ocean wave spectra estimation using the CFT has not been previously addressed. In this paper, the ocean surface sampling process by a marine radar has been reviewed and investigated as an averaging process. A 2D low pass filter model has been presented to describe the effect of the sampling process on the CFT method estimates of ocean wave spectra. Furthermore, a filter referred to as the Inverse Sampling Moving Average Filter (ISAF) has been proposed to mitigate that effect. The performance of the ISAF was validated on field radar data against ground truth data that were obtained from a TRIAXYS Wave Rider buoy. Results show that implementing the ISAF in the CFT method of ocean wave spectral estimation improves the accuracy of the method. The improvement measures that were considered in this paper include the accuracy of estimating the non-directional wave spectrum, and the accuracy of derived parameter estimates, including, the peak wave period, the mean wave period, the zero-crossing wave period, and the peak wave direction. The ISAF performance was also validated in terms of significant wave height estimation and it was found that the ISAF method and the standard
CFT method produced comparable results. Future work on the ISAF will include further validation involving other ocean state parameters such as surface current information.
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