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Abstract

Within the last few years, there has been a massive growth in the number of wire-

less devices and internet connections. This is expected to continue during the next

few years. To satisfy the resulting high data traffic demands, dramatic expansion of

network infrastructures as well as fast escalation of energy demands are expected.

Meanwhile, there has been a growing concern about the energy consumption of wire-

less communication systems and their global carbon footprint. To that end, future

wireless systems must satisfy three main requirements. Firstly, they must provide

users with very high throughput. Secondly, they must be able to provide seamless

connectivity as well as ubiquitous access to the expected enormous number of users.

Finally, they must achieve the first two points with less energy consumption. The re-

quirements can be summarized into the joint optimization of energy efficiency (EE),

user association and backhaul (BH) flow assignment, which remains a fundamental

objective in the design of next generation networks.

This thesis consists of two studies on EE maximization in heterogeneous networks

(HetNets). In the first study, it is assumed that each user has already been associ-

ated to a single base station (BS). Under this setting, We consider enforcing a strict

throughput demand on all user equipment (UEs), called joint EE, power, and flow

control (JEEPF), versus allowing an acceptable range of demands for each, called joint

EE, power, flow control, and throughput (JEEPFT). This minor change causes a dras-
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tic difference in the formulation of both problems. JEEPF is convex while JEEPFT is

quasiconvex, for which we propose a bisection method-based approach. In the second

study, the problem of user association is added to the joint optimization of EE, power

and BH flow control, and an energy efficient user association, power and flow control

(EEUAPF) algorithm is proposed. The original EEUAPF optimization problem is a

non-convex mixed integer programming problem, and therefore NP-hard. We show

how this non-convex problem can be tailored into a form that can be approached

using a classical mathematical programming technique called column generation and

convex programming to derive the optimal solution with a low complexity.

Simulation results are used to demonstrate the EE gains of the proposed ap-

proaches in both studies.
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Chapter 1

Introduction

1.1 Motivation

The number of mobile devices and data connections grew from 7.6 billion in 2015 to

8.0 billion in 2016 [1]. This shows that close to half a billion new mobile devices and

connections were added in 2016 as compared to the world average population growth

rate of 83 million people per year. Thus, the growth rate of new mobile devices is

approximately 6 times that of the world population growth. It is estimated that there

will be 11.6 billion mobile-connected devices by the year 2021. This rapid growth in

the number of mobile devices and data connections has been mainly driven by the

existence of data hungry applications and the continuous increase of captivating wire-

less mobile applications. Particularly, technologies like augmented reality, Internet of

Things (IoT), Device to Device (D2D) communications, e-health care and Financial

Technology (FinTech) are a few of these emerging applications. Undeniably, this in-

crease in the number of devices and the requirement for seamless connectivity as well

as ubiquitous access can lead to the expansion of network infrastructures and increase

in energy consumption. The escalation of energy consumption in cellular networks

1



2015 2016 2017 2018 2019 2020 2021

Year

0

10

20

30

40

50

E
x

a
b

y
te

s 
p

e
r
 y

e
a

r

Figure 1.1: Global mobile data traffic forecast, 2015 to 2021.

is accompanied by an increase in the global carbon footprint which is deemed as a

threat to global security and humanity [2].

Coupled with the rise in number of mobile devices, data traffic in cellular networks

continues to grow dramatically and this trend is expected to continue in the foreseeable

future. The global mobile data traffic forecast up to the year 2021 is as shown in

Figure 1.1. From Shannon’s capacity formula for an additive white Gaussian noise

(AWGN) channel, the capacity of a channel is dependent on resources like the channel

bandwidth, W , and the signal power, S (i.e. all other parameters being equal).

C = W log2

(
1 + S

I +N

)
. (1.1)

In (1.1), I and N represent interference and noise power, respectively. However, it

is important to note that the increase in capacity as a function of power is logarithmic

and slow. Constrained by the cost of electricity and environmental regulations, in-

creasing network capacity by scaling up the transmit power is not suitable and seems

unrealistic in future networks. Again, the capacity of a channel can be increased by

utilizing additional bandwidth. Currently, almost all wireless communication devices
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make use of the spectrum in the 300 MHz to 3 GHz, referred to as “sweet spot” be-

cause of its favorable propagation characteristics for wireless applications. This has

resulted in the sub 3 GHz spectrum becoming nearly fully occupied.

Since the conception of wireless communications, several technologies have evolved

over the years with the most recent being the Long-Term Evolution Advance (LTE-A).

Unfortunately, the deployment of LTE-A is reaching maturity where little improve-

ments in terms of capacity, spectrum efficiency (SE) and energy efficiency (EE) can

be achieved. Hence, it will be highly impossible to satisfy future data demand either

by increasing signal power or additional spectrum with the present cellular commu-

nication network technologies. In order to meet such an exponential increase in data

demand and user, in a sustainable way, while simultaneously limiting the operational

expenditure (OPEX), researchers in academia and the industry should focus on energy

efficient future cellular networks.

The combined effect of the challenges discussed above has already triggered the

3



next major evolution in wireless communications – the fifth generation mobile network

(5G). 5G has been envisioned to provide magnitudes of increase in data rates and

bandwidth, ubiquitous coverage and connectivity, together with offering an enormous

reduction in energy consumption [3] [4]. Specifically, 5G technology aims at achieving

the goals of future wireless networks as shown in Figure 1.2.

Recent works on 5G mention heterogeneous networks (HetNets) and millimeter

wave (mmWave) communications among its key enabling technologies [3] [5]. HetNets

involve the deployment of base stations (BSs) with considerably different transmit

power, coverage area, carrier frequencies and backhaul (BH) connection types [6].

While this heterogeneity in network architecture offers strong potential for coping

with the explosive growth in data traffic [7], it also introduces the new challenges of

(i) reducing overall network energy consumption, (ii) connecting all the BSs to a core

network (CN) through high-capacity BH links since not all of the BSs will not have

a direct connection to the CN, and (iii) associating users to BSs [8] [9] [10]. With

the 3 GHz band fully occupied, it has become necessary to move toward and into the

mmWave spectrum so as to make use of most of its relatively idle spectrum as shown

in Figure 1.3. In addition, mmWave frequencies have high bandwidth enabling them

to provide the BH link capacity on the order of Gbps which is adequately suitable to

handle the BH traffic in 5G [11]. With the rapid pace of research development in the

field of semiconductors, the dominant perception that mmWave spectrum is unsuitable

for cellular communications due to the strong pathloss and attenuation effects (by

water vapor, oxygen and rain) are now considered progressively more surmountable

[12] [13]. The integration of these technologies to enable the realization of the goals of

5G cellular networks still faces many technical challenges, and as such calls for further

investigations.

Motivated by the need to improve on the EE of cellular networks, this dissertation

4
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provides a contribution to the field of EE maximization in mmWave BH HetNets.

Using a cross-layer optimization approach, this dissertation investigates how the opti-

mization of user association, throughput demand and power control (all in the physical

layer), and flow control (in the network layer) provides the ability to obtain global

optimum user association, flow and power allocation under the common objective

of maximizing EE. Cross-layer optimization, which in wireless networks refers to the

joint optimization of multiple wireless network layers, has been deemed as an effective

approach in wireless networks design. This design method has been shown to yield

better results than considering each layer separately [14].

Specifically, this dissertation focuses on improving the AN and BH network through-

put and SE, optimizing flow allocation on the numerous BH links resulting from the

dense deployment of BSs, as well as reducing the energy consumption of future cel-

lular networks. The improvement in the AN throughput is achieved by proposing a

novel variable-rate joint throughput, power and BH flow optimization algorithm. The

5



BH link throughput improvement is achieved by implementing a mix of backhauling

candidate solutions. The reduction in energy consumption is achieved in two folds:

(i) by associating UEs to BSs that minimizes their AN and BH power consumption,

and (ii) by optimizing power allocation to UEs already associated to BSs and the BH

link power consumption. The QoS requirement of UEs are guaranteed in both cases.

Novel algorithms that jointly perform the tasks mentioned above are proposed.

This will fill the void in literature on energy efficient algorithm design that jointly

maximizes AN throughput, assigns flow on BH links and minimizes power consump-

tion as well as well as providing a user association approach that maximizes EE while

optimizing power and BH flow assignment without compromising UE QoS require-

ment.

Furthermore, the use of different mmWave frequency bands in the BH network

design promises high capacity BH networks thereby eliminating the possibility of BH

links becoming a bottleneck to the flow of BH traffic.

1.1.1 Thesis Objectives

The objectives of this dissertation are stated below:

• The use of two mmWave frequency bands in multiple BH link connections and a

multi-hop BH network is investigated to know if the BH network can constitute

to capacity or energy bottleneck in future HetNets.

• A fixed UE demand rate joint power allocation and BH flow assignment for EE

maximization approach is developed in this dissertation.

• A bisection based method algorithm is proposed for the joint optimization of EE,

power allocation, BH flow assignment and throughput demand maximization. It

is also shown how the original non-linear and non-convex optimization problem

6



can be reformulated as a quasiconvex optimization problem and solved for the

global optimum.

• A column generation based energy efficient user association, power allocation

and BH flow control approach is proposed. It is shown how the original opti-

mization problem, that aims at associating UEs to BSs that minimize power

consumption in the AN and BH network while jointly performing BH flow as-

signment, which is a non-convex problem can be tailored into a form suitable

for the application of column generation to derive the optimum solution.

• Simulation results are carried out for the proposed algorithms and novel ap-

proaches to validate their effectiveness.

1.1.2 Research Contributions

Motivated by the need to improve the EE and resource utilization in HetNets, the

following research contributions are made:

1. The role of mmWave frequency bands in a multi-hop, multiple BH link con-

nections in a heterogeneous network is studied. This is done to determine if

mmWave BH links would or would not constitute energy or capacity bottleneck

for HetNets. In particular, two mmWave frequency bands (60 GHz and 73 GHz)

are used in the BH network. It is proved that mmWave frequency bands can

provide very high data rates for BH traffic and as such would not be a capacity

bottleneck for future HetNets under the right conditions (like BH link length on

order of 200m).

2. The problem of joint EE, power allocation and BH flow control is studied aiming

at the maximization of EE. This is studied for two setups. In the first setup, the

7



joint EE, power allocation and BH flow control optimization problem was stud-

ied for fixed UE throughput demands. This optimization problem was shown

to be a convex optimization problem and, thus, can be solved efficiently using

convex optimization techniques.

In the second set up, the throughput demands of UEs were chosen to be a

variable that can take any value between the minimum QoS throughput and

the maximum achievable throughput. This is aimed at improving the overall

network throughput as some UEs can receive higher throughput depending on

their channel conditions. This variable-rate joint EE, power allocation and BH

flow control problem is formulated as a fractional and non-convex optimization,

which is NP-hard and difficult to obtain the global optimal solution. The original

fractional and non-convex optimization problem is reformulated into a quasi-

convex optimization problem, and a bisection-based algorithm that obtains the

global optimal solution is proposed. Simulation results are used to demonstrate

the superiority of the variable-rate EE maximization algorithm over the fixed-

rate EE maximization algorithm and other simple benchmark schemes in terms

of EE, total network throughput, total network power consumption, and BH

links load balancing.

3. The user association problem aimed at optimizing power allocation in the AN

and BH networks as well as BH flow assignment jointly without compromising

UEs quality of service (QoS) requirements is studied in this dissertation. The

energy efficient user association scheme that optimizes power allocation in the

AN and BH networks as well as BH flow assignment is formulated as a non-

convex mixed integer programming problem, which is NP-hard. It is shown

how this non-convex problem can be tailored into a form that can be tackled

using a classical mathematical programming technique called column generation
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to derive the optimal solution, with a low complexity. To that end, a column

generation based energy efficient user association, power and BH flow control

algorithm is proposed. In the provided results, the proposed algorithm is shown

to achieve significant EE gains than conventional user association schemes. It

is noticed from the results that, the type of user association scheme employed

in HetNets affects the energy consumption in the AN and BH, and by using the

right user association scheme, the EE gains can be significantly improved.

1.1.3 Thesis Outline

This dissertation studies EE maximization in heterogeneous cellular networks. More

specifically, optimal user association techniques, AN and BH power allocation, BH

flow assignment and user-throughput demand allocation based on channel conditions

techniques are investigated.

Chapter 1 provides the motivation, objectives, research contribution and the out-

line of the dissertation.

Chapter 2 presents the concepts of homogeneous and heterogeneous cellular net-

works, and also describes the major technical challenges associated with heterogeneous

network architecture. This chapter also presents the state-of-the-art works on mil-

limeter wave communications and EE in HetNets.

Chapter 3 presents two EE maximization optimization frameworks: a fixed-UE

rate joint energy efficient, power and flow control optimization scheme and a variable-

rate energy efficient, power and flow control optimization scheme. A bisection method-

based joint EE, power and BH flow control algorithm is proposed for the latter scheme.

Simulation results show that the variable-rate EE algorithm performs better than the

fixed-rate EE algorithm and other benchmark schemes.

Chapter 4 extends our system model in Chapter 3 to include user association.
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However, the binary nature of the user association variables significantly increases

the complexity of the joint energy efficient user association, power and BH link flow

control optimization problem. A column generation based approach is proposed to

derive the optimal user association, power and flow control with a lower complexity.

Simulation results are used to demonstrate the effectiveness of the proposed approach.

Chapter 5 gives concluding remarks and mentions future works.
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Chapter 2

Background and Literature Review

2.1 Homogeneous Cellular Networks

A homogeneous cellular network architecture consists of the deployment of macro

base stations (MBSs) of the same transmit power levels, antenna patterns, receiver

noise floors and backhaul connectivity to the core network. The deployment of a

homogeneous cellular network involves a macro-centric network planning process as

depicted in Figure 2.2a, in which the locations of MBSs are carefully chosen, in order

to maximize the coverage and minimize the interference between the MBSs. Untill the

past few years, homogeneous cellular technologies such as 3G, 4G and most impor-

tantly the legacy 3rd Generation Partnership Project Long-Term Evolution (3GPP

LTE) managed to support the different QoS requirements of users while guaranteeing

a seamless connectivity for all users in the network. However, (i) the exponential in-

crease in the number of connected devices, (ii) the continuous demand for higher data

rates and (iii) the rapid growth of data traffic call for increasing the network capacity

and coverage. One way of achieving this can be to densify the MBSs in the cellular

network as shown in Figure 2.1. MBS densification can take the form of adding more
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Figure 2.1: Densification of homogeneous cellular network.

sectors per MBS site or by deploying more MBSs. The deployment of additional MBSs

can reduce the distance between a BS and a user thereby improving pathloss condi-

tions, increasing frequency reuse and also enabling cell splitting gains. Unfortunately,

this approach is highly complex in homogeneous cellular networks. Detailed network

planning are required prior to the installation of the additional MBSs. Moreover, site

acquisition for cell towers and BSs can become difficult and prohibitively expensive

especially in densely populated areas. Also, MBSs do require an air conditioning unit

for the power amplifier and a shelter to house the base transceiver station/node B (in

3G networks). Furthermore, fiber optic BH connections will be needed for most MBSs

to connect the AN to the CN. In a nutshell, reducing the cell size using additional

MBSs will incur more cost (capital expenditure (CAPEX) and operational expendi-

ture (OPEX)) and energy usage since each MBS’s transmit power varies between 5

and 40 W [1].

The above mentioned challenges associated with the dense deployment of tradi-

tional MBSs can be overcome by utilizing BSs with lower transmit power, on the

14



(a) Homogeneous cellular network (b) Heterogeneous cellular network

Figure 2.2: Homogeneous vs Heterogeneous AN.

average 250 mW to 2 W (i.e. low power nodes), and different BH connection types

over-laid in a MBS’s coverage area as illustrated in Figure 2.2b. Thus, future cellular

networks will be heterogeneous in nature.

2.2 Heterogeneous Networks

The migration from a homogeneous cellular network to a heterogeneous cellular net-

work is perceived as a sustainable way to support a broad range of connectivity and

to deliver unprecedented user experience in future cellular networks. As such, this

area has received significant attention in the wireless industry and the academic re-

search communities. A network that consists of a mix of MBSs and low power nodes,

where some may be configured with restricted access and some may lack wired BH,

is referred to as a heterogeneous network and is illustrated in Figure 2.3. Each class

of BS is referred to as a tier and the low power nodes include micro, pico and femto

BSs. MBSs refer to the conventional operator-installed BSs that provide open public

access for wide coverage area distances of up to a few kilometers. They are referred to

as enhanced NodeBs (eNBs) in LTE. Generally, MBSs can emit up to 46 dBm trans-

mit power and can serve thousands of customers using a dedicated BH connection.
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Figure 2.3: A two-tier heterogeneous network topology utilizing a mix of MBS and
PBSs.

Pico BSs (PBSs) are low-powered operator-installed BSs with similar BH and access

features as MBSs. They usually provide coverage over a radio range of 300 m or less

for a few tens of UEs. Their transmit power ranges from 23 to 30 dBm. PBSs are

mainly deployed for capacity enhancement, especially in areas with insufficient MBS

penetration. Femto BSs (FBSs), with coverage range of less than 50 m, are low cost,

low power, user-deployed access points for data traffic offloading using consumers’

broadband connection. FBSs are also referred to as home BSs or home eNBs and

have typical transmit power of less than 23 dBm. They can operate in either an open

access or a restricted (closed subscriber group) access.

Since LTE Release 10, the deployment of HetNets has been an important evolution

direction in 3GPP in providing the necessary means to accomodate the anticipated

huge traffic growth [2]. In Figure 2.3, the MBS connects to the CN through a fiber

cable. The PBSs connect with themselves or the MBS through a wireless BH connec-
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Figure 2.4: Comparison of the average AN power consumption gains of a homogeneous
and heterogeneous cellular network deployment with different N values.

tion. The benefits that can be derived from heterogeneous cellular networks include

mitigating the possible occurrence of capacity bottleneck in the AN and BH network

and connections, improving SE, and reducing the wage bill of network operators.

The performance gains of a heterogeneous cellular network (as in Figure 2.2a)

relative to a homogeneous network (as illustrated in Figure 2.2b) are briefly discussed

below to provide useful insights on how HetNets can meet the growing UE traffic

and network power consumption. In the simulation, each PBS/MBS equally shares

its available transmit power to all of its subchannels. The bandwidth of each sub-

channel is 180 kHz. N represents the number of users in the network. The channel

gain considered includes pathloss, log-normal shadowing and multipath fading. The

user association employed here is the LTE-A reference signal received power (RSRP)

scheme [1]. In RSRP users get associated with the BS from which it receives the

strongest signal.

In Figure 2.4, the average total DL AN throughput is depicted for a homogeneous

cellular network and a heterogeneous cellular network. Energy saving as high as

44.24% (typically for low number of UEs) and 27.06% (typically for high number of

UEs) is achieved in the HetNet deployment. This is because whenever a UE gets

associated with a PBS (i.e. UE receives best signal power from a PBS), less energy
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Figure 2.5: Comparison of the average AN throughput gains of a homogeneous and
heterogeneous cellular network deployment with different N values.

is consumed as compared to the amount of energy a MBS would have consumed.

Similarly, significant throughput improvement is achieved in the HetNet deployment

for different N values. The average network EE of the two deployment strategies

is shown in Figure 2.6. Better AN EE is achieved in the heterogeneous network

deployment than in the homogeneous network. However, questions that arise from

these results include; (i) is this user association scheme the best way of associating

UEs so as to maximize AN throughput while minimizing power consumption, (ii) will

this large AN total throughput cause a bottleneck problem in backhauling traffic to

the CN, (iii) what about interference in HetNet deployment, and (iv) will the “sweet

spot” frequency spectrum be able to support this potential increase in AN throughput

for the HetNet deployment?

Moving on to future cellular HetNets, the successful integration of the different

BSs and realistic simulations becomes more complex due to the extremely distinct

characteristics of each tier of BS. In the next sub-chapter, the different technical

aspects of HetNets technology, the challenges and future technology directions are

discussed.
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Figure 2.6: Average total downlink energy efficiency for different N values.

2.3 Technical Challenges in Heterogeneous Net-

works

In this section, some of the new challenges that arise in the deployment of HetNets

are discussed. It focuses on both technical and economic issues.

2.3.1 User Association

User association can be defined as a mechanism through which a UE selects a single

BS based on certain criteria from which it will receive network services. The different

criteria that user association schemes can use include:

• Energy efficiency: UEs are associated to BSs such that the total network through-

put is maximized while the total power consumption is minimized.

• Channel conditions: which can be signal quality at the receiver or the pathloss

that the UE experiences.

• Backhaul: this criterion may consider the BH link length or number of hops, its

capacity, and/or power consumption.
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• Power consumption: this criterion focuses on minimizing power consumption in

the network.

• Bandwidth: this criterion tries to maximize the transmitted data rate per spec-

trum resource unit (spectrum efficiency).

• Load balancing: this criterion focuses on the equal distribution of UE traffic to

the different tiers of BSs.

• Interference: this criterion will try to minimize the interference that UEs in the

network suffer.

• Bias: this criterion favors LPNs by actively pushing UEs to LPNs using a posi-

tive bias value.

The BS selection decision can be coordinated by a single entity within the whole

network (centrally coordinated) or distributed, where each UE chooses a serving BS

by itself. In general, finding the truly optimal BS-UE association is a combinatorial

optimization problem and the complexity grows exponentially with the scale of the

network. LTE technology, which constitutes a major step towards 5G standardization,

uses a centralized user association scheme in which UEs send measurement reports to

the radio admission control entity when configurable conditions are met. In particular,

each UE measures the received signal strength from BSs and submit a report on the

BSs and their respective received signal strength. With the goal of maximizing radio

resources usage, a UE gets associated to the specific BS that provides the maximum

received signal strength. This method of user association scheme is referred to as

RSRP. However, simulation results and field trials have demonstrated that such an

approach does not increase the overall throughput as has been anticipated in HetNets

since LPNs typically have few active users [3]. In HetNets, RSRP scheme can lead to
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a serious load imbalance since the majority of UEs get associated to the MBS due to

the MBS’s relatively stronger downlink transmit power [4]. As such, this rudimentary

user association scheme may result in an inefficient use of LPNs’ resources since most

LPNs will have only few or no UEs associated to them. To cope with this problem,

range expansion (RE) was proposed in 3GPP Release 10, where UE’s power received

from a LPN is artificially increased by adding a positive bias to it in order to ensure

that more UEs get associated to it. Despite a potentially significant signal-to-noise

ratio (SNR) hit for UEs, the issue of how much biasing is "optimal" still remains

debatable. Also, RE presents lower SE than RSRP as a UE may be connected to a

BS that does not provide the highest SNR which can consequently affect the overall

power consumption in the network. These conventional user association schemes

consider only the AN and do not guarantee efficient network (AN and BH) energy

consumption. To that end, innovative backhual-aware user association schemes are

needed to address the unique features of future 5G networks.

2.3.2 Backhauling

As discussed in the introduction, the proliferation of mobile data applications and

traffic calls for a revolution in the design approaches for the realization of future 5G

systems. Making reference to today’s 4G wireless networks, 5G networks will need to

provide support for the following [5]:

• 1000 times higher mobile data volume per area.

• 10 to 100 times higher number of connected devices.

• 10 to 100 times higher user data rate.

• 10 times longer battery life for low power massive machine-to-machine commu-

nications.
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• Five times reduced end to end delay.

As a promising approach to attaining the above listed ambitious goals of 5G, HetNets

are considered as one of the candidate technologies for 5G. While LPNs in HetNets can

greatly maximize network total throughput, coverage, and EE, one of the numerous

significant challenges to overcome lies in providing a scalable, affordable, and flexible

mobile BH to connect the high capacity LPNs to the CN. Mobile BH in cellular

networks is a term commonly used to describe connectivity between BSs and radio

controllers. The dense deployment of LPNs overlaid the MBS in HetNets exacerbates

this problem since (i) LPNs are mostly located in hard-to-reach areas and (ii) reliable

BH connectivity must come at a lower cost. Moreover, providing direct high speed

BH connection to the CN for each LPN becomes highly impractical. To that end,

numerous researchers have offered a comprehensive study on the current and future

cellular BH network requirements and candidate technologies [6] [7] [8].

Fiber connections have long been considered as the best BH solution due to their

ability to provide abundant capacity and high scalability. However, this solution

is highly impractical and prohibitive in HetNets due to the high deployment cost

and challenge of laying fiber to each LPN, especially in such an unplanned, dense

LPN deployment [5]. Wireless BH may be seen as a better alternative BH solution

in HetNets. But other factors need to be considered before implementing wireless

BH solutions. These factors include spectrum availability, propagation environment,

line-of-sight (LOS) availability as well as capacity requirements. Although the sub-

6 GHz band has higher tolerance to non line-of-sight (NLOS) propagation, it does

not have sufficient bandwidth to support BH links requirement in 5G. Likewise, the

traditional LOS microwave point-to-point links would not work in 5G due to its limited

capacity and the possible occurrence of interference due to the large number of LPNs.

A comparison of the different possible BH solutions in HetNets is summarized in
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Table 2.1: Backhauling candidate solutions in heterogeneous cellular networks [5].

Backhaul candidate Cost Reliability Capacity Deployment Typical link distance
Fiber Medium Very high Very high Difficult >10 km
Licensed sub 6 GHz Low High Low Easy <5 km
Unlicensed sub 6 GHz Low High Low Easy <5 km
Unlicensed 6-42 GHz Low Medium Medium Easy <5 km
Beyond 42 GHz mmWave Low Medium High Easy <1 km

Table 2.1.

In HetNets, it is expected that the LPNs will be as close as 50 m apart. Hence,

a LPN may connect to the CN through another LPN or an aggregation gateway as

in LTE-A [6]. Multi-hop BH transmission is considered to enable BSs, beyond LoS

communication to the CN, to send their BH traffic through relay BSs. Contrary to

existing works that employ single BH link routes between neighboring BSs, it is more

desirable to have multiple BH link routes between BSs. This is necessary to make

BH traffic flow robust, to link failures and channel fading effects. Such multi-hop and

multi-routes BH network topology requires proper BH network dimensioning and flow

assignment to optimize energy consumption, with the consequent reduction of CAPEX

and OPEX. Since most user association schemes do not consider BH link availability,

BH network can become a performance limiting factor in 5G. Hence, the problem of

jointly optimizing AN and BH network resources needs thorough studies. The ideal

BH solution is likely a mixture of both wireless and wired BH technologies, in which

some BSs (specifically the LPNs) may form a cluster to aggregate and forward BH

traffic to the CN while other BSs may serve as relay nodes. The efficient design of such

BH network in future cellular networks that incorporates considerations of important

factors like network capacity, deployment density, required data rate, infrastructure

cost, interference, operating carrier frequency, and the availability of radio spectrum

remains a challenging task.
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Figure 2.7: Interference classification in two-tier HetNets.

2.3.3 Interference

Besides backhauling and user association, another substantial challenge in the deploy-

ment of HetNets is the issue of cross-tier (inter-tier) or co-tier (intra-tier) interference.

In traditional single-tier cellular networks, interference can be mitigated using well

planned frequency reuse schemes. However, such frequency reuse schemes will reduce

spatial reuse as subchannels used in one cell cannot be reused in neighboring cells.

The roll outs of PBSs and FBSs overlaid MBSs will create new cell boundaries, in

which users may suffer from strong inter-cell interference particularly when they all

share the same frequency band. This could also possibly degrade the overall net-

work performance. Figure 2.7 shows the various types of interference in a two-tier

HetNet. Uplink co-tier interference can be caused by nearby, co-located UEs or a

rise in the noise level to other neighboring PBSs. PBSs transmission interfering with

neighboring PBSs’ UEs result in downlink co-tier interference. A PBS UE acting as

a source of interference to a MBS or vice-versa refers to uplink cross-tier interference

and downlink cross-tier interference occurs when a PBS transmits too close to a MBS

UE.

Aside from the large number of new cell boundaries, the sources of the interference
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issue in HetNets include [9] [10]:

Unplanned deployment–LPNs are typically deployed according to UEs traffic

distribution. Since UE traffic distribution cannot be predicted, the traditional network

planning and optimization procedures become inefficient because neither the number

of UEs nor the location of LPNs can be controlled by network operators. To that

end, each BS should be able to configure and optimize its resources (transmit power

and bandwidth allocation) so as to avoid the possible occurrence of interference in

nearby cells. This motivates the search for novel decentralized interference avoidance

schemes.

FBSs closed subscriber group (CSG) access–In CSG-based FBSs, only sub-

scribed femto UEs (FUEs) have access to the resources of the FBS. Thus non-

subscribers would not always be connected to closest BS. Such scenario may cause

cross-tier interference. As depicted in Figure 2.8a, a MBS user (MUE), who is not

subscribed to the FBS, transmits at a high power on its UL to its far serving MBS.

This has led to the occurrence of strong interference in the UL of the nearby FUE. In

Figure 2.8b, a FUE interferes with the DL reception of a nearby MUE. In summary,

CSG access FBSs can potentially generate high interference to nearby MBS and PBS

UEs and vice versa. As the deployment of MBSs, PBSs and FBSs are expected to

be high, the corresponding associated interference may significantly increase as well.

This calls for further studies.

Transmit power difference between BSs–The imbalance in the pathloss of

UEs from the different tiers of BSs and in the transmit power of BSs belonging to

different tiers can cause strong interference in HetNets. It has been highlighted earlier

that the RSRP user association scheme usually leads to an overload of UEs for the

MBSs due to the uneven traffic distribution. UEs associated with the MBSs in the

DL can severely interfere with the UL of UEs associated with LPNs in the vicinity of
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Figure 2.8: Various possible UL and DL cross-tier interference scenarios in HetNets [9].

the MUEs. Figure 2.8c shows how a UE associated to a MBS (as a result of RSRP

user association scheme) creates a strong UL interference to a nearby PUE. Similarly,

the MUE will receive a strong DL interference.

Figure 2.8d illustrates how RE mitigates the PUE UL interference encountered

in Figure 2.8c. With RE, the MUE in Figure 2.8c gets associated to the PBS, and

hence transmits less UL power, thereby mitigating the cross-tier interference in the

UL. However, this can also reduce the DL signal quality of UEs in the expanded region

or cause a higher DL transmit power to that UE from the PBS.

2.3.4 Energy efficiency maximization

Energy efficiency (units: bits-per-Joule) is defined as the amount of information (bits)

that can be reliably transmitted per Joule of consumed energy. It has been identified

as one of the key performance indicators for 5G networks. Maximizing overall network

EE may be defined as maximizing the successfully sent data rate while minimizing

the total energy consumption [11]. In cases where by the demanded data rates of UEs

are fixed, EE maximization translates to satisfying the UE traffic demands, while
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Figure 2.9: Approaches for increasing the energy efficiency of future wireless networks.

minimizing the total energy consumption. Maximizing EE does not only help achieve

cost reduction, but also green environmental targets. A general consensus in the

wireless academic industry is achieving a 1000× data rate increase for the same or

lower power consumption as today’s networks [12] [13].

The total energy consumption is the sum of the AN and BH links energy con-

sumption. Since BH networks will form a critical part in the design of future cellular

networks, their energy consumption cannot be neglected. Generally, the total trans-

mit power of a BS is equally distributed among its subchannels. The more UEs in the

network, the higher the number of subchannels needed to meet the demands of the

UEs and the higher the AN energy consumption. Also, the AN energy consumption

becomes higher when more UEs are associated with the MBS, since the MBS transmits

higher power than the LPNs. Controlling the transmission power of BSs according to

UE demand rates and channel conditions can help minimize energy consumption and

CO2 emission.

Energy consumption in a BH link is a scalar function of the aggregated throughput

that flows through the link. An aggregated throughput can be defined as the sum of
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the throughput of all UEs associated to all LPNs that backhaul their traffic through

this BH link. It has beeg reported that user association schemes in HetNets can

significantly influence the energy consumption of the BH network, a claim which will

be investigated as part of this dissertation [11]. Another way of improving the EE of

BH network is by performing BH load balancing.

Figure 2.9 illustrates the four main approaches for increasing the EE of future

wireless networks. Two of the approaches, key to this dissertation, are explained as

follows. Details on the remaining two can be found in [13] [12].

1. Resource allocation: This includes the design of resource allocation (including

power and bandwidth) strategies for either the AN or BH network or both

aimed at optimizing the network EE. Different energy efficient resource allo-

cation schemes have been investigated in [14] [15] [16] [17]. They all come to

the conclusion that large energy savings can be attained at the cost of mod-

erate reduction in achievable data rates, as most of these resource allocation

schemes only guarantee the minimum achievable data rate. However, this con-

clusion slightly differs from the true meaning of EE maximization, as the total

throughput of the network is not maximized.

2. Network deployment and planning: This technique includes the deployment of

BSs in a network so as to maximize the covered area per consumed energy,

rather than just maximizing the covered area. One way of achieving this is

by reducing the number of BSs for a coverage target or designing adaptive BS

sleep/wake algorithms depending on the network traffic conditions [18] [19] [20].

Summarizing the discussion in this subsection, it can be agreed upon that EE is

highly dependent on user association, power and flow control in both AN and BH links,

as well as the data rate that users enjoy. Hence, future energy efficient algorithms
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Table 2.2: mmWave frequency band designation [21].

Band Frequency range
Q 33-50 GHz
U 40-60 GHz
V 50-75 GHz
E 60-90 GHz
W 75-110 GHz
F 90-170 GHz
D 110-170 GHz
G 140-220 GHz

must make provisions for optimizing all these components that help to maximize the

network EE.

2.4 Millimeter Wave Frequency Communication

Recently, millimeter wave (mmWave) frequency communications have drawn a great

deal of interest from researchers in academia, industry, and global standardization

bodies. This is due to the large available bandwidth as well as ability to support

multi gigabit data rates required for future cellular networks. mmWave frequency com-

munication can be classified as communication links occupying the electromagnetic

spectrum within the range 30 GHz to 300 GHz. This frequency range corresponds

to wavelengths from 10 mm to 1mm. The mmWave frequency band designations are

summarized in Table 2.2.

With the rapid increase in the deployment of BSs and the exponential growth in

cellular traffic, it is necessary to deliver dedicated peak data rates of 1 Gbps to 10

Gbps for BH links. In HetNets, another key enabling technology of 5G, BH links

between LPNs are required to have peak data rates of up to 1 Gbps while BH links

between an aggregation point and the MBS are expected to have a peak rate of 10

Gbps. Due to the large amount of bandwidth available in the mmWave band, and
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knowing that the capacity of an AWGN channel increases linearly with the channel

bandwidth, mmWave frequency communication can provide these data rates under

good channel conditions [22] [23]. Presently, the available bandwidth for cellular

networks (2G, 3G, 4G and LTE-Ad spectrum) is globally smaller than 780 MHz and

each major wireless provider has only a total of about 200 MHz spectrum [24]. This

bandwidth is not enough to provide data rates of Gbps in future mobile networks. As

shown in Figure 1.3, a large chunk of bandwidth is available in the mmWave bands

for future mobile networks. In October 2003, the FCC announced the availability of

the 71-76 GHz, 81-86 GHz, and 92-95 GHz frequency bands for ultra-high speed data

transmission including point-to-point WLAN, mobile BH, and broadband internet

access [23]. Moreover, this provides a sustainable way of enhancing network capacity

as compared to the more conventional way of increasing transmit power to increase

network capacity, since transmit power is limited in practice. More particularly, the

application of mmWave frequencies in the 60 GHz band and within the 70-80 GHz

band in mobile backhaul have gained prominence in the wireless industry [6]. As an

example, the use of the newly unlicensed 60 GHz band for high throughput wireless

local area networks and personal area networks was studied in [25]. Although data

rates in excess of 1 Gbps were recorded, the links were generally limited to short range

or point-to-point LOS settings.

2.4.1 Characteristics of Millimeter Waves

Unlike lower frequency signals that can propagate for many miles and penetrate more

easily through buildings, mmWave signals are known to travel only a few miles or less

and are not capable of penetrating solid materials well. This has limited its usage to

strictly LOS communications and only for short distances, with a maximum practical

reach of about 1 km. As such, the design and planning of mmWave communica-
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tions must take into account the propagation characteristics of radio signals at this

frequency range.

Nonetheless, two recent trends in cellular wireless communications have encour-

aged a thorough investigation on the viability of mmWave cellular communications.

Firtsly, the advancement in complementary metal-oxide semiconductor (CMOS) ra-

dio frequency (RF) technology and digital processing have enabled the production of

low cost mmWave chips for commercial mobile devices usage and highly integrated

transmitters and receivers [26] [27]. Again, the very small wavelengths of mmWaves

would enable large antenna arrays to be fabricated in a small area of less than one or

two cm2. This will provide path diversity from human and non-human obstructions.

Secondly, the coverage area of BSs in cellular networks is evolving towards smaller

radii. Particularly, in dense urban areas, cell sizes are often less than 100 m to 200

m in radius and it is expected that LPNs will eventually be as little as 50 m apart,

possibly within the range of mmWave signals [28].

The discussions above shows that the high frequencies and propagation character-

istics of mmWaves are not necessarily disadvantageous, but rather make them suitable

for a variety of applications that include the transmission of large amounts of data in

cellular communications while offering other benefits like:

1. Unlicensed or “light licensing” operation: Unlike the sub-3 GHz frequency

bands, no license from regulatory bodies like the Federal Communications Com-

mission (FCC) is required.

2. Promises highly secure operation: This is due to the short wavelength and

narrow beamwidth characteristics of mmWaves. Additionally, transmission at

such high frequencies carries minimal risk of interference as it heavily relies

on highly directive narrow beamwidth antennas at each end of a link, with no
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penetration through or reflection from obstacles such as buildings and vegetation

[6] [29].

3. High level of frequency reuse enabled: mmWave communications can allow

densely packed communication links, thus enabling more efficient spectrum uti-

lization. In this way, the communication needs of multiple cells located in a

close proximity can be satisfied.

4. Mature technology: The mmWave frequency band has long been used for secure

communications, notably for the military use.

Since mmWave communication technology constitute a major portion of the Het-

Net system model in this dissertation, it is important to understand the characteristics

of mmWaves and its radio channel. In what follows, the characteristics of mmWave

propagation including free space path loss (FSPL(dB)) and the effects of various phys-

ical factors,called millimeter wave propagation loss factors (PL(dB)) are reviewed.

Millimeter wave propagation loss factors

Propagation loss for signal transmission in microwave communication systems is pri-

marily characterized by free-space loss. However, signal transmission in mmWave fre-

quency bands suffer from additional loss factors such as atmospheric gaseous (oxygen

and water vapor) attenuation and rain attenuation. In this dissertation, attenuation

is defined in decibels (dB) loss per kilometer of propagation. Also, reflective sur-

faces in mmWave communication appear rougher due to the high frequencies and the

corresponding shorter wavelengths. These result in diffused reflection.
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Figure 2.10: Specific attenuation due to atmospheric gases.

Table 2.3: Environmental conditions for mmWave channel.

Total air pressure (hPa) 1013
Temperature (K) 288.15
Water vapor concentration

(
g/m3

)
7.5

Attenuation due to atmospheric gases

Atmospheric attenuation refers to transmission losses that occur when mmWaves prop-

agating in the atmosphere are absorbed by molecules of oxygen, water vapor, and other

gaseous atmospheric constituents. These losses can be greater at specific frequencies

depending on the mechanical resonant frequencies of the gas molecules. Figure 2.10

shows a plot of the attenuation due to atmospheric gases across the different frequen-

cies in the mmWave band. The parameters used in the calculation of the attenuation

for the different frequency components are summarized in Table 2.3.

Several peaks, denoting the absorption of radio signals by oxygen and water vapor,

can be noticed in Figure 2.10. This absorption of radio signals, at these mmWave

frequencies, leads to high attenuation, thereby limiting their propagation to short

distances. In between the absorption peaks are spectral windows where absorption
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Figure 2.11: Atmospheric attenuation versus BH link length.

reduces significantly. These windows include 35 GHz, 94 GHz, 140 GHz and 220 GHz.

It can also be observed that the 60 GHz suffers from a higher atmospheric attenuation,

15 dB/km, than the 0.3 dB/km of the 70-80 GHz frequency band. More precisely,

for frequencies below 100 GHz, the highest atmospheric attenuation occurs at the 60

GHz frequency. Because of this, the working range for a communication link using

the 60 GHz should not exceed 1 km. Another link could be employed on that same

frequency (60 GHz), if separated from the first link by an appropriate distance [21]. A

plot of the atmospheric attenuation versus distance is shown in Figure 2.11. It can be

observed that the 60 GHz experiences the highest attenuation due to its high oxygen

absorption. This absorption gets higher with an increase in the BH link. But for BH

link lengths below 200 m, an attenuation of about only 3 dB is recorded for the 60

GHz, making it a good candidate for short backhauling.

Attenuation due to rain

mmWave signals are roughly of the same size as raindrops. Hence, raindrops can

easily have significant scattering effects on the mmWave signals. Figure 2.12 shows the
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Figure 2.12: Attenuation due to rainfall (amount of rainfall is 10mm/hr).

attenuation per km for mmWave frequencies as a function of a rain rate of 10mm/hr.

The rain rate in any location in the United States and Canada can be found in a map

of rain rate climate regions and a chart of associated rainfall statistics in [21].

Figure 2.12 shows that higher frequencies experience higher rain attenuation. As

such, the 70-80 GHz range is more likely to suffer from higher rainfall attenuation

than the 60 GHz. Since the atmospheric gas attenuation effect on the 70-80 GHz is

minimal, its typical transmission distance equates to a link distance of up to a few

kilometers depending on the rainfall rate of that area. A plot of rain attenuation versus

BH link length for the 60 GHz and 73 GHz mmWave frequency is shown in Figure

2.13. Because the 60 GHz is shorter in reach, it is well suited for BH connectivity of

two LPNs belonging to the same tier (eg. PBS to PBS), as the higher attenuation

effects at longer distances can help minimize possible interference. The 60 GHz can be

used in multi hop BH connections. The 70-80 GHz is a better fit for BH connections

between LPN aggregation points and the MBS. Based on the discussions of Figure

2.10 and Figure 2.12, as well as key information provided in Table 2.4, the 60 GHz

frequency will be used for BH connection between two LPNs and the 73 GHz will be
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Figure 2.14: An illustration of the 60 GHz and 70-80 GHz technologies for backhauling
in a two-tier HetNet [6].

used for BH connection between LPNs aggregation point and the MBS. The smaller

equipment size and lower production cost of the 60 GH technology also favor their

large scale deployment for the numerous LPNs expected to be deployed in future

HetNets. The use of the 60 GHz and the 70-80 GH frequency band for backhauling

in a two-tier HetNet is illustrated in Figure 2.14.
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Table 2.4: Comparison of key aspects of 60 GHz and 70-80 GHz mmWave bands [30]
[31] [6] [32].

Aspect 57-66 (V band) 70-80 GHz (E band)
71-76 GHz and 81-86 GHz

BH link frequency 60 GHz 73 GHz and/or 83 GHz
Capacity up to 1 Gbps up to 10 Gbps
Coverage up to 1km hop length up to 3 km hop length
Spectrum availability up to 9 GHz contiguous 2 x 5 GHz
Antenna gain (dBi) GTx=GRx=37 (max) GTx=GRx=43 (min)
Licensing mostly unlicensed mostly light licensed
Physical size of
equipment

Ranges from 10-20 cm in
width and length.

Ranges from 25-35cm in
width and length.

Relative
equipment cost lower higher
Installation line-of-sight line-of-sight

Main use case(s) Capacity/urban: wireless
technology for SC BHs

Capacity/urban: SCs aggregation
point connection to MBS

Free space pathloss

FSPL predicts the received signal strength when the transmitter and receiver have a

clear, unobstructed LOS path between them. The frequency and distance dependence

of the loss between any two isotropic antennas is given as

FSPL =
(4πR

λ

)2
, (2.1)

where R is the LOS transmission distance between the transmitting and receiving

antennas, and λ is the operating wavelength. In dB form, the FSPL in (2.1) becomes:

FSPL(dB) = 92.4 + 20log10

(
f(GHz)

)
+ 20log10

(
R(km)

)
, (2.2)

whereR is still the LOS separation distance between the transmit and receive antennas

(but in km) and f is the frequency in (GHz). Because mmWave signals have much

shorter wavelength than the conventional microwave communication signals operating
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Figure 2.15: Free space pathloss versus BH link length.

at carrier frequency below 6 GHz, the pathloss of mmWave signals is higher than that

of microwave signals, given that all other conditions like antenna gains remain the

same. Although the pathloss of mmWave signals is generally high, it is feasible to

employ them for communication links over distances that are common in urban mobile

networks, such as a few hundreds of meters or even a few kilometers [24] [23]. Since

BSs in dense HetNets will be some few meters apart, BH links are expected to be

on the order of up to 500 m. A plot of the FSPL for the two mmWave frequencies

considered in this dissertation is shown in Figure 2.15. It can be observed that these

effects are insignificant for such short BH link lengths.

The total path loss (TPL(dB)) can be expressed as

TPL(dB) = FSPL(dB) + PLd(dB). (2.3)

It can also be observed from Figure 2.16 that the total pathloss for the 60 GHz

frequency increases at a faster rate after 0.1 km than the 73 GHz frequency. As

such, the use of the 60 GHz frequency for PBS-PBS backhauling can help avoid the
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Figure 2.16: Total pathloss versus BH link length.

occurence of interference at nearby links since attenuation increases with distance at

a higher rate.

2.5 Energy Efficiency

In this section, recent work on EE in wireless communication is presented. The

section begins with optimization schemes that maximizes EE in only the AN, and then

continues with optimization schemes that maximizes EE in only the BH network. The

very few schemes that considers EE maximization in both the AN and BH network

are summarized next. Motivated by the literature gaps in the summarized existing

work, the chapter concludes with our research contribution.

2.5.1 Energy Efficiency in the Access Network

There are numerous works on energy efficient user association and power control for

the AN [33-44]. Based on how energy consumption is minimized in the AN, these

existing works can be divided into three groups. We focus on the first two.

39



Firstly, the authors jointly consider the problem of user association and power

control [33] [34] [35] [36] [37] [38] [39] [40]. This problem comes with extraordinary

challenges due to its non-convex and combinatorial nature. In [33], the authors design

a joint user association and power control algorithm for the uplink of a HetNet. In

their algorithm, each UE gets associated to a number of BSs that guarantee min-

imimizing UE effective interference. In [34], the authors studied an integrated BS

assignment, diversity, and power control and proposed a signal-to-interference-and-

noise ratio (SINR) feedback-based algorithm. Under range expansion association, a

power control scheme that minimizes the interference experienced by UEs in the cell

range expansion (CRE) region from the MBS is proposed in [35]. Their algorithm

offloads UEs from the MBSs in the downlink and associate them to PBSs. While this

improves the performance of UEs in the CRE, it results in an inefficient usage of MBS

resources. A joint user association and power control algorithm that minimizes the

required power to satisfy the fixed rate demands of UEs was proposed in [36].

It is important to mention that all of the above mentioned papers do not let EE

be the objective of the optimization problem. Because the algorithms considered by

the authors only satisfy the fixed demand rates of UEs, they simply minimize the

overall power consumption satisfying the QoS requirements of UEs. With the objec-

tive of maximizing EE, a joint user association and power control algorithm that also

maximizes system throughput has been studied in [37]. The proposed algorithm was

derived from the classical Benders’ Decomposition method. A user association and

power control algorithm that maximizes the uplink EE is studied in [38]. The resulting

optimization problem was a non-convex and mixed-integer optimization problem. To

get a tractable solution, the original problem was decomposed into subproblems and

iteratively solved using the sum-of-ratios programming, the parametric Dinkelbach al-

gorithm and convex optimization. A sub-optimal heuristic algorithm that maximizes
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the EE for users by performing joint subcarrier and power allocation is proposed

in [39] using sum-of-ratios optimization and the generalized fractional programming.

Energy efficient user association and power control scheme that maximizes the AN

EE is studied in [40]. Because the resulting optimization problem had a fractional

and mixed-integer form, the authors proposed a three-layer iterative algorithm using

the bisection method, dual decomposition method and a power update function.

Secondly, some authors employ beamforming approaches during user association to

maximize EE. The joint problem of user association and weighted sum rate maximiza-

tion in the uplink of a MIMO HetNet is studied in [41]. The problem of energy-efficient

joint power allocation and beamforming for coordinated multicell multiuser downlink

system is studied in [42]. However, as revealed in [43], the joint optimization of user

association and beamforming may not be advisable since the former takes place at a

larger time scale and the latter takes place at a smaller time scale. Thus, while the

user association utilizes a slow fading channel, the beamforming exploits a fast fading

channel.

The authors in the third group often perform user association and power control

through the on/off control of BSs [44].

2.5.2 Energy Efficiency in the Backhaul Network

There are only few existing works in the literature that study how to achieve high EE

in the BH network. Due to the expected large number of BH links and the fact that

the exponential growth in AN traffic will increase BH traffic, subsequently leading to

higher energy consumption, improving EE in the BH network should be of utmost

importance. The role of BH in future outdoor HetNets is studied in [45]. The authors

investigate how BH energy consumption impact the overall (AN and BH) network

consumption and from their results determine if BH could become an energy bottle-
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neck for the network. Among the different BH technologies considered are mmWave

frequency bands, microwave frequency bands and the sub-6 GHz band. Similarly, the

impact of BH on the energy consumption of wireless AN, taking into account the

current and projected data traffic requirements is studied in [46]. From their studies,

BH can amount to up to 50% of the power consumption in a wireless network. It

was also shown that hybrid BH architectures (fiber and microwave) perform relatively

well than the case when only one BH architecture is used.

2.5.3 Energy Efficiency in the Access Network and Backhaul

Network

It can be observed from the works presented in Section 2.5.1 and Section 2.5.2 that

current approaches overlook the BH capacity constraints and energy impact and as

such the overall network EE cannot be determined. In [47], the problem of user

association aimed at the joint EE and SE maximization for both the AN and BH was

studied. With the objective of minimizing the total (AN and BH) transmit power,

a user association algorithm that also optimizes SE without compromising UE QoS

was proposed. A context-aware energy efficient algorithm that takes as input the

available context-aware information (such as UEs’ measurements and requirements,

the HetNet architecture knowledge, and the available spectrum resources of each BS),

to associate UEs to BSs aiming to minimize network energy consumption has been

proposed in [11]. An optimization model that minimizes the total (AN and BH) power

consumption in a HetNet for given UE throughput demand is studied in [48].
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2.6 Conclusion and Summary of Research Contri-

bution

From the previous discussion, the following observations can be noted:

1. Most existing EE maximization schemes do not guarantee the actual network

EE because they only minimize network energy consumption while satisfying the

fixed traffic demands of UEs. This is somehow different from the true meaning

of EE, which is maximizing network capacity while minimizing the total energy

consumption.

2. Most existing EE maximization schemes neglect the capacity and energy con-

straints of BH links. But BH network will form a key component in HetNets

and such their EE cannot be neglected.

3. Because of the multiple-hop nature that BH networks in HetNets will assume,

it becomes necessary to optimize the traffic assignment on the numerous BH

links while satisfying BH links capacity and energy constraints.

4. None of the above mentioned referenced papers jointly optimize power, BH flow

assignment and UE throughput demands to maximize overall network (AN and

BH) EE.

5. None of the above mentioned referenced papers consider a user association

scheme that jointly performs power allocation and BH flow assignment. It is

important to study user association scheme that associates UEs to BSs such

that the AN and BH energy consumption is minimized and the numerous BH

links are effectively utilized.

Motivated by these observations, we make the following contributions:
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1. We develop a fixed-rate joint energy efficient, power allocation and BH flow con-

trol optimization model, and show how it can can be solved to global optimum.

2. We develop a variable-rate joint energy efficient, power and BH flow control, and

throughput demand maximization optimization model, and proposed a bisection

method based algorithm that yields the global optimum solution.

3. We develop an energy efficient user association scheme that jointly performs

power allocation and BH flow assignment without compromising the QoS re-

quirements of UEs. Because the original problem is non-convex and in mixed-

integer form, we show how it can be tailored into an equivalent form that allows

the application of a classical mathematical programming approach called col-

umn generation. We use column generation and convex optimization to derive

the optimum solution with a lower complexity.
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Chapter 3

Energy Efficient Joint Power and

Flow Control in Millimeter Wave

Backhaul Heterogeneous Networks

3.1 Abstract

In this chapter∗, a variable-demand rate energy efficient joint power allocation and

backhaul links flow assignment algorithm in a millimeter wave backhaul heterogeneous

network is proposed. Most EE algorithms in cellular networks consider satisfying the

fixed-demand rates (i.e. minimum rate that guarantees users quality-of-service (QoS))

of users. While such formulations have the advantage of simplifying the resulting op-

timization problem (mostly a convex optimization problem as will be shown later in

this chapter), their EE gains might not always be the best. This is because the origi-

nal EE optimization problem translates to a convex power minimization problem for
∗The work in this chapter has been presented in "Sylvester B. Aboagye, Ahmed Ibrahim and

Telex M. N. Ngatched, "Energy efficient power and flow control in millimeter wave backhaul het-
erogeneous networks," submitted for presentation at IEEE Global Telecommunications Conference
(GLOBECOM 2018), Dec. 2018 "
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the given fixed users demands (as shown in joint EE power and flow control (JEEPF)

formulation). However, wireless devices often support multiple data rates so why not

increase data rates for users with good channel conditions, which in effect will increase

the total throughput that can be carried by the network. Specifically, users can receive

higher throughput than what they demanded depending on the channel condition of

their link but never receive throughput that violates users QoS. It is shown in this

chapter how this little change (fixed-demand rate to variable-demand rate) causes

a drastic difference in the EE problem formulation, leading to a non-convex joint

EE, power allocation, flow control and throughput (JEEPFT) optimization problem.

Using the relationship between fractional and parameteric programming, the orig-

inal non-convex JEEPFT problem is reformulated into a quasiconvex optimization

problem for which a bisection method based approach is proposed. Our simulation

results show the superiority of JEEPFT over the JEEPF and other simple benchmark

schemes.

Index Terms–Energy efficiency; throughput demand; heterogeneous networks; mmWave

communication; quasiconvex.

3.2 Introduction

The exponential growth in mobile data traffic is a well established fact, and this

groundbreaking trend is expected to continue in the years to come. Future cellular

networks should be able to support this galloping demand for data traffic since the

performance of current Third Generation Partnership Project (3GPP) Long Term

Evolution (LTE) and LTE-Advanced standards do not meet the requirements of 5G.

Energy efficiency (EE) has been identified as one of the critical and urgent design
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issues in future networks. The proper allocation of the various network resources, in

terms of power control in the AN and BH links as well as flow assignment in the BH

network, is paramount to improving the EE of wireless networks. Especially, when

multi-hop relaying in multi-routes mmWave BH networks cannot be avoided due to

the use of highly directional beams and the high pathloss that mmWave signals suffer.

Generally, these different network resources (power, flow and throughput) are coupled

together such that optimizing them separately may not lead to the optimal solution.

Most power control schemes are effectively designed to satisfy the minimum through-

put demands (fixed-demand rates) of UEs. Thus, for each UE’s channel condition,

the minimum power required to guarantee the throughput demand is allocated to the

UE. If a channel is subjected to fading, its capacity will vary with the changes in

the propagation medium. Particularly, it is correct to say that the channel capacity

“inherits” the stochastic properties of the fading processes. Adapting to the channel

condition of UEs allows the channel to be used more efficiently since the transmit

power and rate of UEs can be allocated to make use of favorable channel conditions.

Some UEs in the network can enjoy higher rates than the throughput demanded as

long as their channel conditions can support higher transmit rates at “reasonable”

transmit power. Nonetheless, very few studies have proposed power control schemes

that support variable transmission rates in an energy efficient manner. The use of

adaptive techniques have been investigated for capacity maximization over Rayleigh

fading channels [1], in high-speed modems [2], satellite links [3] and for combined

power control and transmission rate selection in wireless networks [4] [5].

EE maximization in HetNets has been separately studied for the access network

(AN) [6] [7] [8] and BH [9] [10] [11] [12], and both [13] [14] [15]. However, none

of the aforementioned approaches (i) takes EE as the objective function but rather

minimizes power consumption, and (ii) considers an EE maximization algorithm that
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jointly assigns optimal flows on BH links, minimizes power consumption in the AN

and BH, and maximizes AN throughput. Also, most authors assume a single BH link

connection between BSs, making the BH network less resilient to link failures and

channel fading effects.

This chapter of the dissertation presents a novel approach relative to the above

mentioned adaptive techniques in that, the demand rates (transmission rates) and the

required transmit power of UEs as well as BH links power allocation and flow control

are jointly optimized to maximize the overall network EE, while satisfying the AN

and BH network power constraints as well as the capacity constraints of BH links.

In this chapter, we present a fixed-demand rate EE maximization optimization

technique and a variable-demand rate EE maximization optimization technique for

a mmWave BH two-tier HetNet. Specifically, the contributions of this chapter are

summarized as follows:

1. We consider a two-tier (i.e., macro base station (MBS) and pico base station

(PBS)) HetNet with multiple mmWave line-of-sight (LOS) BH links, and present

two EE maximization optimization frameworks:

• Joint EE, power, and flow control (JEEPF): For a given strict UEs’ through-

put demands, we jointly determine the optimal power allocation and assign

network flows on the multiple BH links. This is formulated as a convex

optimization problem that can be solved to optimality.

• Joint EE, power, flow control, and throughput (JEEPFT): Given the lower

and upper bound of UE throughput demands, we formulate a problem that

jointly maximizes UE demands, determines the optimal power allocation,

and assigns flows on the BH links. We show that this is a non-linear, sum-

of-ratio programming problem which can be reformulated as a quasiconvex
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optimization problem. We propose an algorithm based on the bisection

method for solving the quasiconvex problem.

2. Simulation results show that JEEPFT outperforms JEEPF and non-optimal

benchmark schemes.

The rest of the chapter is organized as follows. We describe our system model in

Section 3.3. In Section 3.4, we introduce the problem formulation, present the solution

approach in Section 3.5 and develop the algorithms in Section 3.6. Section 3.7 presents

the simulation results. Finally, Section 3.8 gives some useful insights and concludes

the chapter.

3.3 System Model

3.3.1 Network Deployment

We consider the downlink of a two-tier orthogonal frequency-division multiple access

(OFDMA) network composed of a set of N BSs, represented by BSn where n ∈

{0, 1, ..., N − 1} and 0 is the MBS (source node) index as was shown in Figure 2.3.

TheN−1 PBSs act as destination and/or relay nodes. We assume that the destination

nodes are labelled d = 1, 2, . . . , D, where N − 1 = D. The PBSs are organized into

clusters, each with a cluster head. We make the assumption that the MBS and PBSs

operate on a different carrier frequency, with the channel bandwidth Fm for MBS and

Fs for each PBS, and by that avoid any cross–tier interference. These resource blocks

are subdivided into downlink OFDMA sub-channels. The PBSs in each cluster reuse

the same sub-channels. In order to avoid co-tier interference among the PBSs, the

coverage area of PBSs do not overlap. Again, we assume that neighboring MBSs are

located far away from each other such that inter-cell interference is avoided. The zs
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sub-channels from the Fs resource block and km sub-channels from the Fm resource

block are represented by the set z = {1, 2, ..., zs} and k = {1, 2, ..., km}, respectively.

The bandwidth of each MBS sub-channel is ∆Bm = Fm

km
and that of a PBS is ∆Bs =

Fs

zs
. We assume that the total available maximum transmit power (MTP) of each BS

is equally distributed to all of its sub-channels.

The network serves a total of J UEs represented by the set UE = {1, 2, ..., J}.

We use j to represent the index of UE . We assume that each UE has already been

associated to exactly one BS and is allocated enough sub-channels. We let U0 and

Ud represent the set of UEs associated with the MBS and PBS d, respectively. For

the J UEs in the network, UE =
[
D⋃
d=1
Ud
]
∪ U0. Each UE has a throughput demand

that needs to be satisfied. We label the demand of a UE j ∈ U0 as yj and that of UE

j ∈ Ud as y(d)
j . For each PBS d, we define a source-sink vector s(d) ∈ RN−1, whose

nth (n 6= d) entry s(d)
n represents the non-negative amount of flow into the network at

the MBS and destined for PBS d. Since we consider a single source node (i.e. MBS),

s(d)
n = 0,∀n 6= 0. According to the flow conservation law, the sink flow at PBS d can

be given by s(d)
d = −s(d)

0 . From the throughput demands of UEs associated with PBS

d, we can calculate the total demand at PBS d as s(d)
d = ∑

j∈Ud

y
(d)
j . The total demand

for UEs associated with the MBS is given as s0 = ∑
j∈U0

yj.

y
(d)
j = ∆Bslog2

(
1 + |h

d
j |

2
P

(d)
j

σ2

)
, ∀j ∈ Ud,

yj = ∆Bmlog2

(
1 + |hj |2Pj

σ2

)
, ∀j ∈ U0.

(3.1)

In (3.1), P (d)
j is the transmit power of PBS d to UE j ∈ Ud and Pj is the transmit

power of the MBS to UE j ∈ U0.
∣∣∣hdj ∣∣∣2 and |hj|2 represent the magnitude of the

channel gain for UE j ∈ Ud and UE j ∈ U0, respectively. σ2 is the variance of the

additive white Gaussian noise channel (AWGN).
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3.3.2 Flow Constraint

For the directed BH links labelled l = 1, 2, ..., L, we define a node-link incidence matrix

A ∈ RN×L whose entry Anl is associated with node n and link l via

Anl =


1, if n is the start node of link l

−1, if n is the end node of link l

0, otherwise.

(3.2)

Let O (n) represents the set of outgoing links from node n and I (n) represents the

set of incoming links to node n. On each link l, we let x(d)
l ≥ 0 represents the amount

of flow destined for PBS d. x(d) ∈ RL denotes the flow vector for PBS d. The flow

conservation law required at each node n is expressed as

∑
l∈O(n)

x
(d)
l −

∑
l∈I(n)

x
(d)
l =


s

(d)
0 , n = 0

0,∀n 6= 0

−s(d)
n , n = d

(3.3)

and can be written in matrix-vector form as

Ax(d) = s(d), d = 1, 2, ..., D. (3.4)

Due to the capacity constraint on each BH link l, the total amount of traffic flow on

link l, denoted as tl, should be below the link’s capacity, cl, that is

tl = ∑
d
x

(d)
l ≤ cl. (3.5)
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3.3.3 mmWave BH link channel model

We consider a mmWave LOS multiple BH links among the PBSs and a single BH link

between the cluster head and the MBS. Without loss of generality, we assume that

the MBS is connected to the CN via a fiber connection. Each PBS connects to the

MBS through the cluster head either directly or through one or more PBS aggregation

points. Two mmWave subband frequencies are used in our BH network. We use the

73 GHz (E band) for PBS-MBS single BH links, and 60 GHz (V band) for multiple

BH links among the PBSs. The path attenuation suffered by mmWave signals can

be categorized into two components: free space path loss (FSPL(dB)) and mmWave

propagation loss factors (PL(dB)). These are given as [16]

FSPL(dB) = 92.4 + 20log10

(
f(GHz)

)
+ 20log10

(
d(km)

)
,

PLd(dB) = d(km)

 Lvap + LO2︸ ︷︷ ︸
atmospheric gas

+LR


(dB/km)

,
(3.6)

where d is LOS separation distance in km between the transmitter and receiver, and

f is the frequency in GHz. Lvap, LO2 , and LR represent the attenuation in dB/km

due to water vapour, oxygen, and rain, respectively. The total path loss (TPL) can

be expressed as

TPL(dB) = FSPL(dB) + PLd(dB). (3.7)

3.3.4 BH Power Consumption Model

From the literature, there is no standardized power consumption model for mmWave

communication. Nevertheless, the use of the linear approximation model for power

consumption in mmWave communication networks has received much attention [14]

[17]. We focus only on the dynamic power consumption, Pl, which on BH link l is
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modelled as

Pl = PBH
maxl

tl
cl
, 0 ≤ Pl ≤ PBH

maxl
, (3.8)

where PBH
maxl

is the MTP on BH link l. PBH
maxl

is calculated as

PBH
maxl(dBm) = EIRPmax(dBm) + Txloss(dB) −GTx(dBi), (3.9)

whereEIRPmax(dBm) is the maximum equivalent isotropically radiated power, Txloss(dB)

is the transmitter loss, and GTx(dBi) is the gain of the transmitter. For the chosen

mmWave frequency subbands, EIRP is given as [18],

V band : EIRPmax(dBM) = 85(dBm) − 2 · x(dB),

E band : EIRPmax(dBM) = 85(dBm) − 2 · y(dB),

(3.10)

where x is the number of dB that GTx is less than 51 dBi and y is the number of dB

that GTx is less than 50 dBi. The signal-to-noise power ratio at the receiving end of

BH link l
(
SNRBH

l(dB)

)
is given as

SNRBH
l(dB) = Pl(dBm) −Nth(dBm) −NF(dB) − Txloss(dB)

−Rxloss(dB) +GRx(dBi) − Lmargin − TPL(dB)

, (3.11)

where Nth is the thermal noise and NF is the noise figure. The parameters Rxloss(dB),

GRx, and Lmargin represent the receiver loss, receiver antenna gain and link margin,

respectively.
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3.4 Problem Formulation

The solution of the problem under study maximizes network EE while jointly opti-

mizing power consumption in both AN and BH network, BH links flow control and

UEs throughput demand. The EE (unit : bits/Joule) is defined as the ratio of total

network throughput to the total power consumed in both the AN and the BH network.

Mathematically,

EE = f1(y,t,p)
f2(y,t,p) = ∑

j∈Ud

y
(d)
j +

∑
j∈U0

yj

∑
∀d

∑
j∈Ud

2
y
(d)
j

∆Bs − 1
σ2

∣∣∣h(d)
j

∣∣∣2︸ ︷︷ ︸
P d

j

+
∑

j∈U0

(
2

yj
∆Bm − 1

)
σ2

|hj|2︸ ︷︷ ︸
Pj

+
∑

l∈O(n)
PBH

maxl

tl
cl︸ ︷︷ ︸

Pl

. (3.12)

3.4.1 Fixed-Rate Joint Energy Efficiency, Power, and Flow

Control Optimization

We consider a system in which each UE has a strict throughput demand
(
y

(d)
j oryj

)
that must be met. Mathematically, the JEEPF maximization problem can be formu-

lated as a joint optimization over the BH power and flow control variables as in (3.13).

Since BH power, Pl, is dependent on the BH flow
(
i.e. Pl = PBH

maxl

tl
cl

)
, optimizing tl also
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optimizes Pl.
max

t
EE

s.t

C1 : Ax(d) = s(d), d = 1, 2, ..., D

C2 : tl = ∑
d
x

(d)
l , l = 1, 2, ..., L

C3 : tl ≤ cl, l = 1, 2, ..., L

C4 : Pl ≤ PBH
maxl

, l = 1, 2, ..., L

C5 : x(d)�0, d = 1, 2, ..., D.

(3.13)

For the fixed UE throughput demands, the EE maximization is equivalent to the

power minimization problem
min

t
f2 (t)

s.t

C1 ∼ C5.

(3.14)

The problem in (3.14) is of the same form as problem (7) by Lin Xiao et. al. [19], and

can be solved by exploiting the problem structure via dual-decomposition method.

3.4.2 Variable-Rate Joint Energy Efficiency, Power, and Flow

Control Optimization

We consider a system in which the throughput demand for each UE falls within a

range. We represent the lower and upper bound of this range as ymin and ymax,

i.e. ymin ≤
(
y

(d)
j , yj

)
≤ ymax,∀j ∈ UE . Thus, there is the freedom of providing higher

possible throughput to some UEs while guaranteeing minimum for all depending on

channel conditions. Adapting the throughput of UEs to signal fading allows the

channel to be used more efficiently since power and rate can be allocated to exploit

favorable channel conditions. This is expected to improve the network EE as the
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results will confirm. The JEEPFT problem for the variable-rate joint EE, power, and

flow control can be formulated as

max
t,y,p

EE

s.t

C1 : s(d)
d = ∑

j∈Ud

y
(d)
j , d = 1, 2, ..., D

C2 : Ax(d) = s(d), d = 1, 2, ..., D

C3 : tl = ∑
d
x

(d)
l , l = 1, 2, ..., L

C4 : tl ≤ cl, l = 1, 2, ..., L

C5 : ∑
∀d

∑
j∈Ud

2
y
(d)
j

∆Bs −1

σ2

∣∣∣h(d)
j

∣∣∣2 + ∑
l∈O(d)

PBH
maxl

tl
cl
≤ P (d)

max,∀d

C6 : ∑
j∈U0

(
2

yj
∆Bm −1

)
σ2

|hj |2
+ ∑

l∈O(0)
PBH

maxl

tl
cl
≤ P 0

max,

C7 : x(d)�0, s(d)�0, d = 1, 2, ..., D

C8 : y(d)
j ≤ ymax, yj ≤ ymax,

C9 : y(d)
j ≥ ymin, yj ≥ ymin,

(3.15)

where C5 and C6 are the MTP constraint for the PBSs and MBS, respectively. We

can observe that (3.15) has a non-linear, fractional objective function and hence can be

classified as a non-convex optimization problem which is generally difficult to solve.

To get the global optimal solution, we exploit the relationship between fractional

programming and parametric programming to reformulate (3.15) into a quasiconvex

optimization problem. An iterative algorithm, that uses the bisection method, is then

proposed to obtain the optimal solution.
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Figure 3.1: A quasiconvex function f (x). For each α, the α–sublevel sets Sα are
convex within the interval [a, b]. However, this quasiconvex function is not convex.
This is because the line segment within the interval [c, d] lies below the function f (x).

3.5 The Quasiconvex Optimization

In this section, the problem formulation in (3.15) is shown to be a quasiconvex opti-

mization problem.

Definition 1. A function f : Rn → R is called quasiconvex if its domain and all its

sublevel sets

Sα = {x ∈ dom f |f (x) ≤ α} , (3.16)

for all α ∈ R, are convex [20]. Convex functions have convex sublevel sets, and hence

are also quasiconvex. But the converse is not necessarily true, as illustrated in Figure

3.1. As shown in Figure 3.1, the β–sublevel sets Sβ indicates the non-convexity of the

function f (x).
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By defining η as an EE parameter, (3.15) can be written as

max
t,y,p

EE = max
t,y,p

f1(y,t,p)
f2(y,t,p) = η

s.t

C1 ∼ C9.

(3.17)

Considering the constraints on UEs’ throughput demands, the following inequali-

ties are easily obtained


Jymin ≤ f1 (y, t, p) ≤ Jymax(

0 +∑
∀j
Pmin
j

)
≤ f2 (y, t, p) ≤

(∑
∀l
PBH

maxl
+∑
∀j
Pmax
j

) , (3.18)

where Pmin
j and Pmax

j correspond to the transmit power to guarantee ymin and ymax,

respectively. By employing (3.18), we obtain bounds on η as

Jymin(∑
∀l
PBH

maxl
+∑
∀j
Pmax
j

) ≤ η ≤ Jymax(
0 +∑

∀j
Pmin
j

) . (3.19)

The maximization of EE is equivalent to minimizing the inverse of EE (EE =
f2(y,t,p)
f1(y,t,p)) as

min
t,y,p

EE

s.t.

C1 ∼ C9.

(3.20)

It can be observed from (3.20) that EE is the ratio of a convex function and an

affine function. Furthermore, the inequality constraint functions are all convex while

the equality constraint functions are affine. As shown in [19, Sec. 3.4.5], any function

of the form f (x) = p(x)
q(x) , where p is a convex function and q is a concave function,
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with p (x) ≥ 0 and q (x) > 0, on a convex set C, is a quasiconvex function. Hence, the

minimization problem in (3.20) is a quasiconvex optimization problem whose global

optimum can be achieved by solving a sequence of convex feasibility problems.

Theorem 1. Any function that conforms to the general form in (3.20) is a qua-

siconvex function.

Proof. We denote α as EE parameter, and represent its lower bound, lb, and

upper bound, ub, as

(
0 +∑

∀j
Pmin
j

)
Jymax

≤ α ≤

(∑
∀l
PBH

maxl
+∑
∀j
Pmax
j

)
Jymin

(3.21)

For any α, the α-sublevel set of EE is

Sα =
{

(y, t, p)
∣∣∣f2(y,t,p)
f1(y,t,p) ≤ α, y ≥ 0, t ≥ 0, p ≥ 0 .

}
= {(y, t, p) |f2 (y, t, p)− αf1 (y, t, p) ≤ 0, f1 (y, t, p) > 0.}

(3.22)

f2 (y, t, p) is a convex function, and −αf1 (y, t, p) is a linear function, and therefore,

a convex function. The sum of these two convex functions, denoted as φ (y, t, p) =

f2 (y, t, p)−αf1 (y, t, p), is still a convex function. Any sublevel set of a convex function

is a convex set. Hence, Sα is a convex set. This is due to the fact that, Sα is the

intersection of two convex sets: the zero sublevel set of φ (y, t, p) and the half-space

defined by f1 (y, t, p) > 0. Since dom (f) = {(y, t, p) |f1 (y, t, p) > 0} and Sα are all

convex, it can be concluded that f2(y,t,p)
f1(y,t,p) is quasiconvex.

3.5.1 Solution via convex feasibility problems

The global optimum of a quasiconvex optimization problem can be computed via a

sequence of convex feasibility problems. The quasiconvex optimization problem in
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(3.20) is written as
min
t,y,p

α

s.t

C1 ∼ C9.

(3.23)

For a fixed α = α̂, (3.23) reduces to a convex feasibility problem. Thus, the convex

feasibility problem for (3.20) is

find y, t,p

s.t

f2 (y, t,p)− α̂f1 (y, t,p) ≤ 0

C1 ∼ C9.

(3.24)

Let α∗ be the optimal value of problem (3.23). If (3.24) is feasible, then α∗ ≤ α̂, and

any feasible point (y, t,p) is feasible for the quasiconvex problem (3.23) and satisfies
f2(y,t,p)
f1(y,t,p) ≤ α̂. On the contrary, we can conclude that α∗ ≥ α̂ if (3.24) is infeasible.

Thus, we can determine if the optimal value α∗ of (3.23) is less than or greater than

any given value of α by solving (3.24).

3.6 Proposed JEEPFT Algorithm for the variable-

rate EE optimization problem

Based on this idea, we propose an effective, iterative algorithm that solves the qua-

siconvex optimization problem (3.20) to global optimality. This algorithm uses the

bisection method to find α by searching the one-dimensional range, [lb, ub], known to

contain α∗. In each iteration of the bisection method, we solve the feasibility problem

(3.24). The algorithm is summarized in Algorithm 1.
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Algorithm 1 JEEPFT optimization algorithm
Given lb ≤ α∗ ≤ ub, iteration index i = 1, and error tolerance ε > 0;
while (ub − lb) > ε do
Set α̂(i) = 1

2 (lb + ub);
Solve the feasibility problem (3.24);
if (3.24) is feasible then
Update ub = α̂(i);

else
Update lb = α̂(i);

end if
Update i = i+ 1;

end while

3.7 Simulation Results and Discussion

In this section, we investigate the performance of JEEPF and JEEPFT through sim-

ulations using MATLAB, and compare them with equal power allocation (EPA) and

random allocation (RA). In EPA, all BSs equally share their MTP to associated UEs

and BH links and each UE and BH link utilizes all the power allocated to them. In

order to ensure that the aggregate demand at each BS does not exceed the capacity of

the available BH links, we perform model validation for C1 ∼ C5 in (3.13). With no

objective function, the RA algorithm searches for any t, i.e. find t, while satisfying

C1 ∼ C5 in (3.13).

In our simulation, we consider a HetNet with one MBS, three PBSs and four BH

links as shown in Figure 3.2. The length of each BH link is between 150-200 m. We

consider two UE distributions [21]:

1. Hotspot (Hs) UEs: UEs are randomly dropped within a coverage radius range

of (5–20 m) for PBSs and (35-50 m) for MBSs.

2. Random (Rn) UEs: UEs are randomly distributed within the radius range of

the MBS.

The channel gain considered in this chapter includes pathloss, log-normal shadow-
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Table 3.1: Simulation parameters for AN

Parameter Value
MBS carrier frequency 2 GHz
PBS carrier frequency 2.6 GHz
∆Bm,∆Bs 180 kHz
MBS MTP 46 dBm
PBS MTP 30 dBm

Distance-dependent
path loss (dB)

MBS-UE
128.1 + 37.6log10 (dkm)
PBS-UE
140.7 + 36.7log10 (dkm)

Penetration loss 20 dB
Shadowing effect 10 dB
Nth -174 dBm/Hz
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Figure 3.2: Network model simulation scenario.
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Figure 3.3: Average throughput per UE for different EE algorithms versus total num-
ber of UEs, N.

ing and multipath fading. The multipath fading is assumed to follow a Rayleigh

distribution; the Rayleigh fading channel gains are modelled as independent and

identically distributed unit mean, exponentially distributed random variables. The

throughput demand of UEs vary between 0.5–4 Mbps. The bandwidth of each

mmWave BH link is 3.5 GHz. We set Rxloss = Txloss = 5 dB, GTX = GRX =

[V band : 36 dBi, E band : 43 dBi], Lm arg in = 15 dB and

NF = [V band : 4.5 dB, E band : 6 dB]. The rest of the simulation parameters are

summarized in Table 4.1. We provide results averaged over 1000 independent simula-

tions. The performance indicators used for our analysis include network EE, average

UE and total network throughput, and total network power consumption. Moreover,

we also investigate how these indicators behave under different MTP settings.

Figure 3.3 compares the average UE throughput of JEEPF and JEEPFT with that

of EPA and RA. It can be observed that the JEEPFT algorithm achieves significantly

higher UE throughput than the remaining algorithms. This is because the JEEPFT

algorithm has the flexibility of providing higher throughput demand to UEs that

have favorable channel conditions. This throughput slightly decreases as N increases
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Figure 3.4: Average total throughput for different EE algorithms versus total number
of UEs, N.

since the algorithm maximizes the achievable throughput of each UE. The average UE

throughput is almost the same for the JEEPF, EPA, and RA algorithms, and it decays

exponentially as N increases. This happens because the strict throughput demand of

UEs decreases as N increases since the same MTP is shared equally among the UEs.

As shown in Figure 3.4, the overall network throughput increases almost linearly as

N gets bigger for the JEEPFT algorithm while the remaining three algorithms show

little improvement with N for the same MTP. This is because the remaining three

algorithms only satisfy the fixed-demand rates that ensure UE QoS requirements are

satisfied.

Figure 3.5 compares BH links capacity and their average traffic (link utilization

in %) for the RA, JEEPF, and JEEPFT algorithms. It is observed that the JEEPFT

algorithm achieves the best load balancing and link utilization, and hence makes

efficient use of BH link resources. Also, the high capacity of the BH links reduces the

potential possibility of a BH link being a bottleneck to traffic flow to the CN.

Figure 3.6 depicts the average total power consumption for the different EE algo-

rithms. EPA performs worst since each BS utilizes the MTP for both the AN and BH
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Figure 3.5: Average BH link utilization for different EE algorithms, N=50 UEs.

network. Little energy saving is achieved for the RA because it performs only flow

control without maximizing or minimizing any objective function. The JEEPFT and

JEEPF algorithms consume the least power, with the JEEPFT performing slightly

better than the JEEPF. This is because, while the JEEPF algorithm only minimizes

power and perform flow control, the JEEPFT algorithm jointly minimizes power,

perform flow control and enjoys the freedom of maximizing UEs’ throughput.

In Figure 3.7, we compare the average EE of the different algorithms for different

N. It can be observed that the JEEPF and JEEPFT algorithms offer better EE than

the RA and EPA algorithms. This is because the JEEPF and the JEEPFT algorithms

perform optimal power allocation and flow control. Nevertheless, JEEPFT outper-

forms the JEEPF due to the difference in their objective function. The JEEPFT has

its objective function as maximizing EE. In achieving that, it jointly optimizes UEs’

throughput demands and power consumption in both the AN and the BH network.

As illustrated by the JEEPFT curve, the weight of the network throughput gain on

the EE exceeds that of the increment in power consumption for low N, resulting in a

steeper rise in EE as N increases. But as N gets high, the EE remains steady as the
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Figure 3.6: Average total network power consumption for different EE algorithms
versus total number of UEs, N.

increase in throughput compensates for the rise in power consumption. As N contin-

ues to grow, the EE gradually declines as the network throughput gain cannot balance

the large power consumption. But in the JEEPF, only the power consumption is op-

timized while satisfying the strict throughput demand of UEs. This shows that from

the perspective of EE, it is better to jointly optimize UEs’ throughput demand, power

consumption, and flow control on BH links. Figure 3.8 illustrates the EE performance

of the JEEPF and the JEEPFT algorithms for different rate constraints. As evident

from the plot, better EE performance is attained for wider rate constraints. This is

because the feasible range increases and offers the algorithm more freedom to jointly

maximize UE throughput demands and minimize their power consumption. But as we

lower the upper bound of the demand rate, the feasible region gets narrower, and the

EE decreases. Further reducing the upper bound such that ymin = ymax = Cue (where

Cue is the strict UE demand that must be satisfied) leads to the result that both

the JEEPF and the JEEPFT algorithms achieve the same EE. Thus, the JEEPFT

algorithm with variable UE throughput demands performs better than the JEEPF

with strict UE demand.
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Figure 3.7: EE of different algorithms versus total number of UEs, N.
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Figure 3.9: Impact of MTP settings on the EE algorithms.

Figure 3.9 shows that the JEEPFT algorithm makes better utilization of power

resources than the remaining algorithms. EE grows with an increase in MTP until

saturation where further increase in MTP does not affect the EE. Increasing the MTP

for the EPA, the RA and the JEEPF does not yield any improvements in the EE.

The performance of these algorithms slightly worsens.

We investigate the number of times out of the 1000 independent simulations that

each algorithm successfully computes a solution. The metrics that we use are the

possible values used to summarize the output of any result in CVX [22]. These

metrics are briefly explained below:

1. Solved: solver was able to compute the optimal solution.

2. Infeasible: problem has been proven to be infeasible through the discovery of

an unbounded direction.

3. Other : solver deemed the solution as inaccurate (i.e. solution is not within de-

fault numerical tolerance) or fails to make sufficient progress towards a solution,

even to within a “relaxed” tolerance setting.
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As shown in Figure 3.10, all three algorithms have the same probability of solving the

problem to optimality.

3.8 Conclusion

In this chapter, we investigated the EE maximization problem in mmWave BH HetNet

with multiple BH link connections. We developed two EE maximization optimiza-

tion frameworks: JEEPF and JEEPFT. The JEEPF reduces to a power minimization

problem while the JEEPFT is an EE maximization problem. Thus, our JEEPFT for-

mulation captures the joint effect of minimizing power consumption and maximizing

UEs’ demands on network EE. It was shown that the JEEPF can be formulated as

an optimization problem that can be solved to optimality using a dual decomposition

approach. We proposed an optimal joint energy-efficient, power allocation and flow

control algorithm based on the bisection method for the JEEPFT. Simulation results

showed that the proposed JEEPFT algorithm achieves better EE, throughput, power

consumption, load balancing and also makes better utilization of power than the other

algorithms that do not consider the joint effect of maximizing throughput and min-
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imizing power consumption. More generally, we have shown through our work that

allocating throughput demands to UEs from a range yields better EE than satisfying

the strict demand of UEs. Work is currently underway to develop a low-complexity

distributed algorithm for the implementation of the JEEPFT model.
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Chapter 4

Energy Efficient User Association,

Power, and Flow Control in

Millimeter Wave Backhaul

Heterogeneous Networks

4.1 Abstract

In order to meet the ever increasing wireless traffic requirements, the concept of

heterogeneous networks (HetNets) has been proposed and given significant attention

by researchers in academia and industry. In HetNets, not all base stations (BSs) will

have a direct access to the core network (CN). Some BSs will have to forward their

traffic to neighboring BSs thereby forming a multiple-hop backhaul (BH) architecture.

Among the goals of 5G technology is energy consumption reduction. In order to reduce

the energy consumption in HetNets, it is important to associate user equipment (UEs)

to BSs that not only minimizes access network (AN) power consumption, but also the
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power consumption in the BH network. Because the BH links are capacity and power

constrained, such backhaul-aware user association schemes become more challenging.

In this chapter∗, we study the problem of joint user association, power control and

BH link flow assignment optimization in the downlink (DL) of HetNets. The aim of

the optimization problem is to maximize the overall network energy efficiency (EE).

The original problem is formulated as a non-convex and mixed-integer optimization

problem. To get a tractable solution, we decompose the original joint problem into two

separate problems: 1. user association and power control optimization in the AN, and

2. BH link flow assignment and power control optimization problem. While problem

2 is a convex optimization problem and hence can be efficiently solved, problem 1 still

remains an integer programming problem in which the number of variables can be very

large (for network with large number of BSs and UEs) for any integer programming

solver to efficiently solve. To that end, we utilize the column generation method to

solve problem 1 by breaking it into a restricted master sub-problem that optimizes

over a select subset of BSs and a collection of pricing subproblems that select new

BSs to be introduced into the restricted master problem, if that results in a better

objective function value. Simulation results indicate that our proposed approach

yields significantly higher energy efficiency than the reference approaches.

Index Terms–Energy efficiency; user association; heterogeneous networks; mmWave

communication; column generation.
∗The work in this chapter has been presented in "Sylvester B. Aboagye, Ahmed Ibrahim and

Telex M. N. Ngatched, "Joint user association, power and flow control in millimeter wave backhaul
heterogeneous networks: A column generation approach.," submitted to IEEE Trans. Veh. Technol."
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4.2 Introduction

Motivated by a new generation of wireless devices and the explosive growth of band-

width intensive applications, UE data traffic and network load keep skyrocketing,

pushing current cellular networks to their break-point. In order to meet these de-

mands and provide a satisfactory UE experience, it is required to increase network

capacity and coverage extension. Providing network support to more traffic leads to

increased energy consumption. Deploying low power nodes (LPNs) such as micro base

stations, pico base stations (PBSs) and femto base stations overlaid the traditional

macro base station (MBS) is seen as a potential way of enhancing future cellular net-

work’s capacity and coverage in a cost-effective and energy-aware manner. This type

of network architecture is generally referred to as heterogeneous networks (HetNets).

Research works on the development and deployment of HetNets is still ongoing in the

communication industry and research community including standardization bodies

like the Third Generation Partnership Project (3GPP) LTE-Advanced [1]. One fun-

damental objective in the deployment of HetNets for next generation cellular networks

is to maximize network energy efficiency (EE).

Although LPNs may have the same access and BH features just like MBSs, they

operate with a significantly lower transmit power and can only serve tens of UEs

within a coverage radius of up to hundred meters. Specifically, the large difference

in the downlink (DL) transmit power of a PBS (≈ 30 dBm) and MBS (≈ 46 dBm)

has resulted in some technical challenges in the deployment of HetNets. Prominent

among these challenges is the user association problem in HetNets. The conventional

approach of associating a UE to a BS is based on the reference signal received power

(RSRP) and/or reference signal received quality (RSRQ). In RSRP, UEs are associ-

ated to the BS that provides the strongest received signal strength. But as was shown

in [2], the closer a LPN gets to a MBS, the smaller its DL coverage area as well as the
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area in which it provides the dominant DL received signal strength. Hence, using the

RSRP user association scheme in HetNets may not always be the optimal approach as

UEs will always be connected to distant high power MBSs other than nearby LPNs,

a situation that can also prevent efficient load balancing. This is because while many

LPNs will have few active UEs, more of the UEs will be associated to the MBS, and

this that can lead to an increase in the AN DL power consumption and an ineffi-

cient usage of AN resources. Although this will mean less BH traffic and BH power

consumption, the EE and BH links resource utilization of the RSRP user association

scheme cannot be guaranteed.

On the contrary, user association schemes that try to connect UEs to nearby BSs

would enable better load balancing and resources usage in the AN, and help reduce

the total AN power consumption due to relatively lower transmit power of the LPNs.

To that end, range expansion (RE) has been proposed to increase LPNs’ DL coverage

area. RE adds a positive bias (in dB) to the received signal strength from a LPN. As

a result, a UE that would have connected to the MBS with the RSRP scheme will

now associate with the LPN even though the DL link quality from the MBS may be

the better link. RE has the potential of increasing UEs’ throughput since UEs get

access to a much larger portion of resources while minimizing power consumption in

the AN. But its resource utilization rate and overall energy efficiency, both in the AN

and BH network cannot be guaranteed. In the AN, UEs do not connect with BSs

that provide the highest received signal strength. Also, artificially pushing UEs to

LPNs would increase the total BH traffic and consequently BH power consumption.

With the dense deployment of LPNs and BH links in future cellular networks, BH

network power consumption cannot be neglected. In minimum pathloss user (MPL)

association scheme, UEs connect to BSs from which they experience the minimum

path loss. In ideal channel conditions, UEs will always be connected to the nearest
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BS. While MPL can achieve the best load balancing in the AN, its resource utilization

in the AN and BH network might not be the best. Efficient BH link flow assignment

and power control algorithm for the massive BH traffic it would generate is needed.

To that end, its energy efficiency (in AN and BH network) cannot be guaranteed.

Another challenge in the deployment of HetNets is providing cost-efficient wireless

BH solutions. Due to the dense deployment of the LPNs, direct connection of all

LPNs to the CN using fiber connections (deemed to be the best BH solution) is

highly prohibitive due to its deployment cost. One promising solution involves using

high-capacity mmWave frequencies wireless BH connections between the LPNs and

the CN. This leads to a mesh multi-hop BH architecture, which requires optimal flow

assignment and BH link resources utilization, with the objective of minimizing BH

power consumption.

User association problem in HetNets has been extensively studied in literature. A

comprehensive survey on the technical challenges and approaches to user association

in 5G networks is presented in [3]. The problem of joint power allocation and user

association in the DL of a multi-cell massive multiple-input multiple-output (MIMO)

was investigated in [4]. The authors considered a single-tier, multi-cell massive MIMO

network. The authors proved that the user association and power allocation problem

can be solved to optimality with low complexity by linear programming. However,

their approach results in instances whereby a UE is associated with more than one

BSs. Hence this approach is not suitable in HetNets. The interplay of user associa-

tion and resource allocation in the AN of a HetNet was studied in [5]. The authors

investigated how different channel allocation strategies (i.e. orthogonal deployment,

co-channel deployment, and partially shared deployment) and user association affect

overall network throughput gains in HetNets. Due to the complexity of the resulting

problem, the authors developed techniques that compute upper bounds on the sys-
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tem’s performance. Similarly, the authors in [6] proposed a contract-based mechanism

for user association and inter-cell interference mitigation in the AN of HetNets with the

objective of maximizing total network throughput. Taking BH links into account, a

backhaul-aware user association and resource allocation in HetNets was studied in [7].

With the same objective of maximizing network throughput, the authors considered

the capacity and energy constraints of the BH network in their problem formulation.

But in 5G, network operators do not only seek to maximize network throughput, but

also minimize energy consumption. An energy efficient user association and power

allocation scheme in a mmWave based ultra dense HetNtes was proposed in [8]. An

energy efficient user association scheme that maximizes SE and minimizes energy con-

sumption in the AN and BH was proposed in [9]. Using a metaheuristic approach,

the authors proposed a heuristic algorithm that aims at a "good" tradeoff between EE

and SE.

Different from the studies in the above mentioned references, this chapter of the

dissertation, focuses on user association scheme that minimizes power consumption

in the AN and BH and performs flow control on multiple mmWave BH links while

guaranteeing UE QoS, BH power and capacity constraints. The proposed approach

associates each UE to only one BS. Optimal user association, power allocation and

flow control solutions are obtained using the column generation method. To the best

of the authors’ knowledge this is the first work of such kind.

In this chapter, the effects of BS-UE association on AN and BH network energy

efficiency is investigated. As discussed above, associating more UEs with LPNs can

result in better usage of AN resources and reduce AN power consumption. But this

can also lead to high BH network power consumption. Associating more UEs to the

MBS can help reduce the total BH network power consumption, but result in a poor

usage of AN resources since most LPNs will be idle. Associating UEs to BSs so as to
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(i) maximize network energy efficiency, (ii) make efficient usage of network resources,

and (iii) assign flows on BH links subject to the throughput demands, channel condi-

tions, and BS power constraints becomes an optimization problem. Specifically, the

following contributions are provided:

• The user association problem and BH link flow control in mmWave BH HetNet

is studied aiming at maximizing overall network energy efficiency and resource

utilization, without compromising UEs QoS requirements.

• The aforementioned problem is formulated as a joint user association, power

and BH flow assignment problem, which is shown to be NP-hard. In order

to make this problem tractable, the original NP-hard optimization problem is

decoupled into two separate sub problems: (i) energy efficient user association

scheme in the AN network and (ii) energy efficient power and flow control in

the BH network.

• The user association problem, a non-convex problem is tailored to show that

classical column generation approach can be used, and thereby is first solved to

optimality using the column generation method. Using the solution of the user

association problem, the BH power and flow control problem which is a convex

problem is then solved to optimality.

• Simulation results are used to provide insights on how different user association

schemes (i) affect power consumption in the AN and BH, (ii) make use of the

MBS and LPNs’ AN resources in terms of load balancing, and (iii) combine with

flow control to improve on the EE gains.

The remainder of this chapter is organized as follows. We describe our system model in

Section 4.3. In Section 4.4, we introduce the energy efficiency maximization problem
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formulation and introduce the solution approach in Section 4.5. In Section 4.6, we

develop our column generation approach for the user association and AN power control

problem and present a solution technique for the BH power and flow control in Section

4.7. Simulation results are provided in Section 4.8 and we conclude in Section 4.9.

4.3 System Model

We consider the downlink of an OFDMA communication system composed of one

MBS (labelled n = 0) overlaid with N − 1 PBS, that have identical transmit power,

antenna gain and BH link capacity as shown in Figure 2.3.

• The set of N BSs are represented by BSn where n ∈ {0, 1, ..., N − 1} and 0 is

the MBS (source node) index, as shown in Figure 2.3. The PBSs are organized

into clusters, each with a cluster head.

• The N − 1 PBSs act as destination and/or relay nodes and are labelled as

d = 1, 2, . . . , D, where N − 1 = D.

• The MBS and PBSs operate on a different carrier frequency, with the channel

bandwidth Fm for MBS and Fs for each PBS, and by that avoid any cross–

tier interference. These resource blocks are subdivided into sub-channels. The

PBSs in each cluster reuse the same sub-channels. To avoid co-tier interference

among the PBSs, the coverage area of PBSs do not overlap. Again, we assume

that neighboring MBSs are located far away from each other such that inter-cell

interference is avoided.

• The zs sub-channels from the Fs resource block and km sub-channels from the Fm

resource block are represented by the set z = {1, 2, ..., zs} and k = {1, 2, ..., km},
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respectively. The bandwidth of each MBS sub-channel is ∆Bm = Fm

km
and that

of a PBS is ∆Bs = Fs

zs
.

• The total available maximum transmit power (MTP) of each BS is equally

distributed to all of its sub-channels.

• The network serves a total of J UEs represented by the set UE = {1, 2, ..., J}.

We use j to represent the index of UE .

• Each UE j can associate with only one BS.

Each UE has a particular throughput demand that needs to be satisfied. The

demand of a UE j is labelled as yj. For each PBS d, we define a source-sink vector

s(d) ∈ RN−1, whose nth (n 6= d) entry s(d)
n represents the non-negative amount of flow

into the network at the MBS and destined for PBS d. Since we consider a single

source node (i.e. MBS), s(d)
n = 0,∀n 6= 0. According to the flow conservation law, the

sink flow at PBS d can be given by s(d)
d = −s(d)

0 . From the number of UEs associated

to a PBS d, the total throughput demands of that PBS from the MBS (source node)

can be calculated as s(d)
d = ∑

j∈UE
adjyj, where adj represents the user association variable

of UE j to PBS d. Similarly, the total demand of the MBS is given as s0 = ∑
j∈UE

a0
jyj.

The throughput demand of a particular UE j is given as

yj =


∆Bslog2

(
1 + |h

d
j |

2
Pd,j

σ2

)
, if adj = 1,

∆Bmlog2

(
1 + |hj |2P0,j

σ2

)
, otherwise.

(4.1)

In (4.1), Pd,j is the transmit power of PBS d to UE j and P0,j is the transmit

power of the MBS to UE j.
∣∣∣hdj ∣∣∣2 and |hj|2 represent the magnitude of the channel

gain for UE a UE associated to PBS d and MBS, respectively. σ2 is the variance of the

additive white Gaussian noise channel (AWGN). For the specific throughput demands
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of each UE, it is desired to associate UEs to BSs that will satisfy their demands with

the minimum power consumption, by considering channel conditions, BSs transmit

power constraints as well as BH links capacity.

4.3.1 Flow Constraint

For the directed BH links labelled l = 1, 2, ..., L, we define a node-link incidence matrix

A ∈ RN×L whose entry Anl is associated with node n and link l via

Anl =


1, if n is the start node of link l

−1, if n is the end node of link l

0, otherwise.

(4.2)

Let O (n) represents the set of outgoing links from node n and I (n) represents the

set of incoming links to node n. On each link l, we let x(d)
l ≥ 0 represents the amount

of flow destined for PBS d. x(d) ∈ RL denotes the flow vector for PBS d. The flow

conservation law required at each node n is expressed as

∑
l∈O(n)

x
(d)
l −

∑
l∈I(n)

x
(d)
l =


s

(d)
0 , n = 0

0,∀n 6= 0

−s(d)
n , n = d

(4.3)

and can be written in matrix-vector form as

Ax(d) = s(d), d = 1, 2, ..., D. (4.4)
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Due to the capacity constraint on each BH link l, the total amount of traffic flow on

link l, denoted as tl, should be below the link’s capacity, cl, as in

tl = ∑
d
x

(d)
l ≤ cl. (4.5)

4.3.2 mmWave BH link channel model

We consider a mmWave LOS multiple BH links among the PBSs and a single BH link

between the cluster head and the MBS. Without loss of generality, we assume that

the MBS is connected to the CN via a fiber connection. Each PBS connects to the

MBS through the cluster head either directly or through one or more PBS aggregation

points. Two mmWave sub-band frequencies are used in our BH network. We use the

73 GHz (E band) for PBS-MBS single BH links, and 60 GHz (V band) for multiple

BH links among the PBSs. The path attenuation suffered by mmWave signals can

be categorized into two components: free space path loss (FSPL(dB)) and mmWave

propagation loss factors (PL(dB)). These are given as [10]

FSPL(dB) = 92.4 + 20log10

(
f(GHz)

)
+ 20log10

(
d(km)

)
,

PLd(dB) = d(km)

 Lvap + LO2︸ ︷︷ ︸
atmospheric gas

+LR


(dB/km)

,
(4.6)

where d is the LOS separation distance in km between the transmitter and receiver,

and f is the frequency in GHz. Lvap, LO2 , and LR represent the attenuation in dB/km

due to water vapour, oxygen, and rain, respectively. The total path loss (TPL) can

be expressed as

TPL(dB) = FSPL(dB) + PLd(dB). (4.7)
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4.3.3 BH Power Consumption Model

From the literature, there is no standardized power consumption model for mmWave

communication. Nevertheless, the use of the linear approximation model for power

consumption in mmWave communication networks has received much attention [11]

[12]. We focus only on the dynamic power consumption, Pl, which on BH link l is

modelled as

Pl = PBH
maxl

tl
cl
, 0 ≤ Pl ≤ PBH

maxl
, (4.8)

where PBH
maxl

is the MTP on BH link l. PBH
maxl

is calculated as

PBH
maxl(dBm) = EIRPmax(dBm) + Txloss(dB) −GTx(dBi), (4.9)

whereEIRPmax(dBm) is the maximum equivalent isotropically radiated power, Txloss(dB)

is the transmitter loss, and GTx(dBi) is the gain of the transmitter. For the chosen

mmWave frequency subbands, EIRP is given as [13]

V band : EIRPmax(dBM) = 85(dBm) − 2 · x(dB),

E band : EIRPmax(dBM) = 85(dBm) − 2 · y(dB),

(4.10)

where x is the number of dB that GTx is less than 51 dBi and y is the number of dB

that GTx is less than 50 dBi. The signal-to-noise power ratio at the receiving end of

BH link l
(
SNRBH

l(dB)

)
is given as

SNRBH
l(dB) = Pl(dBm) −Nth(dBm) −NF(dB) − Txloss(dB)

−Rxloss(dB) +GRx(dBi) − Lmargin − TPL(dB)

, (4.11)
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where Nth is the thermal noise and NF is the noise figure. The parameters Rxloss(dB),

GRx, and Lmargin represent the receiver loss, receiver antenna gain and link margin,

respectively.

4.4 Problem Formulation

An energy-efficient scheme that (i) performs user association, (ii) minimizes power

consumption in both the AN and BH network, and (iii) assigns fows on the BH links,

while satisfying the throughput demand of UEs is considered in this section. The

optimization problem of maximizing network EE over user association, power control

and BH link flow assignment variables can be jointly formulated as in (4.12). In

(4.12), a0
j is a binary variable that equals 1 when UE j associates with the MBS and

0 otherwise. Similarly, adj equals 1 when UE j associates with PBS d and 0 otherwise.
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max
a,p,t

∑
j∈J

yj

∑
∀j

a0
j

(
2

yj
∆Bm −1

|h0
j |

2

)
σ2+

∑
∀d

∑
∀j

ad
j

(
2

yj
∆Bs −1

|hd
j |

2

)
σ2+

∑
l∈O(n)

PBH
maxl

tl
cl

s.t.

C1 : a0
j +∑

∀d
adj = 1,∀j

C2 : s(d)
n = ∑

∀j
yja

d
j ,∀d

C3 : Ax(d) = s(d),∀d

C4 : tl = ∑
d
x

(d)
l ,∀l

C5 : tl ≤ cl,∀l

C6 : ∑
∀j
a0
j

(
2

yj
∆Bm −1
|h0

j |
2

)
σ2 ≤ PAN

max0 ,

C7 : ∑
∀j
adj

2
yj

∆Bm −1∣∣∣h(d)
j

∣∣∣2
σ2 ≤ PAN

max(d) , ∀d

C8 : ∑
l∈O(d)

PBH
maxl

tl
cl
≤ PBH

max(d) ,∀d

C9 : ∑
l∈O(0)

PBH
maxl

tl
cl
≤ PBH

max(0) ,

C10 : x(d)�0,∀d

C11 : a0
j ∈ {0, 1} , adj ∈ {0, 1} ,∀j ∈ J,∀d ∈ D.

(4.12)

In (4.12), C1 ensures that each UE associates with only one BS. C2 to C5 ensure

that UEs are associated to BSs such that the capacity constraints on the BH links

are not violated. C6 to C9 ensure that BSs do not consume more than the available

MTP in the AN and BH network. C10 ensures the non-negativity of flow assignment

on BH links while C11 indicates the binary nature of the user association variables.

For the given UE throughput demands, the EE maximization in (4.12) becomes a

power minimization problem as shown in (4.13).
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min
a,p,t

∑
∀j
a0
j

(
2

yj
∆Bm −1
|h0

j |
2

)
σ2 +∑

∀d

∑
∀j
adj

(
2

yj
∆Bs −1
|hd

j |
2

)
σ2 + ∑

l∈O(n)
PBH

maxl

tl
cl

s.t.

C1 ∼ C11.

(4.13)

The optimization problem in (4.13) contains binary variables
(
a0
j , a

d
j

)
and continu-

ous variables (p, t). Moreover, the coupling of the user association variable in the AN

and the flow control variable in the BH network in C2 and C3 adds to the complexity

of the problem. The problem in (4.13) is therefore non-convex and falls into the class

of mixed-integer linear programming (MILP) problem, which is generally NP-hard.

It is difficult to get the optimal solution. To that end, the original problem in (4.13)

is reformulated into a user association problem and BH flow control problem with the

same objective of minimizing power consumption in the AN and BH network. This

is achieved by decoupling the user association variable and the flow control variable

in C2 and C3, into AN power minimization problem and BH network power mini-

mization problem. Firstly, the user association and power control problem in the AN

is solved to optimality, and then using the solution, the BH flow control and power

minimization problem is solved.
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4.5 Equivalent Separate User Association and BH

Flow Control Optimization Problem

The separate power minimization problems for the AN and BH network are presented

in (4.14) and (4.15) respectively.

min
a,p

∑
∀j
a0
j

(
2

yj
∆Bm −1
|h0

j |
2

)
σ2 +∑

∀d

∑
∀j
adj

(
2

yj
∆Bs −1
|hd

j |
2

)
σ2

s.t.

C1 : a0
j +∑

∀d
adj = 1,∀j

C6 : ∑
∀j
a0
j

(
2

yj
∆Bm −1
|h0

j |
2

)
σ2 ≤ PAN

max0 ,

C7 : ∑
∀j
adj

2
yj

∆Bm −1∣∣∣h(d)
j

∣∣∣2
σ2 ≤ PAN

maxd , ∀d

C11 : a0
j ∈ {0, 1} , adj ∈ {0, 1} ,∀j ∈ J,∀d ∈ D.

(4.14)

min
p,t

∑
∀j
a0
j

(
2

yj
∆Bm −1
|h0

j |
2

)
σ2 +∑

∀d

∑
∀j
adj

(
2

yj
∆Bs −1
|hd

j |
2

)
σ2 + ∑

l∈O(n)
PBH

maxl

tl
cl

s.t.

C2 : s(d)
n = ∑

∀j
yja

d
j , ∀d

C3 : Ax(d) = s(d),∀d

C4 : tl = ∑
d
x

(d)
l ,∀l

C5 : tl ≤ cl,∀l

C8 : ∑
l∈O(d)

PBH
maxl

tl
cl
≤ PBH

max(d) , ∀d

C9 : ∑
l∈O(0)

PBH
maxl

tl
cl
≤ PBH

max(0) ,

C10 : x(d)�0,∀d

(4.15)
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The problem in (4.14) is first solved for the optimal user association and power al-

location in the AN. The problem in (4.15) is then solved using the solution from

(4.14).

4.5.1 Optimal user association and AN power allocation

The AN power minimization problem in (4.14) can be re-written in the form

min
a,p

∑
∀j
an=0
j

(
2

yj
∆Bm −1
|h0

j |
2

)
σ2 +∑

∀j
an=1
j

(
2

yj
∆Bm −1
|h1

j |
2

)
σ2 + . . .+∑

∀j
an=N
j

(
2

yj
∆Bm −1
|hN

j |
2

)
σ2

s.t

C1 : an=0
j + an=1

j + . . .+ an=N
j = 1, ∀j

C6/C7 : ∑
∀j
an=0
j

(
2

yj
∆Bm −1
|h0

j |
2

)
σ2 ≤ PAN

max0

∑
∀j
an=1
j

(
2

yj
∆Bm −1
|h1

j |
2

)
σ2 ≤ PAN

max1

...∑
∀j
an=N
j

(
2

yj
∆Bm −1
|hN

j |
2

)
σ2 ≤ PAN

maxN

C11 : anj ∈ {0, 1} ,∀j ∈ J,∀n ∈ N,
(4.16)

where the objective function minimizes the total AN transmit power at each BS.

The sum of the minimum DL transmit power for each UE associated to a BS n will

yield the minimum total AN transmit power for that BS n. And the sum of the

minimum AN transmit power for each BS n will yield the minimum AN total power

consumption in the network. C1 still ensures that each user is associated to only one

BS. The remaining constraints ensures that each BS does not transmit more than its

available maximum transmit power.

One obvious approach to solving (4.16) will be the generation of all the transmit

power for all the UEs from each BS and then putting them in a UE-Tx power Pmatrix

96



matrix of size N × J as in (4.17). For the first row entries of Pmatrix, determine

the minimum entry, arg min
n

pn,j=1, and associate UE j = 1 to the BS n in the arg

function. After associating UE j = 1 to the BS n from the arg function, ensure C6

and C7 are satisfied. Then move to the second row entries to determine BS n for UE

j = 2 and again ensure C6 and C7 are obeyed. This process continues and more UEs

get associated to a BS n until C6 and C7 are violated for a particular BS n. In that

case, the column corresponding to that BS is updated and all its entries are replaced

with a very large value. This will obviously prevent UEs from being associated to

that particular BS whose column entries were replaced by a large value. The process

continues until all UEs are associated to BSs that minimizes their transmit power.

Pmatrix =



pn=0,j=1 pn=1,j=1 . . . pn=N,j=1

pn=0,j=2 pn=1,j=2 . . . pn=N,j=2

... ... . . . ...

pn=0,j=J pn=N,j=J . . . pn=N,j=J


, (4.17)

which is compactly written as

Pmatrix =
[

p (n = 0) p (n = 1) . . . p (n = N)
]
. (4.18)

This approach for user association and power allocation will result in a feasible

solution but not the optimal solution. This is because, this greedy algorithm does not

guarantee that the user association approach will give the optimal user association

with respect to minimizing the total AN power consumption. The best combination

of BS-UE association cannot be determined from this approach. An optimal user

association and power allocation solution is also a feasible solution that minimizes

the total power consumption. Aside not giving the optimal solution, this BS-UE

association solution approach is inconvenient for several other reasons. Firstly, the
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generation of the Pmatrix and another matrix for the power constraints is non-trivial

even for small number of UEs and BS, and prohibitive as the number of UEs and

BSs increases. In 5G, it is expected the number of BSs and UEs will be very high

and as such this approach will not be an efficient one. Secondly, even if an explicit

enumeration is possible, the resulting mathematical problem would most likely, be

intractable and/or computationally infeasible to solve directly due to the large number

of variables that would be involved. Moreover, most of the entries in Pmatrix will not

contribute to the optimal solution in anyway. Even with an integer programming

solver, there will be too much columns for the solver to handle, and the same holds

for the corresponding linear programming (LP) relaxations.

To overcome this difficulty, a column generation based BS-UE association is pro-

posed. The column generation approach will provide an optimal BS-UE association

solution, and has the added advantage that a prior generation of all the transmit

power for all the UEs from each BS will not be required as it is understood that not

all of them will contribute to the objective function. Unlike the simplex algorithm,

the pricing problem of the column generation method does not have to search within

all the feasible regions in order to update the basis of the master problem. This can

reduce the computational time of the algorithm.

4.6 Column Generation approach to BS-UE Asso-

ciation and Power Control Problem

In this section, it is shown that the user association and power control problem can

be approached using a classical technique from mathematical programming known

as column generation [14]. To start with, we relax the integer constraint of the user

association variables to continuous variables. We name the relaxed version of problem
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4.16 as the LP-relaxation. Applying column generation to the LP-relaxation provides

a decomposition of the user association and power control problem into a master and

subproblems. The master problem, called full master problem, is the relaxed version

of the original problem in (4.16). The two subproblems are called the restricted master

problem and pricing problem. The restricted master problem starts by working on an

initial subsets of the variables of the full master problem. The benefit here is that

columns are left out because there are too many to handle efficiently, and most of

them will not be used in the optimal solution. The pricing problem uses the optimal

dual solution to the restricted master problem to identify a new variable with the

most negative reduced cost, relative to the objective function of the restricted master

problem. This new variable gets added to the initial subset of the restricted master

problem, and it is re-optimized. The process repeats until no variable has a negative

reduced cost. To get the integer solution, we solve the restricted master problem with

an integer programming (IP) solver after the column generation terminates. The

process of column generation is shown in Figure 4.1.

4.6.1 Full master problem

The LP-relaxed user association and power control problem can be written as

min
a

N∑
n=0

anp (n)

s.t
N∑
n=0

ajn = 1, ajn ≥ 0, n = 0, . . . N,

anp (n) ≤ PAN
maxn , n = 0, . . . N,

(4.19)

where,

an =
[
aj=1
n aj=2

n . . . aj=Jn

]
(4.20)
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Figure 4.1: Flow chat of the column generation process.

and p (n) is the required BSn−UE transmit power vector for all UEs in the network

guaranteed to satisfy UEs demand. It is important to notice that the full master

problem minimizes over all the BSs in the network.

4.6.2 Restricted master problem

Instead of considering all the BSs in the network, labelled n ∈ [0, 1, . . . , N ], for p (n) in

(4.19), it is desirable to only consider a subset of the BSs for n in the BS-UE transmit

power matrix in (4.17). Thus, only consider {p (n)|n ∈ N}, where N ⊆ {0, 1, . . . , N}.

Implementing this constraint on the full master problem gives the restricted master

problem.
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min
a

∑
n∈N

anp (n)

s.t∑
n∈N

ajn = 1, ajn ≥ 0, n ∈ N ,

anp (n) ≤ PAN
maxn , n ∈ N .

(4.21)

In the restricted master problem, the BS-UE transmit power matrix will have the

same number of rows as in (4.17) but much fewer columns. Because (4.21) optimizes

over only a subset of BSs in the network, it can be solved to optimality in polynomial

time [15], and its dual optimal can be obtained. The optimal solution of the restricted

master problem provides an upper bound to the optimal of the full master problem.

This upper bound is decreased when more BSs are included in the restricted master

problem. Thus, the pricing problem is used to determine the new variable, BS n, that

has the potential to reduce the objective function of the restricted master problem the

most. The process continues until we get the optimal solution of the original problem.

The idea behind introducing more BSs into N (pricing problem) is using Lagrange

duality. By introducing a Lagrange multiplier λ for the power constraint, the corre-

sponding Lagrangian of the restricted master problem is

L (a, λ) = ∑
n∈N

anp (n) + ∑
n∈N

λn
T
(
anp (n)− PAN

maxn

)
= ∑

n∈N
anp (n) + ∑

n∈N
λn

T
(
anp (n)− PAN

maxn

)
,

(4.22)

where

λn =
[
λj=1
n λj=2

n . . . λj=Jn

]
, (4.23)

and the dual function is
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g (λ) = inf
a
L (a, λ) = − ∑

n∈N
λn

TPAN
maxn+

inf
a

( ∑
n∈N

anp (n) + ∑
n∈N

λn
Tanp (n)

) . (4.24)

The Lagrange dual of the restricted master problem can be given as

max
λ
− ∑

n∈N
λn

TPAN
maxn

s.t∑
n∈N

anp (n) + ∑
n∈N

λn
Tanp (n) = 0,

λn�0.

(4.25)

In our implementation, the restrited master problem is solved to optimality using a

primal-dual interior point method.

4.6.3 Pricing problem

After solving the restricted master problem, it is important to identify if new columns

need to enter the basis, or possibly verify optimality, by examining whether any of the

BSs, n ∈ BSn\N , has a negative reduced cost. The reduced cost of a BS n ∈ BSn\N

is calculated as:

cn = 1− λns (n) , (4.26)

where λn are the optimal dual variables corresponding to the restricted master prob-

lem, and s (n) is a binary variable indicating whether or not BS n is included in N .

Since it is desired to find BSs with the most negative reduced cost, the objective

function of the pricing problem is:

min
n∈BSn\N

cn, (4.27)
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or equivalently

max
n∈BSn\N

λns (n) . (4.28)

Let β∗n and γ∗n denote the optimal solution of (4.27) and (4.28), respectively. Since

the most negative reduced cost is desired, the process of column generation terminates

when β∗n ≥ 0 or γ∗n ≤ 0.

To get the integer solution for the user association variables, we solve the restricted

master problem in (4.21) with an IP solver after the column generation procedure

terminates.

4.7 Optimal BH Flow Control and Power Alloca-

tion

Having found the optimal user association variables using the column generation

approach, the BH flow control and power allocation optimization problem becomes

a convex optimization problem. This is because it has a convex objective function,

and convex inequality constraints. Hence, it can be solved globally and efficiently by

recently developed interior-point methods (see [16] and [17]).

It is important to notice that, solving the user association and power control

problem as well as the BH flow and power control problem iteratively would not yield

any improvement in the optimal solution. By close inspection of the constraint sets in

both problems, it can be concluded that the optimal solution to the user association,

power allocation and BH flow control is obtained by solving each subproblem only

once. This was also confirmed through simulations.
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4.8 Simulation Results and Discussion

4.8.1 Scenario

The extensive simulations done in this section were carried out using MATLAB. We

considered a MBS sector area, as shown in Figure 4.2, that overlaps with a single

cluster of PBSs. The BH links are LOS multipath mmWave links, each with a channel

bandwidth of 50 MHz [18]. We use the 73 GHz band for PBS-MBS single BH links,

and the 60 GHz band for the multiple BH links among PBSs. The length of each BH

link is between 150-200 m. We consider two UE distributions [19]:

1. Hotspot (Hs) UEs: UEs are randomly dropped within a coverage radius range

of (5–20 m) for PBSs and (35-50 m) for MBSs.

2. Random (Rn) UEs: UEs are randomly distributed within the radius range of

the MBS.

In each realization, three UEs are always considered as HS UEs, whiles the remain-

ing are randomly deployed. Thus, UE positions may vary per each realization.

The channel gain considered in this chapter includes pathloss, log-normal shadow-

ing and multipath fading. The multipath fading is assumed to follow a Rayleigh

distribution; the Rayleigh fading channel gains are modelled as independent and

identically distributed unit mean, exponentially distributed random variables. The

throughput demand of UEs are preknown before running the algorithm (i.e. fixed).

The bandwidth of each mmWave BH link is 3.5 GHz. We set Rxloss = Txloss =

5 dB, GTX = GRX = [V band : 36 dBi, E band : 43 dBi], Lm arg in = 15 dB and

NF = [V band : 4.5 dB, E band : 6 dB]. The rest of the simulation parameters are

summarized in Table 4.1. We provide results averaged over 1000 independent simu-

lations.
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Table 4.1: Simulation parameters for AN

Parameter Value
MBS carrier frequency 2 GHz
PBS carrier frequency 2.6 GHz
∆Bm,∆Bs 180 kHz
MBS MTP 46 dBm
PBS MTP 30 dBm

Distance-dependent
path loss (dB)

MBS-UE
128.1 + 37.6log10 (dkm)
PBS-UE
140.7 + 36.7log10 (dkm)

Penetration loss 20 dB
Shadowing effect 10 dB
Nth -174 dBm/Hz
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Figure 4.2: Network model simulation scenario.
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The throughput demands of UEs are fixed. Each UE has a DL throughput demand

of 1 Mbps. The following reference algorithms will be considered:

• RSRP: In RSRP, the average received power of each UE is measured. UEs get

associated to the BS from which they receive the strongest signal power [20].

Thus UE j is associated with BS n∗, where

n∗ = arg max
n

SNRn
j . (4.29)

• RE: The RSRP of LPNs is relatively smaller as compared to that of MBS. In

RE, a bias (measured in dB) is added to the RSRP of LPNs. This is done to

force more UEs to associate with LNPs [1]. Thus UE j is associated with BS

n∗, where

n∗ = arg max
n

(
SNRn

j + biasn
)
. (4.30)

• MPL: In MPL, a UE is associated with a BS from which it experiences the

MPL [5]. Thus UE j is associated with BS n∗, where

n∗ = arg min
n

(
PLnj

)
. (4.31)

4.8.2 Results and discussions

The number of UEs, N , considered in the simulation has been appropriately chosen

to avoid system overloading. All the algorithms satisfy the fixed throughput demands

of UEs. Thus, UEs QoS are guaranteed. To that end, all the algorithms achieve the

same DL total throughput for any particular N . As a result, the total network EE will

depend only on the total power consumption in the both the AN and BH network.

The simulation results of the proposed approach for solving the energy efficient
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Figure 4.3: Average AN downlink power consumption for different N values.

user association, power and flow control optimization problem is compared with state-

of-the-art user association schemes, which is each followed by our proposed joint BH

power and flow assignment optimization. Since our proposed approach is in two

stages: (i) energy efficient user association and (ii) energy efficient joint power and

flow control on the BH links, the reference algorithms considered will also have two

sequential stages. The first stage will consist of the user association scheme, and the

second stage will consist of the joint BH power and flow control optimization. This

will ensure a fair comparison of our proposed scheme and the reference algorithms.

The average total AN DL power consumption is shown for the reference algo-

rithms and our proposed column generation based approach, labelled energy efficient

user association, power and flow control (EEUAPF), in Figure 4.3. As noticed, the

EEUAPF consumes the least DL power consumption for all N . This is because

EEUAPF exploits all possibilities and associate UEs to BSs that minimize the AN

power consumption in the DL. The MPL algorithm performs better than the RSRP

and RE because it always associate UEs to the closest Bs, regardless of their re-

ceived signal power. But associating UEs to the closest BS does not always guarantee
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Figure 4.4: Average BH power consumption for different N values.

minimimum power consumption. This is because the channel considered is not an

ideal channel (i.e. there is fading), and the closest BS would not always provide the

most favorable channel condition for UEs. As a result, MPL performs worse than the

EEUAPF. Comparing the two worst algorithms, RE performs slightly better since it

mostly associates UEs to the PBSs. PBSs transmit significantly less power than the

MBS, but UEs do not connect to BSs that provide the highest SNR due to the bias

used. This can result in more power consumption in guaranteeing UEs throughput

demands. The RSRP performs the worst since most of UEs associate with the MBS,

and thereby consuming significant amount of power.

The average BH power consumption for the four approaches versus the number of

UEs, N , is depicted in Figure 4.4. It is observed that the RSRP algorithm achieves

the least BH power consumption. This stems from the fact that most of the UEs

get associated to the MBS with the RSRP algorithm leading to only few BH traffic.

The RSRP has the smallest BH traffic. RE has the highest BH power consumption

because most UEs get associated to the nearest PBS resulting in the most highly

loaded BH links. Because RE has the highest BH traffic, its BH network consumes the
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Figure 4.5: Average total downlink power consumption for different N values.

highest BH power consumption. Our EEUAPF approach performed better than RE

and MPL, but worse than the RSRP algorithm in terms of BH power consumption.

With the optimal user association solution, EEUAPF determined the optimal BH

flow assignment that minimizes the overall BH power consumption. One insight from

Figure 4.4 is that, BH power consumption is highly dependent on the user association

scheme employed in the AN.

The total network DL power consumption is the summation of the power consumed

in the AN and that of the BH network. For the four algorithms considered in this

chapter, their overall average total DL power consumption for different N is shown

in Figure 4.5. It can be noticed that the EEUAPF has the lowest total DL power

consumption. Although, the RSRP algorithm performed better than EEUAPF in the

BH power consumption, the weight of its power consumption in the AN significantly

outweighed that of EEUAPF in the AN, and impacted RSRP’s overall network power

consumption. RSRP has the highest total DL power consumption because of its power

consumption in the AN. RE follows the RSRP (in descending order of total DL power

consumption) since it consumes the highest BH power.
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Figure 4.6: Average total downlink energy efficiency for different N values.

The total DL energy efficiency for all the algorithms is depicted in Figure 4.6.

It can be seen that EEUAPF significantly outperforms the rest of the algorithms.

This is due to the fact that, it presents the “best” combination of user association

and power control in the AN as well as flow control and power consumption in the

BH network. “Best” in the sense that, it optimizes user association with respect to

minimizing AN and BH power consumption, and also optimizes BH flow assignment

with respect to minimizing power consumption in the BH network. The EE of all the

four algorithms improve as the number of UEs N increases. RSRP has the lowest EE

among the four algorithms because its user association procedure negatively affects

its AN power consumption, and this consequently affects its EE. Similarly, the EE

performance of RE is lower than that of the MPL and EEUAPF because its user

association procedure negatively affects its BH power consumption.

It is shown in Figure 4.7 that solving the user association and power control

problem in the AN as well as the BH flow assignment and power control problem

iteratively would not yield any improvement in the initial solution obtained. To solve

the problem in (4.14) and (4.15) iteratively, first solve the AN optimization problem
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Figure 4.7: Average total downlink energy efficiency for different iteration index.

in (4.14) for the initial user association variables a. Use the initial user association

variables solution from (4.14) in C2 of the BH flow assignment and power control

problem (4.15) and solve (4.15) for the initial BH flow assignment. For iteration

index 1, add C2 and C3 of (4.15) to the constraints set of the user association and

power control problem in the AN optimization problem in (4.14) using the initial user

association variables and BH flow assignment variables solutions. Reoptimize (4.14)

for new user association variables. With the updated user association variables from

iteration index 1, solve (4.15) again for the BH flow assignment varaibles. Repeat this

procedure until the maximum iteration index is reached. It is realized from Figure

4.7 that, solving (4.14) and (4.15) once, without iterating between them, yields the

optimal solution.

4.9 Conclusion

In this chapter, we studied the joint optimization problem of user association, power

control and BH link flow assignment in a mmWave BH HetNet with multiple BH link

connections. The objective of this optimization problem was to maximize the network
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total DL energy efficiency. The original formulated joint optimization problem was

shown to be NP-hard. To reduce the complexity of the joint user association, power

control and BH flow assignment problem, we separated it into two problems, namely;

(i) user association and power control optimization in the AN as well as (ii) BH link

flow assignment and power control optimization problem. These two problems were

solved separately. Problem (i) is first solved, and its solution is used in problem (ii).

While the BH link flow assignment and power control optimization problem was a

convex optimization problem, the user association and power control optimization in

the AN was shown to be an integer programming problem, which is still NP-hard.

We therefore developed a specialized solution method based on Lagrange duality

and column generation, and demonstrated the effectiveness of this approach by some

simulations. This is considered as the main contribution in this chapter. From our

simulations, we can draw the conclusion that user association in the AN significantly

determines the power consumption in the AN and BH network. Hence it is important

to determine the user association scheme that maximizes network EE. Our proposed

user association scheme, that takes into account AN and BH power constraints, BH

links capacity and UE QoS constraints, and also performs power control and BH

link flow assignment, achieves the best EE gains as compared to some existing user

association schemes.
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Chapter 5

Conclusions and Future Work

This chapter completes the dissertation by summarizing the contributions. Potential

research lines for future consideration are also provided. In particular, Section 5.1

presents concluding remarks from each chapter while Section 5.2 lists the open research

extensions relating to our contributions.

5.1 Conclusion

In order for network operators to cope with the ever-increasing data rate demands

of UEs, drastic expansion of network infrastructures as well as rapid rise of energy

demands are expected. As a result, it becomes imperative for operators to achieve

a sustainable capacity growth with a limited electricity bill. Also, resulting from

the network infrastructure expansion, the efficient assignment of flows on BH links

taking into account BH capacity and energy constraints is another urgent problem for

operators. The aforementioned goals translates into the joint maximization of energy

efficiency, user association and BH flow assignment optimization. This is a major

fundamental design objective for future cellular networks and was the main aim of

this dissertation.
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Chapter 1 presented the motivation, objectives and the outline of this dissertation.

In Chapter 2, we introduced the concepts of homogeneous and heterogeneous net-

works and demonstrated the potential significant improvement in network capacity

and reduction in energy consumption that can be achieved from heterogeneous net-

works. We showed how suitable mmWave frequency bands can be used for backhauling

in HetNets so as to avoid the incident of BH capacity bottleneck.

In Chapter 3, two energy efficiency maximization optimization frameworks were

proposed. Firstly, for a given strict UE throughput demands, a joint energy efficient,

power and flow control (JEEPF) scheme was proposed. It was shown that JEEPF is

a convex optimization problem and therefore the optimal power and BH flow control

can be efficietly obtained using convex optimization. Secondly, a novel joint energy

efficient, power allocation, flow control and throughput (JEEPFT) optimzation algo-

rithm, which: i) maximizes the throughput demands of UE (i.e. network capacity

maximization), ii) minimizes energy consumption in the AN and BH, iii) optimizes

flow assignment on the BH links and iv) maximizes the overall network energy effi-

ciency was proposed. This optimization problem had a non-linear fractional objective

function, and hence falls into non-convex optimization problem. The non-convex op-

timization problem was reformulated into a quasiconvex problem, and was solved to

optimality using the bisection method. The proposed two optimization frameworks

were compared with two other benchmark schemes, and JEEPF and JEEPFT per-

formed better than the benchmark schemes. But JEEPFT outperforms JEEPF. This

provide an insight that maximizing energy efficiency achieves better results than min-

imizing energy consumption for given UE traffic requirements.

In Chapter 4, we propose an energy efficient user association, power, and flow

control optimization algorithm. The algorithm aims at associating UEs to BSs such

that: i) the overall energy consumption in the network (BH and AN) is minimized, and
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ii) BH links capacity constraints are not violated. It was shown that the formulated

optimization problem was non-convex and in mixed-integer form. To get a tractable

solution, column generation and convex optimization was used to obtain the optimum

user association, power allocation and BH flow assignment. Compared to referenced

existing user association schemes, the proposed algorithm shows promising energy

efficiency enhancement.

5.2 Future Work

A number of open research issues have resulted from this dissertation. They are

summarized as follows:

• The use of mmWave frequencies for the BH network was shown to enhance

the capacity of BH links due to the large bandwidth available. It would be

interesting to investigate the use of mmWave frequencies in the AN. Bearing in

mind that mmWave communication only works for very short distances, new

challenges like frequent handovers and realistic channel models must be given a

detailed look.

• The development of a low complexity distributed algorithm for the implemen-

tation of the JEEPFT model using the generalized benders decomposition is

currently underway as an extension to Chapter 3.

• The user association problem can be extended to the variable-rate joint energy

efficiency, power, and flow control optimization. In this joint optimization prob-

lem, UEs will be associated to BSs that i) maximizes their achievable through-

put, ii) minimizes the AN and BH energy consumption and iii) optimizes the

flow of their BH traffic in the BH network.
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• Massive MIMO, another key enabling technology for 5G, can be considered in

our system model.
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