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Abstract

Ice sheets are a key component of the earth system and disturbances of their state
affects various aspects of human activity (e.g. due to sea level rise). Glaciological
studies take advantage of paleo-data to improve our knowledge about ice sheet processes.
To investigate ice sheet evolution over the timescale of a glacial cycle, 3-D ice sheet
models (ISM) are typically run at grid resolutions of five to tens of kilometres. This
introduces to-date unquantified errors in sub-grid (SG) ice transport and surface mass
balance (SMB, the difference between ice surface accumulation and ablation). Here,
I document the impact of ISM resolution on SMB and ice flux in regions of rough
topography and develop parametrizations to reduce the associated ISM grid resolution
dependency.

For inland regions, I develop a new flow line SG model which uses hypsometric
curves, a statistical summary of the topography, to describe the variability of SMB. The
1-D mass transport for the SG model is computed with the shallow ice approximation.
I test this model against high resolution simulations from the 3-D ISSM model over
regions of 30 km by 60 km. Using SG topographic information improves the SMB and
flux representation, however, depending on the regional topographic characteristics,
the new SG model simulates ice volumes 45% lower to 15% higher than simulated by
the ISSM. An ensemble of last glacial cycle simulations for the North American ice
complex shows increases of up to 35m eustatic sea level equivalent in ice volume with
inclusion of the SG model.

For coastal regions, glacial valley geometry and density impact ice drainage. De-
creasing the model resolution from 1km to 5, 10 and 25 km overestimates the ice
drainage and creates some lags in the timing of ice growth and decay. Modifying ice
flow parameters reduces the excess of drainage on the order of 20% at 5 and 10 km
resolution and by 5% at 25 km resolution. Simulations at 25 km resolution still have a
lag of one to three thousand years in growing ice after an interstadial period.
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Chapter 1

Introduction

1.1 Motivation and overview

Ice fields (ice sheets, ice shelves, ice caps and glaciers) are a key component of the
earth system and changes in their state can impact society and ecosystems. The
most obvious impact is that the water released by the melting of grounded ice is a
key contributor to Sea Level Rise (SLR). The complete melting of the Antarctica
and Greenland ice sheets could potentially contribute approximately 58 metres and
7 metres, respectively, to global sea levels (Lemke et al., 2007; Fretwell et al., 2013).
Recent projections of SLR for the end of century range between 0.26 and 1.2 m (Church
et al., 2013; Horton et al., 2014). The relative contribution of ice sheet mass loss to
sea level rise has increased from 15% between 1993 and 2003 (Lemke et al., 2007),
to about 40% since 2003 (Cazenave and Llovel, 2010; Schrama et al., 2014). When
considering that tens of millions of people live in regions already exposed to coastal
flooding (Neumann et al., 2015), it is clear that sea level projections will have major
socio-economical repercussions.

Changes in the cryospheric state also affect the rest of the climate system (Alley,
1991; Turner, 1997). The influx of meltwater can alter ocean circulation with associated
regional climate impacts (Broecker and Denton, 1989; Stouffer et al., 2006). Ice sheet
evolution also results in changes in the area of snow and ice, which directly affects
surface albedo. Albedo changes alter temperatures (Barnett et al., 1989) and sometimes
atmospheric stability (Dewey, 1977).

Ice sheet and glacier mass loss has other direct societal impacts beyond those of
rising sea level. Glacial melt-water plays an important role in socio-economic activities
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such as hydro-power production (Lambrecht and Mayer, 2009; Hirsch et al., 2014) and
agricultural production (Parry et al., 2007; Chaulagain, 2015). Calving, the breaking
off of ice at the terminus of an ice field, creates hazards for ship navigation, as in
the region of LeConte glacier (Motyka et al., 1998). The increase of icebergs released
is also a threat for fixed marine infrastructures (Barber et al., 2014). Additionally,
the potential of iceberg rolling can result in local tsunamis (MacAyeal et al., 2011).
These examples show how important it is to understand and predict ice sheet/glacier
behaviour.

Analyzing the evolution of ice fields requires data collected in the field or by remote
sensing (using aircraft or satellites) (Das et al., 2014) and numerical models (Tarasov
and Peltier, 2007; Pollard and DeConto, 2009; Larour et al., 2012; Cornford et al.,
2013). Ice sheet evolution is slow relative to the instrumental record length. The last
glacial cycle lasted approximately 120 000 years. Therefore, the information extracted
from instrumental data is of limited usefulness in our understanding of the physical
phenomena involved. To improve our knowledge about ice sheet processes, glaciological
studies take advantage of paleo-data such as relative sea level proxies, dated moraines,
dated deglacial indicators, and information present in ice and marine sedimentary
cores. In this study, I focus on numerical models as they have the advantage of creating
complete spatial and temporal depictions of ice sheet evolution. Moreover, they can
predict future evolution while field data can only describe past and present states.
These complementary approaches are starting to be more frequently synthesized into
calibration of numerical models against observational data sets (Tarasov et al., 2012;
Stroeven, 2016).

Due to the complex processes at play and the range of time and spatial scales,
glaciological system models, which are used to represent the evolution of ice sheets, are
computationally expensive and highly non-trivial to construct. To model a full glacial
cycle, a typical (shallow ice, shallow shelf approximation) ice sheet model simulation at
10 km resolution takes at least on the order of 16 days with 16 processor cores (assuming
50% efficient parallelization). The behaviour of, and interactions between, complex
physical phenomena such as ice dynamics, basal sliding, thermodynamics, surface mass
balance, isostatic rebound, basal hydrology, ice calving, ocean melt, grounding lines
migration, geothermal heat flux and climate (Fig.1.1) must be accurately described.
In addition, these processes involve a range of spatial scales on the order of one metre
to hundreds of metres (e.g. basal hydrology and ice calving) to thousands of metres
(an ice sheet can be several kilometres deep and over thousands of kilometres wide).
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Temporal scales range from hourly (e.g. calving events) to millennial (e.g. glacial
isostatic rebound). To work around the limited computational resources, current Ice
Sheet Model (ISM) simulations are done either at high resolution (on the order of one
hundred metres, locally, to a few kilometres) to predict the evolution of the current ice
sheets over the next century or at coarse resolution of ten to tens of kilometres (e.g.
Pollard and DeConto, 2012; Tarasov et al., 2012; Colleoni et al., 2014) to reproduce
the past glacial cycles (on the order of one hundred thousand years).

~3 km

~2000 km

Accumulation
Ablation

Temperature

Geothermal 
flux

Geothermal 
flux

Isostasy

Ice flow

Calving
Ocean melt

Figure 1.1: Diagram of the important processes taking place during the growth and
retreat of an ice sheet. Courtesy of Frédéric Parrenin.

I focus on glacial cycle scale coarse-resolution simulations in this thesis for two
reasons. First, the reconstruction of the last glacial cycle can help us improve our
knowledge about processes involved in ice sheet evolution. Second, simulations run to
present day can constrain the glacial isostatic adjustment signal (the response of the
solid earth due to changes in surface load over glacial cycles) that contaminates esti-
mates of ice sheets mass loss from both laser altimetry and/or gravimetric approaches
(e.g. using Gravity Recovery and Climate Experiment - GRACE observations).

My study also, in part, addresses a broader context in that any model of complex
environmental phenomenon will have subgrid (SG) processes requiring some form of
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parametric representation. More broadly still, all numerical models have uncertainties
that need to be quantified in order to interpret their predictions. These uncertainties
can be categorized into structural and parametric errors. Structural errors come from
processes not well represented due to a lack of knowledge, a necessity for approximation
(i.e. to reduce the computational demand) or a coarser resolution than the process
of interest scale. Parametric errors relate to incomplete sampling of the parameter
space when calibrating model parameters against limited observational constraints
(which have their own associated uncertainties). A model prediction has no value
without an associated uncertainty estimate (though often this estimate is only implicit
and therefore ambiguously communicated and interpreted). Increasingly, model-based
studies are quantifying uncertainties related to parametric errors (e.g. Hebeler et al.,
2008; Tarasov et al., 2012; Applegate et al., 2012; Pollard et al., 2015). In this work, I
focus on numerical ISMs structural uncertainties.

Any model of complex environmental systems has structural uncertainties generated
by SG processes that are, by definition, not resolved by the discretized equations that
computationally approximate the physical dynamics of the system. ISMs have long
been known to have sensitivity to grid resolution (e.g. Tarasov and Peltier, 1997b;
Rutt et al., 2009; Durand et al., 2009b; Horton et al., 2014). Accurate modelling of
such systems must determine if the SG processes’ variability is relevant for the given
context and needs to be parameterized. Variability of processes just below the resolved
scale are the most likely sources of resolution dependent model error. For example,
a fjord on the order of 5 km wide is not resolved in a 10 km resolution simulation
but drains half of the ice in that grid cell and the geometric details of that fjord are
likely important for the actual flow. On the other hand, one thousand 1 m scale
bedrock bumps with a single coarse grid cell can easily be subsumed into a basal slide
parameter.

In continental glacial system, the potentially most important SG processes are
located at the boundary of the ice sheet where ice masses can change rapidly. These
processes are surface mass balance in regions of rough topography, ice drainage through
fjords or other outlets on the order of 1 km wide or less, grounding line migration, ice
calving and basal hydrology.

In this thesis I document the impact of ISM’s resolution on ice flux in fjords and
surface mass balance. I also reduce the ISM’s resolution dependency due to these SGs
processes via compensatory parameterizations. Section 1.2 presents the different SGs
processes important in ice sheet evolution and explains my choice to focus on fjords
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and surface mass balance. The different downscaling methods used to parameterize
SGs processes, and the specific ones used in this work, are presented in Section 1.3.
Section 1.4 summarizes the objectives and scientific questions tackled. The thesis
structure is given in Section 1.5.

1.2 Subgrid processes relevant to the evolution of
an ice sheet

1.2.1 Ice Dynamic

The flow of ice is governed by the conservation of momentum which for this context
takes the form of the Stokes equation. This equation is computationally expensive
to solve. By a perturbative expansion in surface aspect ratio, some terms of the full
equation can be neglected and much computationally cheaper simplified equations may
be used, with accuracy dependent on relevant scales, stress regimes, and boundary
conditions. The hierarchy of simplified equations most often used in ice sheet models
is described below. For context, order of magnitude scales for ice sheets are:

Horizontal extent = 1000 km

Vertical extent = 1 km

Horizontal velocity = 10ma−1

Vertical velocity = 0.1ma−1

and therefore with an aspect scale of 1/1000.

Stokes Equation

The general momentum equation can be written as

ρ
du
dt

= ∇ · (τ) + f (1.1)

u 1 is the velocity vector, τ the internal stresses (surface stresses) and f the external
volume forces (gravity is the only non negligible external force). Here τ = τ ′ + P I,

1In this document, bold characters represent a vector.
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where τ ′ is the deviatoric stress, P the pressure, and I is the unit matrix. The ice
constitutive equation relates the strain rate to the shear stress:

τ ′ = 2µε̇ (1.2)

Here ε̇ is the strain rate and µ the effective viscosity. The strain rate tensor is defined
as

ε̇ij = 1
2 (∂jui + ∂iuj) (1.3)

where i and j are indexes corresponding to x, y and z.
The effective viscosity µ follows the generalized Glen’s flow law:

µ = B

2ε̇1− 1
n

e

(1.4)

where B is the ice rigidity, n is Glen’s flow law exponent (typically set to 3), and ε̇e is
the effective strain rate.

The acceleration component of the momentum equation is relatively negligible
for ice sheets. As such, the substitution of the ice constitutive equation into the
momentum equation 1.1 reduces to

∇ · (2µε̇) +∇ · (P I) + f = 0 (1.5)

This is the Stokes equation. In a Cartesian coordinate system this equation is written
as

∂
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(
2µ∂u
∂x

)
+ ∂

∂y

(
µ
∂u

∂y
+ µ

∂v

∂x

)
+ ∂

∂z

(
µ
∂u

∂z
+ µ

∂w

∂x

)
− ∂P

∂x
= 0(1.6a)
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= 0(1.6b)
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(
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)
− ∂P

∂z
− ρg = 0(1.6c)

First Order Approximation (Blatter/Pattyn Model)

Over the entire ice sheet, the shear stresses τxz and τyz are small compared to the
normal stress τzz (hydrostatic approximation). The blue term of equation 1.6c can
then be neglected.
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The spatial variation of the vertical velocities are significantly smaller than the
spatial variation of the horizontal velocity. Therefore the green terms of equation 1.6a
and 1.6b can also be neglected.

Using these two simplifications, the Stokes equation can be reduced to

∂
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= 0 (1.7a)
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2µ∂w

∂z
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− ∂P

∂z
− ρg = 0 (1.7c)

These equations are used in high resolution models such as BISICLES or Ice Sheet
System Model (ISSM) (the former is described in chapter 2 and 3). In this document
the term high resolution is used for resolution of 1 km. The disadvantage of these
models is the required computational expense. With ISSM, a 500 years simulation of
the Greenland ice sheet using a resolution of the order of 5 km at the coast and around
30 km in the interior takes 40 hours with 240 processor cores (Larour et al., 2012).

Shallow Shelf Approximation (SSA)

In regions of low basal drag, i.e. ice shelves and ice streams, the ice slides over the
base with little vertical shear above it. This plug like flow can be described in more
simplified form by removal of the vertical shear terms (in red in equation 1.6a and
1.6b), resulting in the Shallow Shelf approximation (MacAyeal, 1989):

∂
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µ
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∂
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)
− ∂P

∂z
− ρg = 0 (1.8c)

Shallow Ice Approximation (SIA)

For most of the ice sheet’s interior (specifically away from the ice dome centre and the
ice sheet boundary), the vertical shear stress gradient and the driving stress dominate.
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Under the SIA, the Stokes equation therefore simplifies to

∂

∂z

(
µ
∂u

∂z

)
− ∂P

∂x
= 0 (1.9a)

∂

∂z

(
µ
∂v

∂z

)
− ∂P

∂y
= 0 (1.9b)

−∂P
∂z
− ρg = 0 (1.9c)

The Glacial Systems Model (GSM) (described in chapter 2), uses these equations.
These models are computationally efficient, and can easily be run over full glacial
cycles. However, they are inaccurate for ice shelves, grounding lines, and the non
“shallow” conditions at ice sheet margins.

Hybrid Shallow Shelf/Shallow Ice Approximation

The SIA and the SSA are valid for complementary stress regimes of an ice sheet and
can be combined in the same model (e.g. Pollard and DeConto, 2009, PSU/GSM
described in chapter 3). Regions with low basal stress are treated with the SSA and
regions with high basal stress are subject to the SIA.

1.2.2 Sliding laws

Due to inaccessibility, there is limited understanding of basal motion controls. At
the base of ice sheet, ice moves relative to the solid earth following two different
mechanisms. It either slides over the bed or the bed itself is deformed. A combination
of these two processes can also occur. For sliding over hard bedrock, Weertman
(1957) suggests that depending on the size of the bumps on the bedrock, below or
above approximately 1 m, sliding occurs either by melting and refreezing respectively
upstream and downstream of the bump or by enhanced creep around the bump.
Lliboutry (1958) added a third possibility where ice separates from the bed due to
cavitation. These idealized processes can be represented by different powers of the
basal stress dependence on the basal velocity with exponents of 1 to 4 (Cuffey and
Paterson, 2010; Fowler, 2010). Physically, there is also a dependence on basal effective
pressure but due to the frequent lack of a fully coupled accurate representation of basal
hydrology, this dependence is usually ignored. Basal ice displacement can also occur
due to deformation of the sediment at the base of the ice. Laboratory and field studies
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suggest that sediment can be characterized as a Coulomb plastic material (Iverson
et al., 1998; Cuffey and Paterson, 2010) in which basal motion only occurs upon
attainment of a yield stress dependent on the effective pressure. The basal drag does
not increase with increasing basal velocities above this threshold. The stress threshold
depends on the characteristic of the subglacial till that is not easily accessible under
current ice sheets. The effective pressure varies widely with the subglacial hydrology
state that to date lacks an accurate representation.

1.2.3 Grounding line

The grounding line is the transition zone between grounded and floating ice. The
grounding line retreats with the thinning of the ice at the marine boundary, reducing
the basal stresses which can lead to an acceleration of the upstream outlet glacier or
ice stream. Accurate representation of grounding-line dynamics is therefore required
for confident modelling of the marine margins of grounded ice sheets and glaciers,
especially given rising concerns about the stability of the West Antarctic Ice Sheet
(Joughin et al., 2014).

Durand et al. (2009a) found that a resolution higher than one hundred metres is
required for an accurate representation of grounding line migration. Continental ISM
simulations using a fixed grid at resolutions on the order of kilometres can exhibit large
errors in the grounding line representation (Vieli and Payne, 2005). To reduce these
errors, Schoof (2007) developed a parameterization of the ice flux at the grounding
line based on the ice thickness and longitudinal stresses. This method is however valid
only for near-steady-state evolution (Pattyn et al., 2012). To work around resolution
constraints that can not be met in continental ISMs, some simulations use moving
grids or adaptive mesh refinement. Moving grids allow grid points to coincide exactly
and follow the grounding line position (Hindmarsh and Le Meur, 2001; Vieli and Payne,
2005; Drouet et al., 2013). Adaptive mesh refinement increase the grid resolution as
needed around the grounding line (Goldberg et al., 2009).

1.2.4 Calving and ocean-melt

Calving is responsible for approximately 45% of Antarctic mass loss (Rignot et al.,
2013; Depoorter et al., 2013) and approximately 50% of Greenland total mass loss.
Moreover, it likely played a critical role in the rapid disappearance of the Northern
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hemispheric ice sheets at the end of the last ice age (Pollard, 1984).
Calving representation in models has progressed from nonphysical parameterizations

(based on water depth, Brown et al., 1983; Pelto and Warren, 1991; Vieli et al., 2001;
Van der Veen, 2002) to relations based on stresses and strain rates (Amundson and
Truffer, 2010; Levermann et al., 2011; Bassis and Ma, 2015). Calving has also been
represented as a stochastic process (Bassis, 2011).

Difficult physical access and complexity challenges the attainment of a universal
calving law that can represent the different frequency and size of calving events at the
grounding line and at the marine margins of ice shelves/ice tongues (Lazzara et al.,
1999; Jacobs et al., 1986). A consequent amount of work is being done to improve
our understanding of calving and its representation in ice sheet models (Levermann
et al., 2011; Bassis, 2011; Albrecht et al., 2011; Winkelmann et al., 2011; Pollard and
DeConto, 2012; Bassis and Ma, 2015).

Over the last decade, submarine melting has received a lot of attention as it has
been shown to be as important as calving. Rignot et al. (2010) found submarine melt
rates comparable to calving rate in four central West Greenland glaciers. In Antarctica,
ocean-melt is responsible for at least 55% of the total ice loss (Rignot et al., 2013;
Depoorter et al., 2013). At the terminus of tidewater glacier LeConte, Alaska, this
amount is even higher (57%, Motyka et al., 2003). Bartholomaus et al. (2013) also
reported that at least half of ice lost at the terminus of an Alaskan glacier can be due
to submarine melt. In Greenland, the ocean melt is responsible for 20% to 75% of
frontal ice loss depending of the fjord considered. In addition, the ocean melt can
significantly modify the geometry of a floating tongue (Straneo et al., 2011; O’Leary
and Christoffersen, 2013) and modify the stresses responsible for calving. However,
poor representation of the submarine basin circulation and temperature along with
sparse observational constraints limits the accuracy of the results generated by these
relations (Jenkins, 2011; Xu et al., 2012; Sciascia et al., 2013).

1.2.5 Surface Mass Balance

The mass balance of a glacier is the net mass change of ice during a period of time.
Precipitation, sub-shelf accretion, refreezing and ice inflow are the processes increasing
the ice mass; whereas, ice can be removed through surface melt, basal melt, calving,
submarine melt, and ice flow into the neighbouring regions. Surface mass balance
takes into account only the removal of ice through surface melting (ablation) and
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accumulation through precipitation and refreezing. This is often computed using a
positive degree day method (Tarasov and Peltier, 1999b) or an energy balance model
(Hock, 2005). The degree day method is most frequently used to date as it has a
much lower computational demand and requires only mean monthly temperatures
and precipitation (the variation of hourly temperatures around the monthly mean are
usually approximated by a normal distribution).

To reproduce the last glacial cycle, precipitation and temperature fields are required
over the past millennia. Reconstruction/representation of past climate is the largest
source of uncertainty in the context of glacial cycle ice sheet modelling. The repre-
sentation can be performed by interpolating between present day and the last glacial
maximum using a glacial index generated from data found in ice cores and/or biosphere
indicators. Alternatively, temperature fields are extracted from simplified climate
models coupled with the ice sheet model (Tarasov and Peltier, 1999a; Ganopolski
and Calov, 2012). Precipitation field forcings can be similarly generated from present
day rates and General Circulation Model (GCM) simulations, often with additional
temperature or elevation dependencies (e.g. Budd and Smith, 1981).

In addition to the uncertainties in temperature and precipitation fields, running
ISM simulations at coarse resolution introduce potentially significant but to date
poorly quantified errors in the results generated. ISMs used in a continental scale
glacial cycle context are typically ran at horizontal resolutions of about five to tens of
kilometres (Pollard and DeConto, 2012; Tarasov et al., 2012; Colleoni et al., 2014). At
such resolutions, mountain peaks such as the Rockies are smoothed at best to bumps in
a plateau (Payne and Sugden, 1990). If the mean altitude is below the equilibrium line
altitude, the ice ablation and rain to snow fraction of precipitation are over-estimated
(e.g. Tarasov and Peltier, 1997a). In addition, the surface slopes are lower, reducing
the ice flow into lower regions. The effect of topography shading or direct insolation is
different in a plateau region than in a terrain with rough topography. Thus coarse
resolution can lead to significant temporal and spatial errors in ice sheet inception as
well as growth (Rind et al., 1989; Verbitsky and Oglesby, 1992; Marshall and Oglesby,
1994).

1.2.6 Fjords and outlet glacier

Fjords are deep topographic features defined by steep cliffs on their sides and soft
sediment beds carved into the bedrock by outlet glaciers flowing into the ocean. Their
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widths span hundreds of metres to ten kilometres and can reach up to two hundred
kilometres inland. They have the same characteristics as rivers in term of meander,
tributaries (or branches), and changes in width.

Fjords play an important role in the mass loss of ice sheets through ice discharge in
the ocean (Luckman et al., 2006; Rignot and Mouginot, 2012; Csatho et al., 2014) and
are a common feature along the coast of current and past ice sheets (Fig.1.2 shows an
example along the west coast of Fennoscandia). The soft sediment at the base of a
fjord combined with the sudden reduction of resistive stresses during calving events
can enable ice velocities up to 25 km/yr (Rosenau et al., 2013) draining a substantial
fraction of an ice sheet. For instance, Jakobshavn Isbrae, one of Greenland’s main
outlet glacier, drains approximately 6.4% of the ice sheet (Rignot and Kanagaratnam,
2006).

Figure 1.2: Present day topography showing the density of fjords in the west coast of
Fennoscandia.

Many factors have been previously identified as influencing the ice dynamics in
fjords. These factors can be glacier-specific (e.g. geometry, catchment area and the
presence or absence of an ice tongue) or due to the climatic or oceanic characteristics
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(e.g. air temperatures, ocean temperatures, fjord circulation and sea ice) (Weertman,
1974; Hughes, 1986; Meier and Post, 1987). Despite recent progress (Carr et al.,
2013b,a), the importance of each factor on ice discharge is still unclear.

Identifying the impact of fjord geometry characteristics on ice dynamics in fjords
will determine how much detail is needed about the topography underneath current
ice sheets. Basal topography underneath Antarctica and Greenland are derived at 1
km resolution through interpolation of ground penetration radar data (Fretwell et al.,
2013) and mass conservation algorithms (Bamber et al., 2013; Morlighem et al., 2014).
However, the sparse availability of ice thickness in some regions limits the quality of
these data with resultant uncertainties of the order of hundreds to a thousand metres.
Durand et al. (2011) found that the vertical basal topography variation has to be
resolved at a kilometre scale for the accurate representation of outlet glacier evolution.
However the effect of the fjord geometry has, to date, not been quantified. What
errors are introduced by a 10 km grid resolution representation of fjord areas? What
is the magnitude of errors in ice flux near the margin of an ice sheet due to the use of
such resolution? Are the number of fjords, the change in width, the number of bends,
the presence of branches or the fjord orientation (compared to the ice flow) important
characteristics to take into account?

In addition, with their large topographic differentials and their order one kilometre
wide and tens of kilometres long scales, fjords can potentially have strong grid resolution
sensitivity in current and foreseeable glacial cycle models that run at five to tens of
kilometre resolution. Nowicki et al. (2013) suggests an influence of model resolution
on the dynamics of narrow fast-flowing outlet glaciers drainage, however its impact
has never been quantified.

It is even unclear how one should regrid a fjord when upscaling from a high
resolution digital elevation model (DEM) to a coarser resolution ISM grid. In a
coarse resolution grid (for example 10 km), a box average of the topography reduces
the depth of valley and the heights of peaks. A subgrid fjord would then be made
wider and shallower. A wider fjord representation could erroneously increase ice flux.
However, the fjord (or valley) depth being reduced delays the occurrence of warm based
conditions during a stadial period. To compensate for the under or overestimation of
the ice flux, the depth of the fjord or the basal drag parameters could, for example, be
adjusted. If the coarse representation of the fjord overestimates the ice flux, this error
might be compensated on a continental scale by the lack of representation of smaller
fjords.
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1.2.7 Subgrid processes analyzed in this work

Over the past decade, significant improvements have been achieved in our understanding
and representation of calving, the grounding line, and ocean melt, but there has been
relatively little work addressing the other SG processes discussed above. Despite
the potential importance of surface mass balance at SG scales, Marshall and Clarke
(1999) is the only study, to date, that attempted to improve its representation in
a continental ice sheet model by incorporating a SG model that accounted for SG
topographic information. The impact and accuracy of this SG model has yet to be
quantified. The model was only validated against observations of a glacier located
in the region used for tuning the parameterization (Marshall et al., 2011). Moreover,
the exchange of ice between the SG and Coarse Grid (CG) models was identified as a
potentially important source of error (Marshall and Clarke, 1999), but its impact was
not documented.

Drainage of ice through fjords occurs at a scale smaller than the resolution of most
current continental models. However, no modelling study has to date explored the
impact of fjords characteristics on ice drainage nor has there been examination of
options for improving their representation in continental scale models.

Sliding is another SG process that lacks understanding concerning the impact of
its representation with different laws in an ISM. It is to date unclear what sliding
law is appropriate for ice sheet modelling. We examine the impact of linear versus
quadratic basal velocity dependence on shear stress.

This work aims to improve our understanding of the impact of the surface mass
balance, fjord ice dynamics and sliding SG processes. This information is then used to
reduce the ISM scale dependency in a continental glacial cycle scale context.

1.3 Parameterization Methods

Representation of subgrid processes is a general challenge in the modelling of complex
environmental systems. Parameterizations are used to model physical processes not
well understood and/or not resolved within the scale of the model. In meteorology, for
example, clouds, orographic drag, and turbulence in the atmosphere are processes that
must be parameterized. This challenge of accounting for or infering subgrid behaviour
is also faced by downscaling. Downscaling is a method which derives information at a
local scale from variables generated at a coarser scale. There are two main approaches
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(as described in Xu, 1999). Dynamical downscaling resolves the SG process while
statistical downscaling parameterizes the SG process.

• In dynamical downscaling, output from a coarse resolution model is used to drive
a higher resolution model. The result of these models are more accurate than
statistical downscaling but are computationally expensive.

• Statistical downscaling, typically less computationally demanding than dynam-
ical downscaling, has been presented by Wilby and Wigley (1997) in three
categories: regression methods, pattern based approaches, and stochastic ap-
proaches. Regression methods establish a linear or nonlinear relations between
subgrid scale parameters and the large scale variable. Pattern based approaches
use subgrid information to classify the different variable behaviour and then use
the coarse information to identify each class. Stochastic approaches introduce
stochastic noise conditioned on large scale variables to represent the subgrid
spatial and temporal variability of the subgrid process and/or fields (e.g. to
represent the transport by turbulent eddies not resolved in an ocean GCM).

As fjord are features present at the margin of the ice sheet, the resolutions issues
could be overcome using dynamical downscaling via adaptive mesh refinement (e.g.
BISICLES, Cornford et al., 2013) . This approach is however too computationally
expensive to run simulations on a continental scale over a glacial cycle. The complexity
of ice discharge through fjords combined with the coarse resolution of ISMs requires
the use of a statistical downscaling method.

SG information has been used in the literature in different ways to represent physical
processes occurring at a smaller scale than the model resolves. The SG processes to
parameterize in this thesis are all dependent on the topography. Using the Fourier
transformation of the bed elevation and slopes, Li et al. (2010) derive two parameters
to represent the roughness of the topography, at the base of an ice sheet, in a coarse
grid cell. Nijzink and Savenije (2016) used SG information to categorize each grid
cell into a set number of landscape classes that impact the coarse grid cell in different
ways. That method could potentially be used to represent calving. Another example
uses a non-Gaussian (i.e. with skewness and kurtosis) probability density function
distribution to represent the topographic distribution in a grid cell used to compute
the fraction of the coarse grid cell covered with snow (Walland, 1996). Marshall and
Clarke (1999) used the same approach representing the topography with a subgrid
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hypsometric curve (a statistical summary of the topographic distribution in a given
coarse grid cell), to improve surface mass balance and flux in a continental scale ice
sheet model. Finally, Calov et al. (2015) proposed a SG ice discharge parameterization
that increases ice discharge proportionally to the ice thickness and the distance to the
closest ocean boundary. Using SG topographic information could improve that last
approach to take into account the presence or not of fjords.

Parameterization schemes are developed by first identifying the important SG
variable(s) that impact the process and then extracting or positing a relation between
the high resolution variable(s) and the coarse resolution process. Ice drainage is affected
by the presence or lack of fjords and their geometry. To improve the representation of
ice flow, I use SG information about the fjord characteristics to modify the ice discharge
via different sliding and flow parameters. Surface mass balance is influenced by ice flux
and the topography elevation and slope. I use elevation and slope information from a
hypsometric curve and a parameterization of the ice flow to improve the representation
of ice accumulation, melt, and flow within a coarse resolution grid cell.

1.4 Objectives

In this project, I focus on errors generated by the ice dynamic and sliding representation
and resolution errors due to the surface mass balance in regions of rough topography
and ice drainage in fjord regions with different geometries.

I address the following questions:

• What is the impact of fjord geometry on ice discharge?

• What is the impact of higher order ice dynamics physics on fjord discharge?

• What is the impact of basal sliding representation on ice discharge?

• What is the resolution dependence of modelled fjord ice discharge?

Based on the (albeit incomplete) answers to the above, I build a subgrid parame-
terization to improve the representation of ice drainage in fjords and a new subgrid
surface mass balance and flux model for purely terrestrial regions of rough topography
(mountain ranges).
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1.5 Thesis structure

This thesis is written in manuscript format, as opposed to a traditional thesis format.
Hence, a more focused literature review is done in the introduction of each chapter.

Chapter 2, in preparation for publication, compares the sensitivity of ISM results to
grid-resolution and ice flow approximation for topographically rough marine boundary
contexts (i.e. fjords). A parameterization is developed to minimize the model scale
dependency. The performance of this parameterization is tested over an independent
set of different fjord regions.

Chapter 3, published in Geoscientific Model Development, describes the subgrid
model developed for mountainous region and quantifies the impact of subgrid mass-
balance and ice fluxes on glacial cycle ensemble results for North America. No easy
solutions to accurately capture these impacts are found. Furthermore, SG process
representation and associated parametric uncertainties are shown to have significant
impacts on coarse resolution model results for last glacial cycle simulations of the
North American ice complex.

An overall summary of the body of work and future steps are presented in Chapter
4.

1.6 Co-authorship statement

Dr. Lev Tarasov developed the initial idea and direction of the project. Dr. Lev Tarasov
is an associate professor with the Department of Physics and Physical Oceanography
at Memorial University and holds a Canada Research Chair.

The core of the GSM model was provided by Dr. Lev Tarasov. The PSU/GSM
model was initially provided by Dr. Dave Pollard from Penn State University and
modified by Dr. Lev Tarasov and Dr. Robert Briggs during his time at Memorial
University. The ISSM model was provided by Dr. Mathieu Morlighem, an assistant
professor at the Earth System Science Department at the University of California, and
Dr. Helene Seroussi, NASA Postdoctoral Fellow from the Jet Propulsion Laboratory
at the California Institute of Technology.

Authorship for the research paper presented in Chapter 2 is in the following order:
Kevin Le Morzadec (thesis author), Dr. Lev Tarasov (thesis supervisor). Dr. Tarasov
developed the initial idea and direction of the project. The development of the
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parameterization and analysis was performed by Mr. Le Morzadec. The manuscript
was prepared by Mr. Le Morzadec and critically reviewed/edited by Dr. Tarasov.

Authorship for the research paper presented in Chapter 3 is in the following order:
Kevin Le Morzadec (thesis author), Dr. Lev Tarasov (thesis supervisor), Dr. Mathieu
Morlighem and Dr. Helene Seroussi. Mr. Le Morzadec, designed the experiments
with assistance from Dr. Tarasov. Kevin Le Morzadec developed the SG model code
and performed the simulations. Kevin Le Morzadec and Lev Tarasov coupled the
SG model into the GSM. Mathieu Morlighem and Helene Seroussi supported ISSM
installation and helped build a new surface mass balance module for the ISSM. Kevin
Le Morzadec prepared the manuscript with contributions from Lev Tarasov and the
other co-authors. Lev Tarasov heavily edited the manuscript.

The thesis as a whole was critically reviewed Dr. Tarasov.



Chapter 2

Subgrid fjords in ice sheet models

2.1 Introduction

Marine-terminating glaciers flowing through glacial valleys play a crucial role in the
mass loss of ice sheets (Luckman et al., 2006; Rignot and Mouginot, 2012; Csatho
et al., 2014). Since 1996, a half to a third of the mass loss in Greenland has been
through ice discharge (Van Den Broeke et al., 2009; Enderlin et al., 2014). Jakobshavn
Isbrae itself, one of Greenland’s main outlet glaciers, drains approximately 6.4% of the
Greenland ice sheet (Rignot and Kanagaratnam, 2006). However, uncertainties remain
over the impact of glacial valleys topographic characteristics to ice drainage. Here
we focus on fjords, deep and long submerged glacial valleys, which drain ice into the
ocean and are densely populated at the marine margin of ice-sheets (see Morlighem
et al. (2014) for an example around Greenland).

Many processes have been previously identified as influencing the time evolution
of ice flow through fjords (Weertman, 1974; Hughes, 1986; Meier and Post, 1987).
These can be glacier-specific (e.g. geometry, catchment area, and the presence of an
ice tongue) or due to the climatic or oceanic forcing (e.g. air temperatures, ocean
temperatures, fjord circulation, and sea ice). Despite recent studies confirming the
need to take into account a combination of these factors to model ice discharge through
outlet glaciers (Carr et al., 2013b,a), the importance of each factor on drainage is still
unclear.

Over the last decade some of these processes, such as submarine melting (Motyka
et al., 2003; Holland, 2010; Rignot et al., 2010; Motyka et al., 2011; Straneo et al.,
2011; O’Leary and Christoffersen, 2013; Bartholomaus et al., 2013; Sciascia et al.,
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2013), calving (Benn et al., 2007; Amundson and Truffer, 2010; Levermann et al., 2011;
Bassis, 2011; Bassis and Ma, 2015), grounding line migration (Schoof, 2007; Pattyn
et al., 2012; Gladstone et al., 2012), air temperature (Carr et al., 2013a), and the
presence of sea ice or ice mélange (Moon et al., 2015) have received a lot of attention.

However, neighbouring glaciers under the same climatic and regional oceanic
constraints show different retreat rates that can not be explained only by differences in
submarine melt (Carr et al., 2014; Bartholomaus et al., 2016) indicate the importance
of glacier-specific factors such as the fjord geometry. The impact of glacier-specific
factors are increasingly being recognized (Jamieson et al., 2012; Bevan et al., 2012; Carr
et al., 2013a). A clear understanding of the impact of fjord geometry on ice discharge
will determine what level of detail is needed about the topography underneath current
ice sheets. For example, the shape of the basal topography (over-deepening or the
presence of a sill) influences rapid retreat (Enderlin et al., 2013b,a). Depending on
the resistive stresses provided by fjord wall geometry, glaciers on reverse bed slopes
can undergo a rapid retreat or be stable (Weertman, 1974; Gudmundsson et al., 2012;
Jamieson et al., 2012; Carr et al., 2015). The impact of the glaciers width at the
glacier front on ice drainage is also unclear. Some studies find a strong correlation
between glacier front width variability in time and the retreat rates (Carr et al.,
2014) while studies over different regions (McFadden et al., 2011; Carr et al., 2013b)
show that it is not a primary factor controlling retreat (McFadden et al., 2011; Carr
et al., 2013b). The impacts of other fjord characteristics on ice flow, such as: five 2
km fjords compared to one 10 km fjord, fjord width variation along the glacier, and
fjord orientation compared to ice flow, is also undocumented. Despite its potential
importance, no study to date has explored the impact of fjord characteristics on
ice drainage. Here we document the impact of fjord geometry characteristics on ice
evolution.

In addition, even with a good understanding of the fjord geometry impact on ice
drainage, in a continental-scale glacial cycle context, ice sheet models (ISMs) currently
run at resolutions of about five to tens of kilometres (Pollard and DeConto, 2012;
Tarasov et al., 2012; Colleoni et al., 2014). Therefore they do not resolve ice dynamics
in fjords. Ice sheet models (ISMs) have long been known to have sensitivity to grid
resolution (e.g. Tarasov and Peltier, 1997b; Rutt et al., 2009; Durand et al., 2009b).
With their large vertical differentials, length scales of one hundred km, and width
scales hundreds of metres to ten kilometres, fjords can be expected to be loci of this
grid resolution sensitivity. Nowicki et al. (2013) finds an influence of model resolution
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on the computation of narrow fast-flowing outlet glaciers drainage, however its impact
has never been quantified. In addition, coarse grid cells that partially include a fjord
represent a complex topographic region with only one elevation data point (see Fig.2.1).
If the fjord is ignored that grid cell does not drain enough ice. Alternatively, if the
grid cell is treated as a fjord, the drainage area is overestimated. The fjord depth is,
however, underestimated, delaying the occurrence of a warm base during a stadial
period. No studies have explored the appropriate depth to represent a SG fjord in a
coarse grid cell.
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Figure 2.1: Basal topography of a fjord region at different resolutions.

The representation of ice dynamics through fjords in ISMs is also limited due to
the ice velocity and subglacial process representation in the models. Studies (Pattyn
et al., 2008, 2012; Feldmann et al., 2014) have compared the different dynamical
approximations for computing ice velocity on a continental-scale but their impact
on a regional scale is not clear. Subglacial processes, such as basal motion due to
bed deformation and/or sliding, and subglacial hydrology (with its impact on basal
drag) have an important role in flow dynamics (Clarke, 2005); however, we have
limited knowledge of the influence of each process on ice drainage (Phillips et al., 2008;
Damsgaard et al., 2013; Ingólfsson et al., 2015). Various ice sheet models represent
the sliding laws differently using power laws, with exponents ranging from one to four,
or Coulomb plastic laws (Cuffey and Paterson, 2010; Fowler, 2010) but the impact of
the exponent choice lacks clear documentation in the litterature.
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As fjords are features present at the margin of the ice sheet, the resolutions issues
could be overcome using an adaptive mesh refinement scheme as implemented in the
BISICLES model (Cornford et al., 2013). This would allow one to run the model
at coarse resolution over the major part of the ice sheet and increase the resolution
where details are needed. This approach is however too computationally expensive to
run ensemble simulations on a continental glacial cycle scale. Therefore glacial cycle
ISMs, especially for large ensemble calibration contexts (e.g. Tarasov et al., 2012),
will continue to be run at coarse resolution for the foreseeable future. Given this,
it is worthwhile to examine the extent to which parametrizations can account for
the impact of subgrid fjords in ISMs. Calov et al. (2015), for example, proposes a
subgrid ice discharge parameterization increasing ice discharge proportionally to the
ice thickness and the distance to the closest ocean boundary. This approach ignores
subgrid information.

Various approaches have been used to summarize subgrid information for coarse
resolution modelling of environmental systems. For example, some studies infer
probability distributions from the high resolution data (Walland, 1996), to parameterize
subgrid processes at coarser resolution, or use the ratio of high frequency to low
frequency spatial variance of the feature of interest to take into account its impact in
the coarse resolution cell (Guo et al., 2015). Others use the Fourier transformation of
the bed elevation and slopes to derive parameters representing the roughness of the
topography (Li et al., 2010). The SG information can also be used to classify coarse
grid cells in classes that have the same behaviours (e.g. Nijzink and Savenije, 2016).
Here we scale the sliding coefficient proportionally to the relative fjord area extent in
a coarse grid cell and test different upscale regridding techniques.

To improve the ice drainage representation through fjords in coarse resolution ISMs
we address the following questions:

• What is the impact of fjord geometry on ice discharge?

• What is the spatial resolution dependence of modelled fjord ice discharge?

• What is the impact of higher order physics on fjord discharge?

• What is the impact of the sliding power law exponent on ice evolution?

• To what extent can parameterization calibration and the appropriate choice of
basal topography upscaling compensate for model grid resolution dependency?
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2.2 Model description

The main experiments use the PSU/GSM model described in Section 2.2.1. This model
uses hybrid shallow ice and shallow shelf (ice stream and ice shelves) approximations
to the full Stokes momentum balance. To test the impact of these approximations, we
compare the results of the PSU/GSM model with a model that uses a higher order ice
dynamics representation (the ISSM model described in Section 2.2.2). The differences
between the ISSM and PSU/GSM are summarized in Table 2.1.

Table 2.1: ISSM and PSU/GSM capabilities showing the differences between each
model.

PSU/GSM ISSM
Grid Regular Finite element
Resolution
High resolution 1 km 1 km inside the fjords,

20 km outside the fjords
Coarse resolution runs at 5, 10, and 25 km 25 km
Ice dynamic SIA-SSA Higher Order (HO) or SIA
Thermal model Activated or Deactivated Deactivated (unstable)
GIA model Local adjustment or Deactivated Not implemented (Jan 2016)
Calving Ice removed for depth > 200m or Ice removed for depth

tidewater, ice shelves, thin ice parameterization > 200m
Basal drag Exponent 1,2 Weertman type law for soft, Exponent 1 Weertman type law

hard bed with an exponential with an exponential transition from
transition from cold to warm base cold to warm base

Ice rheology Huybrechts (1998) parameterization Table p.75 in
plus an enhanced factor (Briggs et al., 2013) Cuffey and Paterson (2010)

Grounding line Schoof (2007) parameterization Flotation criterion
Vertical layers 11 10

2.2.1 PSU/GSM model

The PSU/GSM model, described in detail in Briggs et al. (2013) and Pollard and
DeConto (2009, 2012), is a thermodynamically coupled ice flow model. The ice rheology
parameterization follows Huybrechts (1998) with an enhancement parameter as in
Briggs et al. (2013). The grounding line treatment is taken from Schoof (2007). To
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focus on the impact of fjords in the ice evolution, calving is treated by removing ice
for depth greater than 200 m. Basal drag is based on a Weertman power law with an
exponential dependency on temperature for the cold to warm based transition. The
bedrock response to surface loading is visco-elastic. The surface mass-balance model,
described in Le Morzadec et al. (2015), is based on Tarasov and Peltier (1999a, 2002,
2003, 2006); Tarasov et al. (2012). In this study, temperature and precipitation are
derived from their fields at present day (PD) and at Last Glacial Maximum (LGM) as
described in Tarasov and Peltier (2004b) (section A.1.2.1 of the supplement summarizes
how the precipitation and temperature time series are generated from these parameters
and shows an example of the February PD and LGM temperature and precipitation;
Section A.1.2.2).

Table 2.2 presents the PSU/GSM baseline parameter vector used in the high
resolution reference simulation. Most of the vector components are from a best-fitting
subset member from an ongoing calibration of the GSM (as completed for North
America in Tarasov et al. (2012)) over Eurasia. We select the sliding coefficients used
in the sliding power law to match typical basal sliding velocities of 1600 m/yr velocity
at 20 KPa in a fjord (soft bed, slidsedC) and a 20 m/yr velocity at 50 KPa over hard
bedrock (slidhardC) (Cuffey and Paterson, 2010). The flow enhancement parameter,
that accounts for different ice fabric, is set to 4.28 for grounded ice and 0.42 for ice
shelves. These values are in accordance with the Ma et al. (2010) study that suggested
a ratio of 1/9 between the grounded ice and ice shelf enhancement factor. Values
between 2 to 6 are present in the literature for the grounded ice enhancement parameter
(Ma et al., 2010; Cuffey and Paterson, 2010; Greve and Hutter, 1995; Letréguilly et al.,
1991; Huybrechts et al., 1991).

We examined the sensitivity of ice volume to the ice shelf flow enhancement
parameter (shelfflowC) and the sub-shelf melt/calving parameters (CM). The results
show no significant impact of the ice shelf flow enhancement parameter and the sub-
shelf melt/calving parameters on the ice volume evolution (less than 1% differences
compared to the simulations using the original parameter vector, see section A.2 in
the supplement). Details on the experiment and results are presented in Section A.2
of the supplement.

PSU/GSM simulations have a time step of 0.02 yr for the high resolution (1 km)
simulations and 0.05 yr for the coarse resolution (5, 10, and 25 km) experiments.
Running the coarse resolution model with a time step of 0.02 yr instead of 0.05 yr does
not impact the model results. A Courant-Friedrichs-Lewy (CFL) condition modifies
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Table 2.2: Lists of the baseline parameter vector. Values are rounded to 2 decimal
places.
Definition Parameter Linear Quadratic
Ice dynamics
soft bed basal sliding coef. slidsedC 8 0.4
hard bed basal sliding coef. slidhardC 4 8
Flow enhancement coef. for grounded ice flowC 4.28 4.28
Flow enhancement coef. for shelf flow shelfflowC 0.42 0.42
Calving and sub-shelf melt (CM)
Maximum calving velocity, tidewater glacier calvmaxV/10 0.28 0.28
Grounding line zone SSM coef. (large shelves) SSMGLz1C 1.18 1.18
Shelf front SSM coef. (large shelves) SSMfrontC 2.89 2.89
Grounding line zone SSM coef. (large shelves) SSMGLz1C 1.33 1.33
Ice shelf calving minimum thickness threshold Hshelfcrit 0.64 0.64
Ice shelf calving coef. shelfcalvC 2.35 2.35
Thin ice calving temperature-dependent coef. calvthinC 0.41 0.41
Ice shelf calving sub-Hshelfcrit enhancement coef. shelfcalv2C 0.19 0.19
Shelf front melt climate-dependence coef. SSMfrontTC 0.67 0.67
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the time step as needed to avoid instabilities.

2.2.2 Ice Sheet System Model (ISSM)

The ISSM is a finite element 3-D thermomechanically coupled ice flow model Larour
et al. (2012). For this study, the surface mass balance and the climate forcing are
computed as in the PSU/GSM model (see section 2.2.1). The mass transport is
computed according to the depth-integrated form of the continuity equation. Using
the ice constitutive equation, the conservation of momentum provides the velocities.
The Blatter–Pattyn HO and the SIA compute the velocities in this study. A hybrid
SIA - SSA model could not be used as it does not support a flux boundary condition
evolving in time. The grounding line is parameterized using the flotation criterion.
Basal velocity is proportional to the basal stress (driving stress in the SIA) following a
Weertman power law with an exponent of 1, specifically as follows:

ub = Cτbf(Ti), (2.1)

where C is the sliding coefficient and is set to the PSU/GSM model sliding coefficient
(see Section 2.2.1). The relation of the basal velocity to the ice temperature Ti and
the temperature at the pressure melting point Tpmp is given as

f (Ti) = exp
(
Ti − Tpmp

0.5

)
(2.2)

The thermodynamics module had to be turned off due to excessive computation
time and the occurrence of instabilities during the spinup runs (resulting in the much
more complicated experimental design of this study). The ice rheology is determined
using Cuffey and Paterson’s (2010, p.75) table 3.4. Calving is represented by melting
all the ice over the ocean at depth higher than 200 m. The model runs using ten
vertical levels and a time step of 1 yr (adjusted in accordance to a CFL condition).

2.2.3 Boundary conditions

We use two sets of basal topography representing realistic fjords and idealized synthetic
fjords, the latter to isolate geometric impacts on ice flow. Our model grid has a
dimension of 300 km in the x direction by 250 km in the y direction. The synthetic set
includes 20 fjords with different individual characteristics to span those observed (see
Section A.1.1.3 in the supplement which shows figures of the real fjords that guided
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our choices). Fig.2.2 shows an example of three synthetic regions (see Section A.1.1.2
in the supplement for a full list of fjords). The set of realistic topographies (Fig.A.1 in
the supplement), are extracted from the General Bathymetric Chart of the Oceans
(GEBCO) 30 arcsec resolution DEM (Centre, 2010) (approximately 1 km in the y
direction and 450 m in the x direction in the regions of interest) along the western
coast of Norway. Eight coastal regions were selected to include fjords with different
characteristics, such as the number of fjords, curvature, length, number of tributaries
and presence or absence of a sill. Reference region number 5 has no fjords. At the
upstream boundary, the topography is raised by 500 m above the highest topography
along the boundary to force an ice flow toward the mouth of the fjord. The topography
is linearly interpolated over 1 degree in longitude between this synthetic ridge and
the topography toward the ocean front. The GEBCO coordinates are converted into
Cartesian coordinates approximating the Earth as a perfect sphere with radius of
6370 km. Fjords are arbitrarily selected as inland regions, at least 20 km long, bound
between two steep faces.

For the PSU/GSM simulations at 5, 10, and 25 km resolution, we generate a fjord
mask, for each region analyzed, representing the percentage of high resolution (1 km)
fjord cells in each coarse grid cell. Fig.A.22 and A.23 of the supplement shows an
example of a fjord region, and its related fjord mask, at different resolutions.

A GSM simulation (a description of the GSM model is given in Chapter 2, Section
3.3.2) of the Eurasian ice sheet during the last glacial cycle, that gave some of the
best fits to the calibration constraints (run id nn56111), provides the glacial cycle
forcings and initial conditions. To isolate the impacts of fjords, all regions are subject
to the same forcing extracted from region 7 of run nn56111. We selected region 7 as
it represents a typical fjord region. Simulation nn56111 provides the climate forcing
parameters Tdiff , Pfac, and sealev controlling the temporal evolution of the climate
fields (the time series of these parameters are presented in supplemental Fig.A.30).
The underlying climate forcing (i.e. before imposing topographic gradients) is averaged
along the y direction (i.e. cross flow, see Fig.A.27 and A.28 in the supplement) to
isolate flow response to topography.

The near basal geothermal heat flux is a spatial average extracted from Pollack
et al. (1993). An example of its evolution over time is presented in Fig.A.33 of the
supplemental.

The intent of choosing these forcings is to simulate ice evolution with archetypal
realistic features but not to replicate what happened over the fjord regions analyzed.
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The upstream ice velocities and ice thickness forcings (shown in Fig.A.31 of the
supplement) are averaged along y direction to avoid fjord response contamination
from lateral variations (i.e. for fjords running diagonal relative to general flow and
upstream boundary). This forced upstream ice flux reduces the dynamic range of the
modelled ice flow. The velocities in the y direction along the sides of the domain is set
to 0 to conserve mass.
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Figure 2.2: Topography for three different synthetic fjord regions.

2.3 Experimental design

Our first set of experiments explores the impact of fjord geometry on ice flux. The
second set of experiments documents the model capabilities, in term of resolution
and ice dynamic, to represent ice evolution in fjords regions. A third set of experi-
ments is used to develop a new parameterization that minimizes the model resolution
dependency. Table 2.3 gives a summary of the experimental design.
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Field measurements show that ice acts as a non-linear viscous material (where the
strain rate varies proportionally to the power, higher than 1, of the shear stress) for
displacement over a hard bed while displacement over a soft bed is determined mainly
by the movement of the underlying sediment that act as a Coulomb plastic material
(where the shear stress is linearly proportional to the strain rate) after an initial stress
adjustment (Cuffey and Paterson, 2010). Studies (presented in Cuffey and Paterson,
2010) have shown that a linear law between the basal velocity and the stresses perhaps
better approximates sliding over soft bed while a cubical or quadratic law is better
over hard bed. As the PSU/GSM model does not have the ability to apply different
sliding exponent over different regions and the impact of the exponent in the sliding
law is not well documented in the literature, the following experiments are performed
first with a linear law and then with a quadratic law.

In all our experiments, except if stated otherwise, the simulations are run from 120
ka to 70 ka1 with the baseline parameter vector. We selected that time frame as it
represents two stadial and interstadial events.

1In this chapter, “kyr” is used to represent time intervals and “ka” for time before present day.
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Table 2.3: Experiment design summary.
PSU/GSM ISSM Topography Climate Ice Simulation
res (km) res (km) temperature

Fjord geometry 1, 5, 10, 25 - Synthetic constant along y axis evolving 120 ka to 70 ka
Resolution 1, 5, 10, 25 - Synthetic constant along y axis evolving 120 ka to 70 ka
Higher order physics 1 1 Real Real constant 120 ka to 115 ka
Sliding law 1, 5, 10, 25 - Synthetic constant along y axis evolving 120 ka to 70 ka
Minimize scale 1, 5, 10, 25 - Synthetic constant along y axis evolving 120 ka to 70 ka
dependency



31

2.3.1 Fjord geometry impact

The impact of fjord geometry is tested using the 20 synthetic fjord regions (see Fig.2.2
and Section A.1.1.2 in the supplement). The PSU/GSM is run at 1 km. We evaluate
the impact of the different fjord characteristics by comparing the ice volume and
surface elevation (hs) Root Mean Square Error (RMSE) of each fjord relative to a
straight fjord 100 km long and 5 km wide.

2.3.2 Model sensitivities: resolution, order of ice dynamics
approximation, and sliding law exponent

We examine the resolution impact comparing ice volume, surface elevation RMSE, and
velocity fields from PSU/GSM simulations at coarse resolution (5, 10, and 25 km) with
the same variables from simulations at high resolution (1 km). In the coarse resolution
simulations, the soft bed sliding coefficient (slidsedC) is reduced proportionally to the
fjord area in each cell using the fjord mask described in Section 2.2.3.

To quantify the impact of higher order ice dynamics, we compare the ice volume
differences generated with PSU/GSM and ISSM at each time step during a 5 kyr
simulations of the last glacial inception (starting at 116.6 ka). We apply the same
climate forcing over the nine real fjord regions. ISSM simulations are done at high
resolution (1 km inside the fjords to 20 km away from the fjords) solving the HO
model for ice flow. We use the HO model in the fjords as it is computationally less
expensive but still in good agreement with Full-Stokes models (Pattyn et al., 2008).
PSU/GSM simulations are done at 1 km resolution with the baseline parameter vector
deriving the velocities using the hybrid SIA/SSA. The thermodynamic model is turned
off in both models as it leads to instabilities in the ISSM.

The resolution impact experiments are performed with both linear law and quadratic
laws. We use these simulations to document the impact of the sliding exponent on the
ice volume and surface elevation evolution.

2.3.3 Model resolution dependency minimization

To test possible grid resolution sensitivity compensation for the PSU/GSM, we use
the same model setup as for the resolution impact experiments. We sequentially apply
different values of: the flow enhancement parameter over grounded ice, the sliding
parameter over hard bed, the sliding parameters over soft bed as well as the five
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following methods to upscale the basal elevation at coarse resolution (5, 10, and 25 km)
from a high resolution DEM. The coarse resolution basal elevation is, in turn, set to:
the box average of the high resolution (1 km) data, the deepest depth in the fjord(s),
the fjord depth average, the average between the fjord average and the box average,
and the average between the deepest depth in the fjord and the box average. We first
isolate the impact of the flow enhancement factor for grounded ice and hard bed sliding
parameter in simulations over the synthetic fjord region that does not include a fjord.
The flow enhancement factor parameter is adjusted between 1.5 and 9. The hard bed
sliding coefficient is set to values equivalent to a basal sliding speed of 1 to 80 m/yr
at 50 KPa driving stress. We then extract the optimum sliding parameter for hard
beds and the flow enhancement factor that minimizes the differences in ice volume
and the surface elevation RMSE (both compared to the results of the high resolution
simulations). With these "optimum" hard bed and flow enhancement parameters, we
test the response to the soft bed sliding parameter over all the synthetic fjord regions
using coefficients corresponding to velocities ranging from 0 to 9000 m/yr at 20 KPa
driving stress (table A.4 in the supplement presents the list of values tested).

2.4 Results

2.4.1 Fjord geometry impact

The comparison of a simulation over a region with a fjord 5 km wide and 100 km
long (referred as the "reference fjord" simulation) with simulations over regions with
different fjord characteristics is presented in Fig.2.3. Tables A.5, A.7, and A.8 in the
supplement present detailed ice volume differences and surface elevation RMSE for
each fjord region. The fjord geometries have similar impacts on the ice evolution when
using a quadratic or linear law so we focus here on the results generated with the
linear law (the results generated with the quadratic law are shown in Section A.4.1 of
the supplement).

The surface elevation RMSE and ice volume show different trends in their response
to various fjord characteristics. For example, the "diagonal" orientation (relative to
upstream ice flow) fjord shows a stronger response in the RMSE than in the ice volume.
The larger RMSEs are, partly, due to the different location of the diagonal fjords
compared to the straight fjord. Thus some caution is needed in interpreting the various
comparison metrics.
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Figure 2.3: Different fjord characteristics impact compared to a 5 km wide and 100
km long fjord. The left panel shows the ice volume differences. The right panel shows
the surface elevation RMSE. Red represents the average and standard deviation over
50 kyr, blue at the end of inception (111 to 107 ka) and green at the end of the first
interstadial event (102 to 100 ka). These simulations use the baseline parameter vector
and a linear (Lin) sliding law. The x axis represent the different fjords region listed in
Section A.1.1.2 of the supplement. The boldface 5 km fjord, in the x axis, represents
limit between regions generating less ice than the reference fjord and the region with
more ice.
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The comparison with a region with no fjords shows the necessity of taking into
account the effect of a fjord while representing ice evolution (see Fig.2.3 and 2.4). Over
a 50 kyr simulation period a simulation without a fjord builds, on average, 8.2% (with
a standard deviation of 9.8%) more ice than the reference simulation. During stadial
periods, this difference is 33.7%.

A comparison of regions with smaller fjords (in length or width) or fjords generating
more resistive stresses (such as a fjord with more bends, in a diagonal or with a thin
mouth) shows that the total ice volume is higher than with a straight fjord. This is
expected as these regions have a smaller drainage basin or more resistance due to side
walls position variation. The differences can be up to 3% (with a standard deviation
of 3.4%) for a fjord with 4 bends, which is smaller than the differences when the fjord
is not taken into account.

Regions with a larger fjord area (either because of wider fjords, multiple fjords, a
wider terminus or branches) drain more ice. The ice volume, on average, can be up to
9.6% lower than with a straight fjord (with a standard deviation of 13.1%, for the
case of five 2 km wide fjords). The difference in ice volume increase with the area of
the fjord and the area of the fjords drainage basin. The ice volume in a region with
five 2 km fjords is 2% lower than in a region with one 10 km wide fjord.

To compare the impact of fjord characteristics to another process affecting the
ice evolution we compare simulations turning on and off the thermodynamic model.
We perform a set of simulations with cold base fjords and a second set with warm
base fjords. The results and experiment details are described in Appendix A. During
stadial events having a cold or warm base in the fjords increases or reduces the ice
volume by an order of magnitude of 20% compared to a simulation where the ice
temperature evolves. We find differences of 13.6% (with a standard deviation of
approximately 15%) between a region with no fjords and a region with five 2 km wide
fjords. These differences show that the fjord geometry characteristics are of the same
order of magnitude as the thermodynamic impact.

These results suggest that the fjord characteristics have to be taken into account
when modelling ice evolution over fjord regions (see Fig.2.4 for a summary of the
range of impacts; the detailed time series of the differences in ice volume between the
reference fjord and all the fjord regions analyzed is shown in Section A.4.1.1 of the
supplement). However, as our analysis is based over regions of 300 km by 250 km, the
implication of ice drainage through fjords over an ice sheet needs further attention.



35

0.0

0.1

0.2

0.3

0.4

0.5

-120 -110 -100 -90 -80

Ic
e 

vo
lu

m
e 

(e
14

m
3 )

Time (ky)

res 1 km Lin

No Fjord
4 bends

1 fjord 5 km wide
5 fjords 2 km wide
1 fjord 10 km wide

Figure 2.4: Range of ice evolution generated with different fjord characteristics. These
simulations use the baseline parameter vector and a linear (Lin) sliding law.



36

2.4.2 Model sensitivities: resolution, order of ice dynamics
approximation, and sliding law exponent

2.4.2.1 Model resolution dependency

Modelling ice evolution in fjord regions with the PSU/GSM model at different res-
olutions shows a clear dependency of the surface elevation RMSE (compared to the
1 km) on the resolution. 25 km resolution simulations produce misfits to the 1 km
resolution simulations three times higher than at 5 km resolution (see Table 2.4).
Surface elevation RMSE and total ice volume differences misfits to the 1 km resolution
simulations also increase with the complexity of the fjord system.

Table 2.4: Surface elevation RMSE at 5, 10, and 25 km resolution compared to the 1
km resolution simulations using the linear sliding law. The data are averaged over all
the synthetic fjords and over the whole time series (TS), over the first stadial (SD)
and over the first interstadial (ISD). The surface elevation RMSE percentage is given
compared to the average ice thickness at 1 km resolution.

RMSE hs (m) RMSE hs percentage (%)
TS SD ISD TS SD ISD

res (km) avg std avg std avg std avg std avg std avg std

5 60.6 18.8 38 2.43 50.7 0.941 11 4.46 4.69 0.343 11.5 0.941
10 92.6 16.4 83.3 6.38 112 2.34 17.6 4.98 10.3 0.879 25.6 2.34
25 147 11.3 108 4 146 5.57 31 7.07 12.4 0.534 30.3 5.57

Table 2.4 shows the impact of resolution on the simulation of ice evolution over
the 20 synthetic fjords when using a linear sliding law (using a quadratic sliding law
gives the same resolution impacts, see table A.9 in the supplement). The average and
standard deviations are over the whole time series (TS), the first stadial (from 111
to 107 ka, SD) and the first interstadial (from 102 to 100 ka, ISD). Over any time
interval, the average surface elevation RMSE (compared to the 1 km) increases with
resolution. The RMSE (as a percentage compared to the mean ice thickness in the 1
km resolution simulation) response to grid resolution is approximately proportional to
the resolution to the power 0.65 (11% at 5 km resolution, 17.6% at 10 km resolution
and, 31% at 25 km resolution).

Comparing the ice volume evolution between coarse resolution and 1 km resolution
simulations (Fig.2.5) shows differences of the same order of magnitude for synthetic
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fjord regions with a single fjord. However, the regions with multiple fjords (five 2 km
ford and two 5 km fjords), which effectively drain ice from a larger area of the grid,
have higher ice volume differences between coarse and high resolution simulations.
This suggest that the fjord geometry characteristics impact of a single fjord found in
Section 2.4.1 are partly accounted for in coarse resolution simulations with the basal
sliding coefficient parameterization based on the fjords area. However, differences
increase proportionally to the number of fjords in a region (i.e. while maintaining
equal total fjord area). We draw the same conclusions when looking at the surface
elevation RMSE data (Fig.A.43 in the supplement). In addition, all simulations, at 5
and 10 km resolution, in regions including at least one fjord show an underestimation
of the ice volume at coarse resolution. In 25 km resolution simulations, the ice volume
is underestimated on average over time but is overestimated during some interstadial
events (such as the end of inception around 110 ka, see Fig.2.6). In contrast to the
underestimation of ice volume in coarse resolution simulations over fjord regions, the
ice volume in region with no fjords is over or underestimated compared to the high
resolution simulation depending of the time step analyzed. These conclusions suggests
an excessive drainage of ice through grid cells with SG fjords. This might be due
to insufficient reduction of the soft bed sliding coefficient (done proportionally to
the fjord area) to mitigate the overestimation of the fjord width at coarse resolution.
Alternatively, the underestimation of the ice volume in coarse resolution simulations
could be the result of shallower fjord generated from averaging the high resolution
topography data. We test these two possible explanations in Section 2.4.3 by applying
different soft bed sliding coefficient and different methods to upscale the fjord basal
topography at coarse resolution. We draw the same conclusions about the model scale
dependency when analyzing the total ice volume difference and the surface elevation
RMSE using a quadratic sliding law instead of a linear sliding law(see Fig.A.42 and
A.44 in the supplement) instead of a linear sliding law.

The model resolution dependency can also be observed in the timing misfits
of different stages of the ice evolution, such as the beginning and end of stadial
or interstadial events (Fig.2.6). For a region with no fjords or with a single fjord
(independently of its characteristics), the timing of the ice evolution in 1, 5 and 10
km resolution are similar. For 25 km simulation, however, there is a lag of a few
thousand years after the first interstadial (around 100 ka). For a region with multiple
fjords, all the coarse resolution simulations have a lag of approximately 3 ky during
the beginning of the second interstadial period (around 98 ka). We find the same
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Figure 2.5: Average and standard deviation (over 50 kyr) ice volume differences
between simulation at: a. 5 km, b. 10 km and c. 25 km resolution and 1 km resolution
simulations. Simulations use a sliding law. The boldface 5 km fjord, in the x axis,
represents limit between regions generating less ice than the reference fjord and the
region with more ice.
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resolution impact when using a quadratic sliding law (see Fig.A.45 in the supplement)
instead of a linear sliding law.
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Figure 2.6: Resolution impact on the ice volume. Examples for a region with no fjords
(a. S10), with one 5 km wide and 100 km long fjord (b. S4) and five 2 km wide fjords
(c. S3). These simulations use the baseline parameter vector and linear (Lin) sliding
law.

The impact of resolution on the velocity fields differs non-linearly with resolution
and time (see Fig.2.7). We find the same trends when using a quadratic sliding law (see
Fig.A.46 in the supplement). One explanatory factor is that the fjords are shallower
at coarser resolution. This leads to thinner fjord ice during inception, keeping a cold
base (lower velocities) for longer compared to the 1 km resolution simulations. At
the end of inception, at approximately 110 ka, the velocities are underestimated or
overestimated at coarse resolution depending on the surface elevation profile and the
extent of the floating ice at the mouth of the fjord. At the end of an interstadial
event (approximately 100 ka), the velocities in the fjords are overestimated at 5 km
resolution and underestimated at 25 km resolution. No pattern could be distinguished
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relating the velocity fields to the resolution and the fjord characteristics.

2.4.2.2 Higher order ice dynamical physics

We examine here the impact and performance of different approximations of the
Full-Stokes equation used to model the ice dynamics in an ice sheet model.

The ice volume growth rate in the beginning of inception is similar when using
the HO model or the hybrid SIA/SSA model (see Fig.2.8). Once the fjord starts to
be covered with ice, the ice growth rate decrease by the order of 10% in the hybrid
compared to the HO model.

After a 5000 year simulation, most of the differences in the velocity field are in the
fjords (see Fig.A.48 of the supplement) and the ice volume in the simulation using the
hybrid SSA/SIA model is, on average, 7.7% lower than when using the HO model
(averaged over the 7 real fjord regions considered, with a standard deviation of 1.4%,
Fig.2.8). The spatial variations, showing the same results, are presented in Fig.A.47 of
the supplement. The surface elevation root mean square error (RMSE) is, on average,
280 m (with a standard deviation of 32 m) which is 41% (with a standard deviation
of 8.8%) of the average ice thickness of the HO model simulation.

Due to the non-linearity of the model, the ice volume differences and the surface
elevation RMSE observed between simulations using the hybrid and the HO models
could grow over time if the upstream influx of ice was not forced, increasing the
importance of the higher order terms. However, some of the differences could also
come from model differences such as the grids (finite element vs. regular) or grounding
line parameterizations.

Calov et al. (2015) found that ice sheet models based on the SIA overestimate
the ice volume of an ice sheet. Another experiment over the Greenland ice sheet
(Pattyn et al., 2013) suggests that using the HO approximation reduces the ice lost by
20% compared to the SIA which is coherent with our comparison (compare blue and
green lines on Fig.2.8). They suggest that these differences are due to the inclusion of
membrane stresses in the HO model. In our results, the PSU/GSM (which includes
membrane stresses) generates ice volumes closer to the SIA ISSM simulations than to
the HO ISSM simulations. In an intercomparison model study, Pattyn et al. (2013)
shows that pure membrane models (SSA or hybrid SSA/SIA with a Schoof (2007)
grounding line parameterization) produce larger ice sheets than a Full-Stokes or HO
model because no vertical shearing is taken into account at the grounding line (no
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Figure 2.7: Ice velocity fields at 5 km resolution (left panel) and 25 km resolution
(central panel) compared to a 1 km resolution simulation at different time slices. The
panel on the right side shows the surface, base and velocity evolution in the 25 and 1
km resolution simulations. These simulations use the baseline parameter vector and
linear (Lin) sliding law over the region with five 2 km wide fjords.
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shearing leads to more viscous ice that reduces the ice drainage in the ocean). Our
results contradict that of the above study, but our experiment focused on regions of
300 km by 250 km and not a full ice sheet.

The validity of using the hybrid model for continent-scale glacial cycle experiments
where a large ensemble of simulations are required for the model calibration is unclear.
To investigate this issue, continental scale simulations are needed, comparing the
impact of HO and hybrid SSA/SIA models over the scale of an ice sheet and around
the ice/ocean margin.



43

0.0

0.1

0.2

0.3

0.4

0.5

0.6

-116 -115 -114 -113 -112

T
ot

al
 ic

e 
vo

lu
m

e 
(e

14
m

3 )

Time (ky)

region 1Inception

PSU/GSM SIA/SSA HR
ISSM HO  HR
ISSM SIA CR

a.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

-116 -115 -114 -113 -112

T
ot

al
 ic

e 
vo

lu
m

e 
(e

14
m

3 )

Time (ky)

region 7Inception

PSU/GSM SIA/SSA HR
ISSM HO  HR
ISSM SIA CR

b.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

-116 -115 -114 -113 -112

T
ot

al
 ic

e 
vo

lu
m

e 
(e

14
m

3 )

Time (ky)

region 3Inception

PSU/GSM SIA/SSA HR
ISSM HO  HR
ISSM SIA CR

c.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

-116 -115 -114 -113 -112

T
ot

al
 ic

e 
vo

lu
m

e 
(e

14
m

3 )

Time (ky)

region 4Inception

PSU/GSM SIA/SSA HR
ISSM HO  HR
ISSM SIA CR

d.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

-116 -115 -114 -113 -112

T
ot

al
 ic

e 
vo

lu
m

e 
(e

14
m

3 )

Time (ky)

region 5Inception

PSU/GSM SIA/SSA HR
ISSM HO  HR
ISSM SIA CR

e.

Figure 2.8: Ice volume evolution over some of the topographic regions presented on
Fig.A.1. Different ice dynamics approximation are used in different models. Red lines
are generated with the PSU/GSM model using the hybrid SIA/SSA at high resolution
(HR). Blue lines are generated with the ISSM model using the HO approximation at
HR. Green lines are generated with the ISSM model using the SIA approximation at
CR.



44

2.4.2.3 Sliding law exponent impact

Using the optimized parameters at each resolution (generated in Section 2.4.3, we
compare simulations with the linear and quadratic laws. Fig.2.9 and 2.10 show the
typical responses that we observe over the range of fjord regions analyzed. The
differences generated when different sliding laws are used are of the same order of
magnitude as the resolution impact. As these differences would be larger if the
upstream boundary were not forced, it is essential to improves constraints on the
appropriate form of the sliding law used in ice sheet models.
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Figure 2.9: ice volume for a region with two 5 km wide and 100 km long fjords (left
panel) and a 5 km wide and 100 km long fjord with 2 branches (right panel). Solid
lines represent a simulation with a linear sliding law while dotted lines represent a
simulation with a quadratic sliding law.
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Figure 2.10: Surface elevation RMSE between simulations using a linear or quadratic
sliding law for a region with two 5 km wide and 100 km long fjords (left panel) and a
5 km wide and 100 km long fjord with 2 branches (right panel).

2.4.3 Model resolution dependency minimization

To compare the performance of each coarse simulation against those of high resolution
simulations that use the baseline parameter vector, we compute the ice volume
differences and the surface elevation RMSE. The final metric is defined as the sum of
these two normalized quantities. The normalization is done over the mean of their
value across all regions, resolutions and time steps. The conclusions inferred using the
SIA instead of the hybrid SSA/SIA model, using real fjord data instead of synthetic
regions, and generating the misfits metric using the ice flux RMSE instead of the
surface elevation RMSE are the same as the ones presented in this section.

2.4.3.1 Hard bed parameters

Table 2.5 presents a list of optimal parameter sets that minimize the model errors
at 5, 10, and 25 km compared to the 1 km reference simulation in a region with no
fjords. Of all the parameter sets tested (presented in Section 2.3), the optimal sets of
parameters are the ones generating the lowest value of our previously defined metric
(see Fig.A.49 and A.50, in the supplement, for a map of this metric for all sets of
parameters tested).

When running the model at 25 km resolution, the optimal parameter vector reduces
the ice volume and surface elevation RMSE by approximately 10% (see details in table
2.6). At 5 and 10 km resolution, the baseline parameter vector gives good agreement
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Table 2.5: Optimal hard bed sliding coefficient.

Flow Sliding law
enhancement Linear Quadratic

Resolution coefficient 50 kPa vel coefficient 50 kPa vel
10−4 m/yr/Pa equivalent 10−9m/yr/Pa2 equivalent

5 km 4 4 20 m/yr 8 20 m/yr
10 km 3.5 6.5 32.5 m/yr 10 25 m/yr
25 km 8 1 5 m/yr 2 5 m/yr

with the 1 km resolution simulation (see Fig.2.11, and A.52). The optimal set of
parameters improves slightly the 10 km resolution simulation. At 5 km resolution, the
optimal set of parameters improves the simulation using the quadratic sliding law (see
table A.10 and Fig.A.50 in the supplement) but the baseline set of parameters is already
the optimum with the linear sliding law. Except for the 5 km resolution simulation,
we find improvement of the same order of magnitude when using a quadratic law (see
table A.10 and Fig.A.51 and A.52 in the supplement).

Table 2.6: Sum over time of the total ice volume difference and surface elevation RMSE
between the base run and the optimal Fnslid/Fnflow parameters. Linear sliding law.

Volume diff hs RMSE (m)
res (km) sum (1014 m3) Improvement (%) sum (m) Improvement (%)

Base 5 1.4 2030
Optimal 5 1.6 -11.8 2090 -2.88
Base 10 3.1 5260

Optimal 10 3.2 -3.83 4850 7.95
Base 25 16 12400

Optimal 25 14 11.2 11100 10.4

0.0

0.1

0.2

0.3

0.4

0.5

0.6

-120 -110 -100 -90 -80

Ic
e 

vo
lu

m
e 

(e
14

m
3 )

Time (ky)

S10: no fjord

base parameter vector

Lin

res 25 km
res 10 km
res 5 km
res 1 km

0.0

0.1

0.2

0.3

0.4

0.5

0.6

-120 -110 -100 -90 -80

Ic
e 

vo
lu

m
e 

(e
14

m
3 )

Time (ky)

S10: no fjord

optimal slidhardC/flowC

Lin

res 25 km
res 10 km
res 5 km
res 1 km

Figure 2.11: ice volume evolution with the baseline parameter vector (left panel) and
the optimal sets of slidhardC and flowC parameters (right panel). These simulations
use the linear (Lin) sliding law. The different colours represent different resolutions.
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2.4.3.2 Soft bed sliding parameter and basal topography upscaling meth-
ods

In the set of experiments performed to reduce the grid dependency by modifying the
soft bed sliding parameters, the flow enhancement factor and the hard bed sliding
coefficient are set to the values presented in table 2.5.

Fig.2.13(a) shows the impact of the different methods used to upscale the basal
elevation from the 1 km resolution grid to the coarse resolution grids. With the soft
bed sliding parameters tested the box average gives smaller errors than when using the
deepest depth in the fjord(s), the fjord depth average, the average between the fjord
average and the box average, or the average between the deepest depth in the fjord.

For each resolution, we extract the sliding coeficient that most reduces the misfits
with the 1 km resolution simulations from Fig.2.13(b). Table 2.7 summarizes the
optimum sliding coefficients at each resolution.

Table 2.8 shows the misfit reduction with optimum parameter usage in coarse
resolution simulations (relative to the 1 km resolution reference simulation). We find
the same response when using a quadratic law instead of a power law (see table A.11
in the supplement). At each resolution, Fig.2.14 and 2.15 show the approximately
same improvement for all fjords. However, at 5 km resolution, the surface elevation
RMSE of the five 2 km fjords region (which drains ice from a broader region than
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Table 2.7: Optimal soft bed sliding coefficient.

sliding law
Linear Quadratic

Resolution coefficient 20 kPa vel coefficient 20 kPa vel
5 km 2 400 m/yr 0.025 100 m/yr
10 km 0.5 100 m/yr 0.0125 50 m/yr
25 km 0.5 100 m/yr 0.005 20 m/yr
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any other fjord regions) after optimization is still approximately three times larger
than the errors in any other region. This shows the limitation of our optimization in a
region densely populated by fjords.

Table 2.8: Ice volume difference and surface elevation RMSE between the base run
and the optimal Fnsed/Fnslid/Fnflow parameters. Linear sliding law.

Volume diff hs RMSE (m)
(1014 m3) Improvement (%) (1014 m3) Improvement (%)

res (km) avg std avg std avg std avg std

Base 5 0.014 0.016 60.6 19.2
Optimal 5 0.0054 0.0089 49.7 52.7 37.2 17.3 24.1 27.2
Base 10 0.014 0.02 92.6 16.6

Optimal 10 0.0088 0.0079 19.4 73.3 65.4 31.9 17 28.6
Base 25 0.037 0.032 147 15.9

Optimal 25 0.021 0.022 25 69.6 121 70.5 4.97 41.8

After optimization of the parameters, the ice volume time series follows the 1 km
resolution simulations more closely (see Fig.2.16 and 2.17). For some regions, however,
the 25 km resolution simulation still has a lag during the beginning of stadial events
(see Fig.2.17). Net improvement can also be observed in the surface elevation RMSE
(see Fig.A.56), but the 25 km resolution simulation still performs poorly compared to
the 5 and 10 km resolution. The average surface elevation RMSE at 25 km resolution
is still on average twice as large as at 10 km resolution (see table 2.8). This suggests
that, even with our optimization, running ice sheet system models at 10 km instead of
25 km resolution should be considered if computational resources permit.

In section 2.4.1 we described the impact of fjord characteristics on the ice volume
evolution at different resolution. As a first attempt to reduce the resolution dependency,
we take into account only the total fjord area in a region. As the region with multiple
fjords (five 2 km fjords) is the only one showing significant errors after optimization.

The ice velocities differences between coarse resolution simulations and the high
resolution simulations with the optimized parameter vector (Fig.2.19) are of the same
order of magnitude as with the baseline parameter vector (Fig.2.7). The velocity
fields are still overestimated in fjord regions. We are currently running experiments to
explore the impact of optimizing the sliding coefficient using the ice flux differences in
addition to the surface elevation differences between the coarse resolution simulations
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Figure 2.14: Ice volume differences (average and standard deviation over 50 kyr)
between simulations at: a. 5 km, b. 10 km and c. 25 km resolution and 1 km
resolution simulations. Simulations use the baseline (blue) or the optimized (red)
parameters vector and the linear (Lin) sliding law. The boldface 5 km fjord, in the x
axis, represents limit between regions generating less ice than the reference fjord and
the region with more ice.
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Figure 2.15: Surface elevation RMSE differences (average and standard deviation over
50 kyr) between simulations at: a. 5 km, b. 10 km and c. 25 km resolution and 1
km resolution simulation. Simulations use the baseline (blue) or the optimized (red)
parameters vector and the linear (Lin) sliding law. The boldface 5 km fjord, in the x
axis, represents limit between regions generating less ice than the reference fjord and
the region with more ice.
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and the reference simulations.
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Figure 2.16: Ice volume evolution in a region (S3) with five 2 km wide, 100 km
long fjords using the baseline parameter vector (left panel) and the optimal set of
parameters (right panel). These simulations use the linear (Lin) sliding law.
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Figure 2.17: Ice volume evolution in a region (S1) with a 10 km wide, 100 km long
fjord using the baseline parameter vector (left panel) and the optimal set of parameters
(right panel). These simulations use the linear (Lin) sliding law.
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Figure 2.19: Results from a simulation using optimized parameters. Ice velocity fields
at 5 km resolution (left panel) and 25 km resolution (central panel) compared to a 1
km resolution simulation at different time slices. The panel on the right side shows
the surface, base and velocity evolution in the 25 and 1 km resolution simulations.
These simulations use the baseline parameter vector and linear (Lin) sliding law over
the region with five 2 km wide fjords.
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2.5 Conclusion

Results from PSU/GSM model simulations run at 1 km resolution over regions of
300 km by 250 km with different fjord characteristics show that, independently of the
sliding law used (linear or quadratic dependency to the basal stress):

• A region with no fjord generates on the order of 8% (with a standard deviation
over time of the order of 9%) more ice than a reference region with a 5 km wide
and 100 km long fjord over the full grid.

• Reducing the length/width of the fjord or increasing the resistive stresses (for
example with the presence of bends in the fjords) increases the ice volume by up
to 3% (with a standard deviation over time on the order of 3.4%) over the full
grid.

• Compared to the reference fjord, increasing the number of fjords, the width of
the fjords or adding branches reduces the total ice volume by up to 9.6% (with
a standard deviation of the order of 13%).

• The impact of a fjord system on the ice evolution has dependence on more than
just fjord area. Five 2 km wide fjords reduce the ice volume by approximately
8% while a 10 km wide fjord reduces it by approximately 3.5%.

No statistical relationships could be derived relating the ice drainage through fjords
to the fjord characteristics.

Modelling ice evolution in fjord regions shows a grid resolution dependency of
the surface elevation RMSE (compared to the 1 km). 25 km resolution simulations
produce errors three times greater than at 5 km resolution. Surface elevation RMSE
and ice volume difference misfits to the 1 km resolution simulations increase with the
geometric complexity of the fjord system. Reducing the soft bed sliding coefficient
proportionally to the fjord area in a coarse grid cell is not sufficient to reduce the
impact of the overestimation of the fjord width at coarse resolution. However, the
error in ice volume evolution and surface elevation RMSE are similar for different fjord
geometry characteristics of a single fjord.

We reduce the PSU/GSM model resolution dependency at 5, 10, and 25 km
resolution as follows. Following a different approach than Calov et al. (2015), we focus
on the fjord regions and the differences generated by running a hybrid SIA/SSA model
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at high (1 km) and low (5, 10 and 25 km) resolutions to tune the flow enhancement
parameter, the hard bed sliding coefficient and the soft bed coefficient (Table 2.5 and
2.7 summarizes the parameters used at each resolutions) when using either a linear
or quadratic basal sliding law. After tuning to minimize resolution dependence, the
errors remaining in the 25 km resolution simulations are still twice as large as at
10 km resolution. In detail, tuning reduces the surface elevation RMSE (compared
to the 1 km resolution) by 24.1% (with a standard deviation of 27.2%) for 5 km
resolution simulation, by 17% (with a standard deviation of 28.6%) for 10 km resolution
simulations and by 5% (with a standard deviation of 41.8%) for 25 km resolution
simulations. However, the 25 km resolution simulations with resolution corrected
parameters still shows a phase lag of approximately 2 kyr in ice growth after the first
interstadial period compared to the 1 km resolution simulation.

Upscaling the basal elevation from the 1 km resolution grid to the coarse resolution
grids using the deepest depth in the fjord(s), the fjord depth average, the average
between the fjord average and the box average, or the average between the deepest depth
in the fjord generates more misfit (in term of total ice volume and surface elevation
RMSE with 1 km resolution simulation) compared to a box average upscaling.

We optimized over 20 different synthetic fjords with geometric characteristics that
approximately span those that occur in reality. It is therefore applicable in any coastal
region of fast flowing ice. This parameterization can be used in any ice sheet model
using a hybrid shallow ice and shallow shelf approximation of the Stokes equations.
The same methodology can be followed, comparing the 1 km resolution simulation
using the hybrid model with the coarse resolution simulation using the SIA to improve
the ice drainage through fjords in an ice sheet model that uses the SIA.

Using a hybrid SSA/SIA model instead of a HO model decreases the total ice
volume by 7.7% (with a standard deviation of 1.4% over different regions) at the
end of an inception period in a 1 km resolution simulation. Thus the conclusion from
continental scale model intercomparisons that hybrid SSA/SIA models generate more
ice than HO models (Pattyn et al., 2013) is not valid in fjord regions.

The differences observed in ice volume and surface elevation RMSE when using a
linear or quadratic sliding law are of the same order of magnitude as the resolution
impact. This shows the need for improved constraint on the appropriate form of the
sliding law.

We have shown that the number of fjords and the fjord area are the fjord char-
acteristic that most impacts ice drainage. The differences in ice volume evolution
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between a region with a fjord or not can be as large as the differences in ice volume
evolution when the thermodynamic model is turned on and off. In addition, the ISM
errors in representation of ice drainage through fjords increase with grid cell size. We
reduce the model resolution dependency of ice drainage through fjords of different
geometric characteristics by tuning the flow enhancement parameter, the hard bed
sliding coefficient, and the soft bed coefficient.

The question remains whether the ice flux differences between coarse and high
resolution simulations can be used in the tuning of the flow enhancement parameter,
the hard bed sliding coefficient, and the soft bed coefficient parameters to reduce the
misfits with the 1 km resolutions simulations. In addition, tests need to be implemented
to examine the impact of this parameterization on the evolution of an ice sheet during
the last glacial cycle. Finally, given the documented sensitivity to the value of the
sliding exponent, there is a need for improved constraint on the appropriate form of
the sliding law.
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Appendix A Thermodynamic impact

Inclusion of fully coupled thermodynamics is standard for ice sheet modelling. To
compare the impact of fjord characteristics to the impact of another process on ice
sheet evolution we run a set of simulations turning the thermodynamic model off.
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Using the PSU/GSM model (with the baseline parameter vector) at 5, 10, and
25 km resolution, we prescribe climate fields, that simulate ice growth and decay
observed using paleo-data from 120 ka to 70 ka, over the nine real fjord regions
with the thermodynamic model turned on and off. To bound the impact of the bed
temperature when the thermodynamic model is off we conduct an experiment with a
constant frozen bed over the entire region and another experiment with frozen bed
outside of the fjords and a bed at the pressure melting point within the fjords.

The average and standard deviation of the differences, when the thermodynamic
model is turned on and off, are computed using results from simulations generated with
the 9 Norwegian fjord regions. The "ice volume" is an average over 1000 yr centered
around two stadials (110.5 to 109.5 and 90.5 and 89.5 ka) and two interstadials (101.5
to 100.5 and 80.5 to 79.5 ka) periods. The ice volume growth and decay rates in-
between these periods are similar when the thermodynamic model is turned on or
off. The total volume of ice present during stadial events however is affected by the
amount if ice discharged through the fjords.
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Figure A.1: Ice evolution over region 7, from Fig.A.1, when the thermodynamic model
is turned on (red line), off with warm base (blue line) and off with cold base (green
line).

During stadial periods the PSU/GSM, on average, overestimates the ice volume
by 18% (with a standard deviation of 10%) when the fjords have a cold base and
underestimates the ice volume by 19% (with a standard deviation of 8.3%) when
the fjords base are at pressure melting point. The differences drop by two percents
at 10 km resolution. At 25 km resolution, the differences with a warm base are
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4.2% (with a standard deviation of 5.8%) over a cold base fjord and 15% (with a
standard deviation of 6.3%) with a warm base. As most of the fjords are free of ice
during interstadial phases the thermodynamic model has a limited impact on the ice
evolution (see Fig.A.57(a) around 110 and 80 ka). Fig.A.57(a) shows an example of
the thermodynamic impact on the ice volume for a simulation over region 7 at 5 km
resolution. A more detailed table of the results is presented in the supplement (Table
A.12) with an example of the ice volume time series at different resolution (Fig.A.57).



Chapter 3

A new sub-grid surface mass
balance and flux model for
continental-scale ice-sheet
modelling: validation and last
glacial cycle

3.1 Abstract

To investigate ice sheet evolution over the timescale of a glacial cycle, 3-D ISMs are
typically run at “coarse” grid resolutions (10–50 km) that do not resolve individual
mountains. This will introduce to-date unquantified errors in SG transport, accumula-
tion and ablation for regions of rough topography. In the past, synthetic hypsometric
curves, a statistical summary of the topography, have been used in ISMs to describe
the variability of these processes. However, there has yet to be detailed uncertainty
analysis of this approach.

We develop a new flow line SG model for embedding in coarse resolution models.
A 1 km resolution digital elevation model was used to compute the local hypsometric
curve for each CG cell and to determine local parameters to represent the hypsometric
bins’ slopes and widths. The 1-D mass transport for the SG model is computed
with the shallow ice approximation. We test this model against simulations from
the 3-D ISSM run at 1 km grid resolution. Results show that none of the alternative

60
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parameterizations explored were able to adequately capture SG surface mass balance
and flux processes. Via glacial cycle ensemble results for North America, we quantify
the impact of SG model coupling in an ISM. We show that SG process representation
and associated parametric uncertainties, related to the exchange of ice between the
SG and CG cells, can have significant (up to 35m eustatic sea level equivalent for the
North American ice complex) impact on modelled ice sheet evolution.

3.2 Introduction

The resolution used in any model of complex environmental systems (e.g. ice sheet
models (ISMs), general circulation models or hydrological models) limits the processes
that can be represented. For continental-scale glacial cycle contexts, ISMs are currently
run at resolutions of about 10–50 km (Pollard and DeConto, 2012; Tarasov et al.,
2012; Colleoni et al., 2014). Processes such as surface mass balance on mountain
peaks, iceberg calving, and ice dynamics in fjords are sensitive to scales of about 100m
to a few kilometres and therefore have to be parameterized. For example, even at
10 km grid resolution, mountain peaks are smoothed to bumps in a plateau (Payne
and Sugden, 1990), inducing errors in computed surface mass balance (Marshall and
Clarke, 1999; Franco et al., 2012). If the mean surface elevation of a coarse grid cell is
below the Equilibrium Line Altitude (ELA), ice ablation is overestimated (e.g. Tarasov
and Peltier, 1997a). Thus, coarser grid resolution can lead to temporal and spatial
errors in ice sheet inception (Abe-Ouchi and Blatter, 1993; Abe-Ouchi et al., 2013)
and subsequent evolution (Van den Berg et al., 2006; Durand et al., 2011).

Any model of complex environmental systems will have SG processes that are,
by definition, not dynamically resolved. Accurate modelling of such systems must
therefore determine whether the SG processes variability is relevant for the given
context. If it is, some of the impact of this SG variability may be captured in a
parameterized form (Seth et al., 1994; Leung and Ghan, 1995; Marshall and Clarke,
1999; Giorgi et al., 2003; Ke et al., 2013). For example, to improve surface mass balance
in continental-scale ice sheet models, Marshall and Clarke (1999) used hypsometric
curves, which represent the cumulative distribution function of the surface elevation.
In this method, each individual glacier is not explicitly represented. Instead, 2-D
topographic regions are parameterized with different hypsometric bins, representing a
discrete number of elevations and their associated area. In addition to ablation and
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accumulation at each SG bin, there is SG ice transport from high elevation regions to
valleys where the average altitude is below the ELA. Starting with ice-free conditions,
Marshall and Clarke (1999) found an increase in the total ice volume over North
America after a 3 kyr1 simulation when this hypsometric parameterization is coupled
to an ice sheet model. The impact and accuracy of this SG model have yet to be
quantified. The model was only validated against observations of a glacier located
in the region used for tuning the parameterization (Marshall et al., 2011). Moreover,
the communication between the SG and CG models was identified as a potentially
important source of error (Marshall and Clarke, 1999), but its impact has not been
documented.

In this chapter, we develop a new SG model extending the approach of Marshall
and Clarke (1999) and Marshall et al. (2011). We use hypsometric curves that account
for a much larger set of topographic information than just the maximum, minimum and
median elevation. We present a new slope parameterization to compute the velocities
that account for SG slope statistics. An effective width is added for the representation
of the ice fluxes between SG bins. In contrast to the one-way communication used
in the past, another modification to the original model is a two-way exchange of ice
between the SG and CG cells. The CG ice thickness updating accounts for SG ice
thickness, and the SG model accounts for ice flux out of the CG cell. For the first
time, we evaluate the accuracy of the SG model against high resolution simulations
by a higher order ice sheet model (ISSM; Larour et al., 2012). Sensitivities to the
SG model configuration, such as the number of hypsometric bins, are assessed. We
examine the extent to which the inclusion of further topographic statistics (e.g. the
peak density in a region or the variance of the slopes) can improve computed sub-grid
fluxes. We also evaluate the impact of embedding the SG model in the GSM (formerly
the MUNGSM), our coarse grid model, for last glacial cycle simulations of the North
American ice complex, using an ensemble of parameter vectors from a past calibration
of the GSM (Tarasov et al., 2012). Special attention is given to the impact of the
coupling between the SG model and the GSM.

1In this chapter, “kyr” is used to represent time intervals and “ka” for time before present day.
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3.3 Model description

3.3.1 Sub-grid model

The sub-grid model is a finite difference flow line model composed of a diagnostic
equation for the ice velocities and a prognostic equation for ice thickness evolution.
The surface mass balance is calculated using a Positive Degree Day (PDD) method.
The elevation of a 3-D region is parameterized using a hypsometric curve. Differences
between the new SG model and the Marshall et al. (2011) approach are summarized
in Table 3.1.

3.3.1.1 Hypsometric curves

Marshall and Clarke (1999) built their hypsometric curves, representing the basal
elevation of a region, synthetically from the minimum, maximum and median elevation
of the topography. We generate the hypsometric curves from the GEBCO 1km
resolution DEM (Centre, 2010). To select a region fitting the coarse resolution grid
cell of the GSM (degrees), the GEBCO Cartesian coordinates are converted in degrees
assuming the Earth as a perfect sphere with radius of 6370 km. The curves are obtained
in a two-step process. First, the region is divided into N bins of equal altitude range.
Then, to avoid empty bins, the surface elevation range of each empty bin is expanded
(consequently decreasing the elevation ranges of the higher and lower adjacent bins)
using as many adjacent bins as necessary until these bins represent approximately the
same surface area. This process is repeated from the highest bin to the lowest as many
times as necessary.

We use 1 km resolution gridded data, so that the area of each bin is proportional
to the number of high resolution grid cells assigned to that bin. The alternative of
using equal areas in each bin has been discarded as it smooths the results in regions of
low peak density. A total of 10 bins have been selected in this study, based on the
comparison against high resolution modelling (see Sect. 3.4.1). Marshall and Clarke
(1999) and Marshall (2002) used, respectively, 10 and 16 hypsometric bins in their
hypsometric curves.

At any time step, t, the surface slopes, Stk, for SG bin k, from 1 (highest) to N
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Table 3.1: Differences between our new SG model and Marshall and Clarke
(1999)/Marshall et al. (2011) models.

New SG model Marshall’s model
Hypsometric curves
Elevation Computed from the DEM Min, max and median elevation
Effective lengths Computed from the DEM slopes ∝ 50 km
Width ∝ Number of cells Not included

in contact with adjacent levels
Number of levels (N) 10 10 to 16

SG fluxes
Approximation SIA SIA
Ice rheology 0 ◦C -40 ◦C
(T ◦ equivalence)
SG model activation
Activated Rough topography ∆hb > 500m Every grid cell

At least half of the area is above sea level
Deactivated Lowest SG level surface elevation reaches Lowest SG level filled

the bedrock elevation of the highest level

Reactivation HCG <
hb,SG(top)− hb,CG

2 HCG <
hb,SG(top)− hb,SG(bottom)

N

SG 
 CG
Ice thickness SG to CG:

Done as soon as the SG model is activated Done only when the lowest
HCG =Volume of lowest SG levels SG level is filled
(total volume when SG is turned off)
CG to SG:
HSG =Average between equal ice Not explained
thickness and lowest levels filled

Isostatic adjustment CG adjustment applied at SG level Not included

Flux to adjacent CG cells
Fluxes computed at CG level and limited to Fluxes computed at CG level only.
the fraction of the lowest SG levels area. No flux out of the cell treated at SG level.
Fluxes in or out of a CG cell redistributed Fluxes coming from a CG cell to a SG cell
over the lowest SG levels. redistributed over the lowest SG level.
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(lowest), are computed from the surface elevation htd,k and an effective length Lk:

Stk =
htd,k+1 − htd,k

Lk
. (3.1)

To compute the slope at the lowest bin we assume an ice cliff boundary condition.
The surface elevation hd,N+1 is set to the basal elevation of the lowest hypsometric bin
hb,N . Instead of setting the hypsometric slopes with an effective length proportional
to the horizontal extent of the CG cell (Marshall and Clarke, 1999), we account for
the cubic dependence of ice flow on surface slope (see Eqs. 3.3 and 3.4). Specifically,
for each hypsometric bin we compute the slope, S0

k , as the cube root of the mean of
the cube of the magnitude of the slopes from the GEBCO data. The effective length,
Lk, for SG bin k is computed from the basal elevation hb,k:

Lk = (hb,k+1 − hb,k)
S0
k

, (3.2)

where hb is the basal elevation. As no information is extracted about the basal elevation
downstream of the terminal SG cell, the effective length at the first upstream bin is
used at the lowest hypsometric bin. A small effective length can generate unrealistically
high velocities in that bin. To avoid this, the lowest bin effective length is set to the
mean effective length of all the hypsometric bins when the altitude difference between
the two lowest bins is less than 50m.

The flow line model requires an effective width, W , for the representation of flux
between hypsometric bins. Wk of each hypsometric bin is set to the total contact
length of the SG cells assigned to the bin with adjacent lower hypsometric bin grid
cells as detailed in Fig. 3.1.

3.3.1.2 Surface mass balance

We use the positive degree day method described in Tarasov and Peltier (1999a) to
compute accumulation and ablation from monthly mean temperature and precipitation.
A constant environmental lapse rate adjusts the temperature to the ice surface elevation.
A parameterization of the elevation–desertification effect (Budd and Smith, 1981)
reduces the precipitation by a factor of 2 for every kilometre increase in elevation.
Snow is melted first and the remaining positive degree days are used to melt ice with
allowance for the formation of superimposed ice. The Supplement B.1 includes a more
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Figure 3.1: Schematic representation of the effective width of the 7th hypsometric
bin for a region of 10 km by 10 km. Each square represents a high resolution (1 km)
grid cell. The numbers define the hypsometric bin these SG grid cells belong to. The
total length of all red lines (14 km) represents the effective width for the 7th bin.

detailed description of the surface mass balance module.
The GSM and ISSM compute the surface mass balance using the same PDD

method.

3.3.1.3 Ice thickness evolution

The prognostic equation for the ice thickness (H) is computed, at each hypsometric
bin, from the vertically integrated continuity equation as

∂H

∂t
= Ṁs −∇ · (uH) = Ṁs +∇ · (DS). (3.3)

S is the surface slope and Ṁs is the surface mass balance rate (basal melt is
computed in the CG GSM but ignored in the SG model). u is the vertically integrated
ice velocity of the SG model derived using the SIA. The effective diffusivity D is given
by

D = 2
n+ 2 (ρg)nA0H

n+2 (S)n−1 . (3.4)

The creep exponent n of Glen’s flow law is set to 3. A0 is the creep parameter in
Pa−3 s−1, ρ = 910 kgm−3 and g = 9.81m s−2. Ice flow is insignificant when the ice
thickness is on the order of 10m. To avoid potential numerical instabilities, velocity is
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set to 0 if ice thickness is less than 20m.
In their most recent experiments, Marshall et al. (2011) tuned their revised model

against the present day total ice volume (encompassing 27% uncertainties) in the
eastern slopes of the Canadian Rockies. This tuning sets the ice rheology parameter
for an ice temperature equivalence of approximately −40 ◦C. As the SG model is
used for regions that are either starting to accumulate ice or else deglaciating, basal
ice temperature (where most deformation occurs) is likely close to freezing. The
creep parameter is therefore fixed to a value corresponding to an ice temperature of
0 ◦C using the Arrhenius relation from the European Ice Sheet Modelling Initiative
(EISMINT) project (Payne et al., 2000).

Equation (3.3) is solved semi-implicitly using a central difference discretization as

∆xk∆yk
∆t

(
H t+1
k −H t

k

)
=

+Dt
k

(
htb,k+1 +H t+1

k+1 − htb,k −H t+1
k

) ∆yk
∆xk
− (3.5)

Dt
k−1

(
htb,k +H t+1

k − htb,k−1 −H t+1
k−1

) ∆yk−1

∆xk−1
+ Ṁs∆xk∆yk.

The superscripts t and t+ 1 represent respectively the current and the subsequent
time step. ∆x is the effective length L and ∆y is the effective width W defined in
Sect. 3.3.1.1.

At the highest bin, we assume that no ice flows into the region. At the lowest bin
ice is allowed to flow out of the region.

3.3.1.4 Model limitations

The shallow ice approximation, used to compute fluxes, is formally invalid for high
surface slopes such as present in mountain ranges like the Rockies. Simulating ice
evolution over a 3-D terrain using a flow line model limits the ice flow representation.
Ice flows from one SG bin to another using an average slope. Our model configuration
does not allow for ice at high elevations to flow into an adjacent coarse grid cell. Nor
does it allow for ice present at low elevations, in isolated regions having a closed
drainage basin, to stay in a coarse grid cell. Moreover, the Arrhenius coefficient is
computed with a constant ice temperature of 0 ◦C. High velocities processes, such as
periodical surges (Tangborn, 2013; Clarke, 1987), cannot be represented since basal
sliding and basal hydrology are not present in the current study.
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The hypsometric length parameterization inferred from the surface slopes are
correct for ice free regions, but it is only an approximation once the ice starts building
up. At the lowest hypsometric bin, slopes are computed assuming ice cliff boundary
conditions.

For the comparison against ISSM results, the surface temperature is downscaled
with a lapse rate of 6.5 ◦Ckm−1. This typical value used in glacial modelling represents
the average free-air lapse rate observed in the troposphere which need not match the
impact of changing surface elevation. Studies over Iceland, Greenland, Ellesmere Island
and the Canadian high Arctic report seasonal changes in the surface temperature
lapse rates over mountain regions and glaciers, with a mean annual value of about
3.7–5.3 ◦C/km (Marshall and Losic, 2011). Rates as low as 2 ◦C/km are measured in
the summer (Gardner et al., 2009). These values are tested in the GSM ensemble
simulations where the lapse rate ranges between 4 and 8 ◦C/km.

3.3.2 GSM

The core of the GSM is a 3-D thermomechanically coupled ice sheet model. The
model incorporates sub-glacial temperatures, basal dynamics, a visco-elastic bedrock
response, climate forcing, surface mass balance, a surface drainage solver, ice calving
and margin forcing. The grid resolution used for this study is 1.0◦ longitude by 0.5◦

latitude.
The thermomechanically coupled ice sheet model, described in detail in Tarasov

and Peltier (2002), uses the vertically integrated continuity equation and computes
the 3-D ice temperature field from the conservation of energy, taking into account 3-D
advection, vertical diffusion, deformation heating, and heating due to basal motion.
Velocities are derived from the SIA equations. The sub-glacial temperature field is
computed with a 1-D vertical heat diffusion bedrock thermal model that spans a depth
of 3 km (Tarasov and Peltier, 2007). If the base of the ice is at the pressure melting
point, basal motion is assumed to be proportional to a power of the driving stress.
The exponent for this Weertman-type power law is set to 3 for basal sliding and 1
for till deformation (detailed description in Tarasov and Peltier, 2002, 2004a). The
geographic location of the sediment cover is determined from different data sets (Laske
and Masters, 1997; Fulton, 1995; Josenhans and Zevenhuizen, 1990). Ice shelf flow is
approximated with a linear function of the gravitational driving stress. At the base,
ice melt is also computed from the energy balance.
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The visco-elastic bedrock response is asynchronously coupled to the GSM with
a 100-year interval. This module is based on the complete linear visco-elastic field
theory for a Maxwell model of the Earth (Tarasov and Peltier, 2002, 2007).

At the surface, the parameterized climate forcing (Tarasov and Peltier, 2004a, 2006,
2007) is based on a linear interpolation between the present day climatology, derived
from a 14-year average (1982–1995) of the 2m monthly mean reanalysis; Kalnay
et al., 1996), and a Last Glacial Maximum (LGM) climatology. The LGM climatology
field is derived from a linear combination of Paleoclimate Modelling Intercomparison
Project (PMIP) I and II general circulation model results with the linear combination
dependent on the maximum elevation of the Keewatin ice dome (PMIP I boundary
conditions lacked a major Keewatin ice dome, while PMIP II had a large dome).
The interpolation follows a glacial index derived from the Greenland Ice-core Project
(GRIP) δ18O record at the summit of the Greenland ice sheet (Dansgaard et al.,
1993; World Data Center-A for Paleoclimatology, 1997). The surface mass balance is
derived from this climatology using the same methodology as described in Sect. B.1.
A surface drainage solver is fully coupled asynchronously at 100-year time steps. It
diagnostically computes downslope drainage, filling any depressions (lakes) if drainage
permits (Tarasov and Peltier, 2005, 2006).

The calving module, described in detail in Tarasov and Peltier (2004a), is based on
a height above buoyancy criterion with added mean summer sea surface temperature
dependence. The inhibition of calving due to the presence of landfast sea ice is also
parameterized. To reduce misfits between the model results and geological evidences
of the ice configuration, the mass-balance forcing is nudged to promote compliance
with geologically inferred deglacial margin chronologies (Tarasov and Peltier, 2004a).

3.3.3 GSM and sub-grid model coupling

In this section, we describe how the SG model is embedded in the GSM and the
conditions applied to activate or deactivate the SG model in each CG cell. The GSM
is run, at all times, over all the CG cells and the ice thickness is updated in cases
where the SG model is activated. Figure 3.2 gives a summary diagram of the coupling
between the GSM and the SG model.
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Figure 3.2: Communication between the GSM and the SG model for one CG cell.

3.3.3.1 Interaction between the sub-grid model and the GSM

There is two-way communication between the GSM and SG models to exchange
information about ice thickness, surface mass balance, and surface temperature. Ice in
a CG cell is added to the SG level2 when the SG model switches from deactivated to
activated for a given CG cell. The information about the ice evolution at the SG level
is used to update the ice thickness, surface mass balance rate and surface temperature
at the CG level.

Marshall et al. (2011) export SG ice to the CG level only when the lowest SG bin
is filled and the SG model for the given CG cell is deactivated in the time step. In
our model, SG–CG ice transfer is as follows. While the SG model is activated, CG ice
volume is set to that of the filled SG bins. The rationale for this is the assumption
that over a large mountainous region, such as the Rockies, an ice sheet grows by
building up ice in major valleys (represented by the lowest hypsometric bins) from
ice accumulation and ice flowing in from surrounding mountain peaks. A SG bin is

2SG level represents the hypsometric curve while CG level corresponds to a GSM cell.



71

classified as filled once its surface elevation reaches the basal elevation of the adjacent
higher bin. The surface mass balance rate and surface temperature of the CG cells
are updated to the new elevations. When the SG model switches from activated to
deactivated, the total SG ice volume is transferred to the CG cell.

Once the SG model is reactivated in a CG cell during deglaciation, the ice volume
present at the CG level is distributed over the different hypsometric bins. To account
for the higher volume of ice in valleys, represented by the lowest hypsometric bins, the
average of the following two mass-conserving distributions is used for SG initialization.
The first is even distribution across every bin. The second keeps equal surface elevation
for the lowest bins, starting from the lowest bin and using as many bins as necessary.

Marshall and Clarke (1999) have no ice flux to adjacent CG cells when the SG
model is active. In our model, ice transport between CG cells, computed with the
GSM, is modified using SG information. We assume that only the ice present in the
filled bins flows out of the coarse grid region; therefore, only a fraction of the CG flux
is permitted. This fraction is computed as the area of the filled SG bins divided by
the total CG cell area. To avoid double counting of this inter CG flux, the SG model
does not compute flux out of the lowest bin through Eq. (3.3) when coupled to the
GSM. At every iteration, the SG model accounts for the CG ice flux. For CG ice
flux into a cell with active SG, the ice fills the lowest hypsometric bin. Once that bin
reaches the elevation of the next higher bin, the remaining ice is used to fill up the two
bins at the same elevation. This process is repeated using as many bins as necessary
to redistribute all the ice. For CG ice flux out of the cell, the same amount of ice is
removed from all the filled SG bins. If the total volume of ice to be removed is not
reached using that region of the SG cell, the excess remaining is used to empty higher
bins one after another.

The SG model flux module is coupled asynchronously and runs at half the SG
mass balance time step. Glacial isostatic adjustment from the CG level is imposed on
the SG basal topography.

3.3.3.2 Sub-grid model activation/deactivation

Unlike Marshall and Clarke (1999), the SG model is activated only in cells above
sea level with rough topography. A terrain is considered rough when the differences
between the maximum and minimum basal elevation is higher than 500m. To account
for regions such as the Alaska Peninsula where CG cells represent regions including
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basal topography both above and below sea level, cells where at least half of the
area is above sea level are treated at the SG level. During inception, ice accumulates
and can flow into valleys, filling them and thereby reducing the surface elevation
variation. The SG treatment becomes less critical and is deactivated when the lowest
hypsometric bin surface elevation reaches the bedrock elevation of the highest bin. This
criterion keeps the SG model activated for a longer period of time than in Marshall
and Clarke (1999) where the SG model is deactivated when ice reaches the lowest
bin. During deglaciation, mountain peaks become uncovered and surface elevation
variations increase, reaching a point where both ablation and accumulation are present.
The SG model is reactivated when the ice thickness in the CG cell is lower than half
of the difference between the basal elevation of the highest hypsometric bin and the
basal elevation of the CG cell. This differs from Marshall and Clarke (1999), who use
only SG information to set the threshold to a fraction of the variation in SG basal
elevation.

3.3.4 Ice Sheet System Model (ISSM)

As a detailed description of the ISSM is given in Larour et al. (2012), only a brief
description of the model components used in this study are presented here. The ISSM
is a finite element 3-D thermomechanically coupled ice flow model. The mass transport
module is computed from the depth-integrated form of the continuity equation. Using
the ice constitutive equation, the conservation of momentum provides the velocities.
The model offers the option of computing the velocities using full Stokes, higher-
order Blatter–Pattyn, shelfy-stream or shallow ice approximation equations. The
higher-order Blatter–Pattyn approximation is used in this study. As the velocity
equations depend on the temperature, this field is computed from conservation of
energy, including 3-D advection and diffusion. For this study, a new surface mass
balance module identical to the one present in the sub-grid model, and detailed in
Sect. B.1, has been incorporated into the ISSM.

3.4 Sub-grid model performance and tests

The SG model computation time for a 3000-year simulation, using 10 hypsometric bins,
is about 0.02 s. At a resolution of 1 km and using 10 cpus, ISSM run time is about
2–5 h (depending of the topographic region used). The sub-grid model adds 3–6 h
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(depending of the parameter vector used) to the glacial cycle run time (approximately
4 h) over North America.

3.4.1 Comparison with ISSM

We compare 2 kyr ISSM and SG simulations, applying constant sea level temperature
and precipitation over an inclined bed and 21 different test regions in the Canadian
Rockies. These regions, for both the ISSM and SG simulations, have a dimension of
30 km by 60 km and we use a DEM of 1 km resolution. To improve correspondence
between the ISSM and the SG model, the minimum ice thickness allowed in the
SG model is set to 10m. The boundary conditions at the ice margin in the ISSM
are computed as an ice–air interface. To isolate the impact of using the SIA to
represent fluxes in a mountainous region containing steep slopes in the hypsometric
parameterization, our current experiments have no basal sliding. As glaciers can
experience sliding in this type of region, the next stage of this project will include
sliding.

3.4.1.1 Inclined plane test

The bed topography for this test is an inclined plane topography with a constant slope
of 0.014 and a maximum basal elevation of 800m. For this case, the accuracy of the
SG model correlates with the number of hypsometric bins as shown in Fig. 3.3 (ice and
velocity profiles are shown in Fig. B1 in the Supplement). Reducing the number of
SG bins increases the surface gradient between two hypsometric bins and thereby the
computed ice velocities. With 10 hypsometric bins, the ice volume simulated by the
SG model can be as low as 40% of the ISSM prediction. The misfits are not significant
in simulations where no ablation is present (e.g. for a temperature set to −5 ◦C).

3.4.1.2 Rocky Mountains test

The SG model is tested on 21 regions from the Canadian Rockies, representing a wide
range of topographic complexity (e.g. Fig. 3.4a), altitude (e.g. Fig. 3.4b) and slopes
(e.g. Fig. 3.4c). The slopes of these regions are higher than in the inclined plane case.
We focus on the results for simulations over the six test regions in Fig. 3.4 forced with
sea level temperature of 0 ◦C and a desertification effect factor of 0.5. The results
of other simulations, using different regions and with similar forcing as used in the
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Figure 3.3: SG model vs. ISSM differences over an idealized inclined plane terrain.
Average ice thickness differences (SG model - ISSM) are presented for simulations
using different temperatures, desertification effect factors and number of hypsometric
bins.

inclined plane experiments, are not shown as they present similar misfits against ISSM
results.

In contradiction with the simplified inclined plane configuration, increasing the
number of hypsometric bins does not reduce the misfits with ISSM simulations (Fig. 3.5).
The SG model does not account for the build-up of ice in closed drainage basins where
no flow is permitted out of the region before a threshold elevation is reached. Another
complication for the “real” topography scenario comes from topographic “jumps” not
addressed in the SG model. Some high resolution adjacent grid cells belong to non-
adjacent hypsometric bins. The ice flow between these two locations is not accurately
captured. The number of “jumps” increases with the number of bins used (Fig. B2
in the Supplement). A total of 10 hypsometric bins are then used to limit this effect.
Even so, the SG model generates 45% less to 15% more ice than ISSM simulations
(25% less on average), depending on the regional topographic characteristics. No
relation was found between the geographic complexity and the performance of the
model, as explained in Sect. 3.4.2.

3.4.2 Test of alternative parameterizations

We examine the impact of including more topographic characteristics in the velocity
parameterization. Characteristics considered include the flow direction, the terrain
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Figure 3.4: Topography characteristics for six regions over the Canadian Rockies. (a)
summarizes surface elevations, (b) the hypsometric curves, and (c) the mean slope
for each hypsometric bin.

ruggedness (measured as the variation in three-dimensional orientation using a radius
of 5 grid cells around the grid cell of interest), the sum of the squared slopes, the
variance in the slopes, the number of local maxima (tested with radius sizes of 2, 6
and 10 grid cells) and the standard deviation of the surface elevation topography.

The ISSM and the sub-grid model were run until steady state (2 kyr) for simulations
with a constant precipitation rate of 1mm/yr and a sea level temperature forcing
of 0 ◦C. The parameters minimizing ice volume differences were selected using a
stepwise multilinear regression fit. The flow direction and the mean of the squared
slope do not reduce the misfits. The slope variance does not improve the results
when combined with the remaining two parameters (elevation standard deviation and
terrain ruggedness). When used alone, it does reduce the errors but not as well as
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Figure 3.5: Ratio of the SG model over ISSM total ice volume for six different regions
in the Rockies as a function of hypsometric bins. The simulations were run until steady
state with a constant sea level temperature of 0 ◦C and a desertification effect factor
of 0.5. The steady state ice thicknesses, velocities and slopes from the ISSM and the
SG model (using 10 hypsometric bins) are presented in Fig. B3 in the Supplement.

when the standard deviation of the topography is used. The terrain ruggedness and
the peak density both represent the same physical characteristics and do not improve
the results when used alone. Improvements are obtained when combined with the
standard deviation of the topography. However, the improvement is not greater than
with the standard deviation alone. The standard deviation of the topography is the
parameter that correlates the most with the misfits. The average absolute value of
the differences between the SG model and ISSM average ice thickness is 61m. This
difference is reduced to 21m (see Fig. 3.6) when the regression model generated using
the standard deviation of the topography is used. More details about the results of
the stepwise regression fits are provided in the Supplement B.2.

To explore potential improvement from accounting for the standard deviation of
the high resolution topography, SSD, we test the following parameterization of the
velocity, u1:

u1 = 2
5 (ρg)3 A0

(
P1HS

P2
SD

)P3
(
∂hd
∂x

)3

. (3.6)

This equation is used in a simulation initialized with the ice thickness, velocities
and slopes of ISSM values at steady state. The parameters P1, P2 and P3 (respectively
4.87, 0.016 and 2.8) are obtained using a least-squares approach that minimizes the
differences between the velocities computed by ISSM and the SG model after one
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Figure 3.6: Average ice thickness in metres for different topographic regions in the
Rockies. Results are shown for the ISSM, the regression model (generated by the
stepwise regression fit including only the standard deviation of the topography) and
the SG model using 10 hypsometric bins.

iteration (0.01-year).
The lowest hypsometric bin has the most significant misfits (e.g. Fig. B4 in the

Supplement). This is likely related to the margin ice cliff slope parameterization. To
try to correct this, we test the following parameterization for the lowest hypsometric
bin velocity:

u2,N = 2
5 (ρg)3 A0H

4
N

(
P4H

P5
N

∂hd,N
∂x

)3

. (3.7)

Using the same least-squares approach as above, the parameters P4 and P5 are
respectively set to 5924.4 and −1.6383. These two parameterizations do not reduce
the ice thickness differences with ISSM transient results (see Fig. 3.7). Ice thickness,
velocities and slopes over the six regions analysed are presented for the different
parameterizations in Fig. B5 of the Supplement. As the model is highly non-linear,
the improvement generated by the least-squares fit method for an initialization with
ISSM steady state conditions does not persist over 1000-year runs.

The following modifications of the current version of the SG model have been
explored but did not improve the model. The central difference discretization of the
ice thickness in the effective diffusivity coefficient was replaced by an upwind scheme.
Simulations with different values of the Arrhenius coefficient, the power of the ice
thickness and the slope, in Eq. (3.4), were analysed. An extra parameter was added
in the velocity equation to account for neglected stresses. Turning off the internal
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Figure 3.7: Average ice thickness root mean square error (RMSE) between the ISSM
and the SG model for different topographic regions. Simulations are run over 2 kyr
using a constant precipitation rate of 1m/yr and a sea level temperature forcing of
0 ◦C. Different SG parameterizations are presented. Para 1 is the standard deviation
of the topography parameterization (Eq. 3.6) and Para 2 the lowest hypsometric slope
parameterization (Eq. 3.7).

SG model flux term increased the misfits with ISSM simulations by a minimum of
100% (as shown in Fig. 3.8). The basal elevation downstream of the terminus has
been computed using a linear extrapolation of two or three upstream bins. The lowest
hypsometric bin effective length generated with these basal elevations did not reduce
the misfits with ISSM results.

3.5 Behaviour of the sub-grid model in the GSM

We present results of simulations over the last glacial cycle. The 39 “ensemble
parameters” of the GSM (attempting to capture the largest uncertainties in climate
forcing, ice calving, and ice dynamics) have been subject to a Bayesian calibration
against a large set of palaeoconstraints for the deglaciation of North America, as
detailed in Tarasov et al. (2012). We use a high-scoring sub-ensemble of 600 parameter
vectors from this calibration to compare the GSM behaviour when the SG model is
turned on and off. The primary supplement of Tarasov et al. (2012) includes a tabular
description of the 39 ensemble parameters as well as input data sets. For the purposes
of clarity and computational cost, we examined model sensitivity to different coupling
and flux parameters using five parameter vectors (of the 600 members ensemble) that
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Figure 3.8: Surface elevation generated by the ISSM (solid blue line), the SG model
with no flux term, using 5 and 10 hypsometric bins, (dotted lines) and the SG
model including the flux term (solid thin red line). These simulations use a constant
sea level temperature of 0 ◦C and a desertification effect factor of 0.5. Results are
shown at steady state after 2 kyr for six different regions with different topographic
characteristics.

gave some of the best fits to the calibration constraints. As these five parameter
vectors display similar behaviour, we present sensitivity results using the parameter
vectors for the two runs described in detail in Tarasov et al. (2012) (identified in that
paper as runs nn9894 and nn9927). For ease of interpretation, the ice volumes are
presented as Eustatic Sea Level (e.s.l.) equivalent 3.

3.5.1 Last glacial cycle simulations over North America

The SG model can significantly alter the pattern of ice accumulation and loss. Figure 3.9
shows an example, for one of the parameter vectors of the ensemble of simulations,
where SG ice accumulates while it melts at the CG level (Fig. 3.9a), and an example
where CG ice is about 60% greater than the SG ice (Fig. 3.9b).

The ensemble of simulations of the last glacial cycle over North America with the
SG model activated generates, on average, between 0 and 1m e.s.l. more ice than
when the SG model is turned off (Fig. 3.10).

The impact of the SG model depends, however, on the climate forcing and the
ice sheet extent and elevations. During inception, when the SG model is turned on,

3Using a conversion factor of 2.519 m e.s.l./1015 m3 of ice
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Figure 3.9: Elevation comparisons when the SG model is turned on (blue) or off (red)
at different time steps using the parameter vector nn9894. hd 10 years is the CG
surface elevation after 10 years. hdhyps 10 years is the SG surface elevation. hb is the
basal elevation. (a) and (b) represent cases where the ELA is above and below the
coarse grid surface elevation.

ice accumulating in higher regions flows downhill and accumulates in regions close to
the ELA and in valleys (Fig. 3.11). This allows, for example, ice to build up in the
northern part of Alaska. For typical runs, the ice generated by the SG model in the
Alaskan Peninsula is, however, insufficient as compared to geological inferences (Dyke,
2004). The ensemble mean and standard deviation of the differences between runs
with SG on and off at 110 ka, are respectively 0.4 and 1m e.s.l. However, at specific
time slices, the differences can be much larger. Once the ice sheet has grown to a
sizeable fraction of LGM extent, for example at 50 ka, the standard deviation of the
ensemble-run differences (between SG on and off) reaches 5m e.s.l. Figure 3.12 shows
an example where ice in a region of low altitude in the centre of Canada is not allowed
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Figure 3.10: Ensemble mean (solid red line) and standard deviation (dotted blue line)
eustatic sea level equivalent of the total ice volume differences when the SG model is
turned on and off, for an ensemble run over the last glacial cycle.

to grow when the SG model is used. On the other hand, a simulation using different
ensemble parameters generates ice in this region only when the SG model is turned on
(Fig. B6 in the Supplement). In extreme cases, differences can reach tens of m e.s.l.
(Fig. B7 in the Supplement). We could not identify a reason for the strong sensitivity
of ice volume around 50 ka other than the inherent non-linearity of the GSM.

3.5.2 Sensitivity of the model to different flux and coupling
parameters

The accounting of SG fluxes has varying impacts over a glacial cycle simulation
(Fig. 3.13). At 50 ka, for example, the total ice volume with parameter vector nn9894
is reduced by 50% when SG fluxes are included. During inception, on the other hand,
inclusion of SG fluxes increases the total amount of CG ice (Fig. 3.14, again with
nn9894).

To better understand the range of responses to CG ice flow between grid cells that
have SG activated, three case scenarios can be considered. Case 1: ice flows out of
the lowest SG bins located above the ELA into the lowest SG bins located above the
ELA of another CG cell. There is limited impact of not allowing ice to flow out of the
CG cell as in both cases ice accumulates. Case 2: ice flows out of the lowest SG bins
located above the ELA into the lowest SG bins located below the ELA of another CG
cell. In that case, turning off the fluxes between CG cells tends to reduce the total
melt. Case 3: ice flows out of the lowest SG bins located below the ELA into the
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a.

b.

Figure 3.11: Ice field during inception at 115 ka for a simulation using one of the
parameter vectors that generates best fits to the calibration constraints (nn9894). (a)
Ice thickness with SG turned on. (b) Ice thickness differences between simulations
with the SG model turned on and off. Zero differences are presented in the same colour
as the continent.

lowest SG bins located below the ELA of another CG cell. Ice flowing into lower SG
bins generates higher melting rates, so permitting fluxes between CG cells will in this
case tend to increase ice mass loss. In cases 2 and 3, the combination of ice flowing
below the ELA from the adjacent CG cell and from the bins above the ELA can raise
the surface elevation of lower bins above the ELA and reduce the melt. Depending on
the proportion of each of these cases, not allowing ice fluxes out of coarse grid cells
with SG activated generates higher or lower ice volumes (Fig. 3.13). Moreover, 50 ka
is an example of a 60% increase of the total ice volume when the fluxes out of coarse
grid cells (with SG activated) are not allowed. As a counter-example, 35 ka presents a
case where turning off the fluxes out of (SG activated) coarse grid cells decreases the
total ice volume.

With Marshall et al.’s (2011) flux equation, differences between runs with SG fluxes
turned on versus off are negligible over the full glacial cycle (Fig. 3.14).
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Figure 3.12: Ice field at 50 ka for a simulation using parameter nn9894. (a) Ice
thickness with SG turned on. (b) Ice thickness differences between simulations with
the SG model turned on and off.

As described in Sect. 3.3.3.1, the CG ice thickness used by the GSM conserves the
ice volume of the filled SG bins (volume conservation, Volume Conservation (VC),
method). As this ice is redistributed over the total area of the coarse grid cell, the
surface elevation of the ice, and consequently the fluxes, are underestimated. The
surface gradient between adjacent cells is then lower than the gradient at the SG
level. We tested setting the CG surface elevation to the maximum value between
the surface elevation of the coarse grid cell and the lowest hypsometric bin (surface
conservation Surface Conservation (SC) method). We also implemented a method
using the maximum surface elevation generated by the two former methods (maximum
conservation (MC) method). During inception (between 118 and 114 ka) the VC
method generates between 10 and 20% (which is equivalent to 0.5–1m e.s.l.) more
ice than the two other methods (Fig. 3.15). During the first 60 kyr of simulation,
the difference in total ice volume stays under 1m e.s.l. independently of the flux
redistribution methods (Fig. B8 in the Supplement). Between 60 ka and the LGM, the
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Figure 3.13: Total ice volume evolution for a simulation using parameter vector
nn9894. “flux on” and “flux off” both include the SG surface mass balance calculations
but the latter has no SG ice fluxes. “NofluxOut” has SG on, but no SG ice flux
between coarse grid cells. The “SG OFF” line is most of the time hidden under the
“flux off” line.

SC method generates between 1 and 12m e.s.l. less ice than the two other methods
(Fig. B8). The VC method was used for the ensemble runs as it generates more ice
over the Alaska Peninsula, northern and southern mountain ranges, thereby reducing
misfits against geological inferences.

Figure 3.16 shows the results of the glacial cycle simulation when the SG model is
turned off and when the minimum altitude variation SG activation threshold is set to
50, 150, 300 and 500m. A non-linear dependence on the threshold can be observed.
At 50 ka, for example, setting the threshold to 50m generates the lowest total ice
volume while a threshold of 150m leads to the highest ice volume. The difference
between these two runs is 34.5m e.s.l. at 50 ka. Thresholds of 300 and 500m generate
intermediate total ice volumes. Moreover, simulations using different parameter vectors
(not shown) result in different behaviours. No conclusion could be drawn about the
optimal threshold.

3.6 Conclusions

Our new sub-grid surface mass balance and flux model extends the initial work of
Marshall and Clarke (1999) and Marshall et al. (2011). The evaluation of the model,
done for the first time against results from a high resolution higher order model (ISSM),
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Figure 3.14: Ice volume evolution for a simulation over North America (parameter
vector nn9894) with the SG model turned on during inception. “our flux” represents
the flux code used in our SG model and “Marshall flux” the flux code used in Marshall
et al. (2011) experiment. “flux off” represents the simulation with no ice flux between
SG bins and “NofluxOut” has no SG flux between coarse grid cells (but SG fluxes
within each coarse grid cell are still enabled).

demonstrates that

• Depending on the regional topographic characteristics, the new SG model simu-
lates ice volumes 45% lower to 15% higher than simulated by the ISSM (using 10
hypsometric bins). Increasing the number of hypsometric bins to more than 10
did not reduce misfits for simulations over rough topographic regions extracted
from the Canadian Rockies.

• Turning off the SG internal fluxes increases the ice volume misfits with ISSM
simulations by a minimum of 100%.

• Increasing the number of topography characteristics used in the SG model, as
suggested by Marshall and Clarke (1999), did not reduce the misfits with the
high resolution model during transient runs.

An ensemble of simulations over the last glacial cycle of the North American ice
complex shows, on average, an increase of ice generated with inclusion of the SG model.
The ensemble mean for each time step is between 0 and 1me.s.l., with a standard
deviation of a minimum of twice the mean and reaching 5m e.s.l. at 50 ka. At the end
of inception, at 110 ka, the increase of ice volume from SG model inclusion is still
insufficient over the Alaska Peninsula when compared to geological inferences. Over
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Figure 3.15: Total ice volume evolution for a simulation over North America during
inception with the SG model turned on (SG on) using the parameter vector of run
nn9927. Different methods of ice redistribution at the CG level are compared. VC is
for ice volume conservation, SC for surface elevation conservation and MC uses the
maximum of the previous two methods. “SG off” represents a run where the SG model
has been turned off.

the glacial cycle, the SG model generates different patterns of ice extent. In some
instances, the SG model prevents ice growth, while in others it enables extra ice build
up over thousands of square kilometres.

Simulated ice evolution is sensitive to the treatment of ice fluxes within the SG
model and between the SG and CG levels.

• The flux term has an important impact on the SG model. Not allowing ice to
flow between hypsometric bins increases the total ice volume with a maximum
increase of 50% at 50 ka (in a glacial cycle run). During inception, however,
the flux module can generate more ice. Different parameterizations of the flux
term impact the results. A SG ice rheology parameter corresponding to ice at
about −40 ◦C (as used in Marshall et al., 2011) generates the same amount of
ice during inception as when the flux term is off.

• The flux term used in the Marshall et al. (2011) study, with the ice rheology
parameter representing ice at about -40 ◦C, generates an ice volume higher than
when a flux parameterization with a rheology value representing ice at about
0 ◦C is used.

• Not allowing ice to flow out of a CG cell where SG is activated increases or
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Figure 3.16: Total ice volume evolution for a simulation using parameter vector nn9894.
Different curves represent simulations with different minimum altitude variation
thresholds used for the SG activation.

decreases the total ice volume depending of the ice configuration. At 50 ka, the
total increases by 60%.

• The ice configuration from simulations over the last glacial cycle of North America
is sensitive to the choice of SG to CG ice redistribution scheme.

We have identified the representation of SG fluxes between CG cells to be a
challenging issue that can significantly impact modelling ice sheet evolution.

We have shown that the above geometric and ice dynamics factors can have
significant impacts on modelled ice sheet evolution (with up to a 35m e.s.l. difference
in North American ice volume at 50 ka). Therefore, significant potential errors may
arise if sub-grid mass-balance and fluxes are not accounted for in the coarse resolutions
required for glacial cycle ice sheet models. Other alternatives to the hypsometric
parameterization, such as running a high resolution SIA model in the region of rough
topography, could be considered. One issue we have not examined is the downscaling
of the climatic forcing. Temperature and especially precipitation can exhibit strong
vertical gradients in mountainous regions. Whether this can have significant impact
on CG scales is unclear. Improvements of the precipitation representation are possible
using, for instance, a linear model of orographic precipitation for downscaling climatic
inputs (Jarosch et al., 2012).



88

Code availability

The sub-grid code is available upon request from the first two authors.

Author contribution

Kevin Le Morzadec and Lev Tarasov designed the experiments. Kevin Le Morzadec
developed the SG model code and performed the simulations. Kevin Le Morzadec and
Lev Tarasov coupled the SG model into the GSM. Mathieu Morlighem and Helene
Seroussi supported ISSM installation and helped build a new surface mass balance
module for the ISSM. Kevin Le Morzadec prepared the manuscript with contributions
from Lev Tarasov and the other co-authors. Lev Tarasov heavily edited the manuscript.

Acknowledgements

We thank Vincent Lecours and Rodolphe Devillers for extracting some of the topo-
graphic characteristics. Support provided by the Canadian Foundation for Innovation,
the National Science and Engineering Research Council, and ACEnet. Tarasov holds
a Canada Research Chair. We finally thank Philippe Huybrechts, as well as Fuyuki
Saito and an anonymous reviewer, whose comments helped significantly improve the
clarity of the manuscript.



Chapter 4

Conclusion

4.1 Summary

The objectives of this thesis were to:

• Document the impact of fjord geometry on ice discharge.

• Document the impact of higher order ice dynamics physics on fjord discharge.

• Document the impact of basal sliding representation on ice discharge.

• Document the resolution dependence of modelled fjord ice discharge.

• Reduce the topographic scale dependency of an ice sheet model in purely terres-
trial regions of rough topography (mountain ranges) and outlet glaciers (fjords).

The impact on ice discharge of fjord area and resistive stresses induced by different
fjord shapes is documented in Chapter Two. This impact, quantified below, shows
the uncertainties introduced in modelling the present and future state of current ice
sheets if the basal topography in coastal regions is not known at resolution of at least
1 km. I analyzed regions with dimensions of 300 km by 250 km. A region with a 5 km
wide and 100 km long fjord (a typical scale) generates 8% (with a standard deviation
over time of the order of 8%) less ice than a region with no fjords. The fjord geometry
characteristics increase or decrease the time-averaged ice volume by, respectively, 3%
and 9.6% (with a standard deviation of the order of 3% and 10%) compared to a
straight fjord.

89
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ISMs underestimate the ice volume in fjord regions when representing fjords in
coarse grid cells by the average of the SG high resolution topography and when reducing
the basal sliding coefficient proportionally to the total fjord area fraction. This error
increases with grid cell size. Simulations over regions with dimension of 300 km by 250
km, presented in Chapter Two, show surface elevation RMSEs (compared to simulation
at 1 km resolution) of 11% at 5 km resolution, 17.6% at 10 km resolution and, 31%
at 25 km resolution. Fjords drain an important fraction of past and present ice sheets
and therefore their representational uncertainties in models need to be quantified.

My comparison of ice evolution representations in simulations using different ice
dynamics approximations and different sliding laws, done in Chapter Two, confirms
the need for a better representation of ice dynamics and sliding in coarse resolution
ISMs to capture ice drainage through fjords. A continental-scale ISM intercomparison
(Pattyn et al., 2013) showed that pure membrane models generate more ice than
models using a HO approximation. My results contradict this for regions with fjords.
The literature to date has been ambiguous about the appropriate law to use for basal
sliding. I have shown that even after optimizing some of the ice flow parameters, the
impact of using a linear power law compared to a quadratic one has as much impact
as the grid resolution on ice drainage (presented in the previous paragraph).

By modifying ice flow parameters, I improve, in Chapter Two, the ice evolution rep-
resentations at 5, 10, and 25 km resolution. However, at 25 km resolution, simulations
still have a lag of one to three thousand years before growing ice after an interstadial
period compared to the 1 km resolution simulations. Using the optimisation presented
in Chapter Two, simulations have to be done at resolutions higher that 25 km to
match the timing of total ice volume growth and decay generated in simulations done
at 1 km resolution. In detail, tuning reduces the surface elevation RMSE (compared
to the 1 km resolution) on average by 24.1% for the simulations at 5 km resolution,
by 17% for the simulations at 10 km simulations, and by 5% for the simulations at
25 km resolution. Upscaling the basal elevation from the 1 km resolution grid to the
coarse resolution grids using the deepest depth in the fjord(s), the fjord depth average,
the average between the fjord average and the box average, or the average between the
deepest depth in the fjord generates more misfits (in term of ice volume and surface
elevation RMSE with respect to the 1 km reference resolution simulation) compared
to a simple box average regridding.

In Chapter Three, I treat the topographic scale dependency of an ISM in purely
terrestrial regions of rough topography and improve the representation of accumulation
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and ablation zones in a single coarse grid cell. Extending the approach of Marshall and
Clarke (1999) and Marshall et al. (2011), I develop a new subgrid surface mass balance
and flux model (available as a supplement of the thesis) that was coupled to the GSM
model. Compared to results from a high resolution higher order model (ISSM) the
new SG model simulates ice volumes 45% lower to 15% higher than simulated by the
ISSM (25% less on average). An ensemble of simulations over the last glacial cycle of
the North American ice complex shows, on average, an increase of ice generated with
inclusion of the SG model. The ensemble mean for each time step is between 0 and
1me.s.l., with a standard deviation of a minimum of twice the mean and reaching
5me.s.l. at 50 ka. Some simulations generate differences up to a 35me.s.l. in North
American ice volume at 50 ka.

Models of complex environmental systems have SG processes not resolved at the
simulation resolution. I have documented the modelled resolution dependence of
surface mass balance and ice flow in topographically complex regions. I have also
developed parametrizations for these contexts to account for SG topography. Together,
my two parameterizations better account for accumulation zones, ablation zones and
different flow regimes within a coarse grid cell. Including these parameterizations in
ISMs reduces the uncertainties in representing events such as inception and deglaciation
sensitive to topographically relevant SG processes. Further work may improve these
parametrizations. However, the remaining uncertainties related to ice flow and Surface
Mass Balance (SMB) in regions with rough topography are likely small compared to
the uncertainties introduced by the climate forcings.

4.2 Future work

This thesis has documented the impact of rough topography on SG surface mass
balance and ice dynamics, as well as developed a SG parameterization to reduce the
ISM scale dependency related to these processes in regions of rough topography. This
study is an initial attempt towards a scale independent ISM. In mountain regions
the new SG parameterization captures both accumulation and ablation zones in a
single coarse grid cell but still underestimate ice volume by 25% (on average over the
different regions analyzed). However, it is unclear what other steps could be done to
improve this given the detailed approach taken.

In coastal regions of rough topography, the new coarse grid parameterization partly
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captures the SG impact of fjord geometric characteristics on ice drainage in coarse
resolution models. Errors remain in the representation of the ice dynamic through
fjords leading, for example, to lags of one to three thousand years in the evolution
of ice growth in 25 km resolution simulations. Given time constraints, this work is
less complete than that carried out for the SG hypsometric model and there are some
further steps that could be carried out to potentially further reduce coarse resolution
ISM errors.

The differences in basal elevation between coarse resolution and high resolution
reduces the ice thickness in fjord regions during coarse resolution simulations. The
resulting differences in basal temperature impact ice dynamic. The extent of this
impact needs to be investigated. Pollard and DeConto (2012) describes a potential
approach to compensate for this. My coarse resolution fjord characteristics may be
improved by taking into account the number of fjords in a coarse grid cell. More
work needs to be done, as well, to analyze the impact on the ice drainage of the fjord
position on the grid. Does a fjord located in a grid cell and a fjord located between
two grid cell generate the same response of the model? The parameterization has been
tested on synthetic fjords and needs to be tested in regions with real topography. I
chose to use a forced upstream boundary condition to isolate the topographic impacts.
It would be worth exploring whether the optimal parametrizations would change if
the fluxes were not forced at the boundary. Finally, it would be worth repeating
the exercise with the adaptive grid BISICLES model to increase confidence that the
current results are not biased by limitations of the ISSM and the hybrid model.

The two parameterizations developed in Chapters Two and Three reduce the
ISM topographic grid resolution dependency. The impact of combining these two
SG parametrizations in a continental scale ice sheet simulation over the last glacial
cycle still needs to be investigated. Norwegian fjords are an ongoing challenge for
data-calibrated ice sheet modelling given persistent misfits between computed Relative
Sea Level (RSL) and relevant proxy records (Lev Tarasov personal communication).
Tests will soon be implemented examining whether my new SG parametrizations can
partly explain these misfits.

The question remains whether a better representation of SG processes such as
subglacial hydrology, grounding line migration and calving in ISM could improve ice
sheets evolution reconstruction with glaciological models or if improving the climate
forcings would be sufficient. An adaptive grids model (e.g. BISICLES, Cornford et al.,
2013) could become an alternative as it allows increased resolution in areas of interest
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while maintaining coarse resolution in the main part of the ice sheet. However, these
models are still too computationally expensive to run ensemble simulation, necessary
to extract the model uncertainties, in a continental scale over a glacial cycle.

The representation of the climate and ocean forcings are major uncertainties in
the reconstruction of past ice sheets. Coupled ISMs and climate models of different
complexity (Energy Balance Models, Earth system Models of Intermediate Complexity,
and General Circulation Models) are being used to test the ability of these coupled
models to reduce the misfits between ice evolution reconstruction and paleo-data
constraints. Another issue we have not examined, but that has been shown to have an
impact on ice evolution, is the downscaling of the climatic forcing (e.g. Seguinot et al.,
2014). Temperature and especially precipitation can exhibit strong vertical gradients
in mountainous regions. Whether this can have s significant impact on CG scales
is unclear. Improvements of the precipitation representation are possible using, for
instance, a linear model of orographic precipitation for downscaling climatic inputs
(Jarosch et al., 2012).



Appendix A

Supplementary material for:
Subgrid fjords in ice sheet models

A.1 Forcings

A.1.1 Basal topography

A.1.1.1 Realistic fjord
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Figure A.1: Basal topography representing real fjord topography.
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A.1.1.2 Synthetic fjords

Region S21, S22 and S23 have, respectively, the same fjord has region S1, S4 and S5
but the fjord is in between two grid cell at every resolution.
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Figure A.2: Different number of fjords.
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Figure A.3: Different fjord width.
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Figure A.4: Different number of bends.
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Figure A.5: Different fjord width at the mouth of the fjord.
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Figure A.6: Regions with no fjords and with an inclined fjord.
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Figure A.7: Different number of branches.
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Figure A.8: Different branches length.

Distance (km)

D
is

ta
nc

e 
(k

m
)

Synthetic case 16

 

 

Branch length  50 km

 resolution: 1 km

100 200 300

50

100

150

200

250

(m
)

−500

0

500

1000

1500

2000

2500
a.

Distance (km)

D
is

ta
nc

e 
(k

m
)

Synthetic case 4

 

 

Width 5 km Length  100 km

 resolution: 1 km

100 200 300

50

100

150

200

250

(m
)

−500

0

500

1000

1500

2000

2500
b.

Distance (km)

D
is

ta
nc

e 
(k

m
)

Synthetic case 17

 

 

Length  150 km

 resolution: 1 km

100 200 300

50

100

150

200

250

(m
)

−500

0

500

1000

1500

2000

2500
c.

Figure A.9: Different fjord length.
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Figure A.10: Different depth profile.
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A.1.1.3 Reasoning for the selection of the synthetic fjords

1. Sinusoidal shape (5 km width)

Distance (km)

D
is

ta
nc

e 
(k

m
)

Synthetic case 6

 

 

 resolution: 1 km

100 200 300

50

100

150

200

250

(m
)

−500

0

500

1000

1500

2000

2500a.

20 40 60 80 100

5

10

15

20

25

30

35

40

Distance (km)

D
is

ta
nc

e 
(k

m
)

 

 

Length ~ 60 km

amplitude ~ 12 km

(m
)

0

500

1000

1500

2000

2500
b.

Figure A.11: Fjord id 6. Amplitude 12 km over 60 km.
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Figure A.12: Fjord id 7. Amplitude 15 km. 3 sinusoid over 60 km.
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2. Fjord length
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Figure A.13: Fjord id 17,4, 18. Different fjords length. A.13(a) 50 km long fjord.
A.16(c) 100 km long fjord. A.13(e) 150 km long fjord.
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3. Fjord Depth
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Figure A.14: Different depth profiles applied to the synthetic fjord region 4 (a.). b.
represent the depth profile used in all the synthetic fjord regions, except for region
20 where profile c. is applied (called "deep short") and region 19 where profile c. is
applied (called "shallow").
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Figure A.15: Different depth variations along the fjord center for different regions.
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4. Fjords width
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Figure A.16: Fjord id 5, 4, 1. Different fjords width. A.16(a) 2 km width. A.16(c) 5
km width. A.20(c) 10 km width.
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5. Width variation toward the mouth
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Figure A.17: Fjord id 8.1 km width at the mouth to 5 km upstream. Reduction done
over 15 km.

Distance (km)

D
is

ta
nc

e 
(k

m
)

Synthetic case 9

 

 

 resolution: 1 km

100 200 300

50

100

150

200

250

(m
)

−500

0

500

1000

1500

2000

2500a.

10 20 30 40

10

20

30

40

50

60

70

80

Distance (km)

D
is

ta
nc

e 
(k

m
)

 

 

Width 1 ~ 3 km

Width 2 ~ 10 km

length ~ 60 km

(m
)

0

500

1000

1500

2000

2500
b.

Figure A.18: Fjord id 9. 12 km width at the mouth to 5 km upstream. Reduction
done over 60 km.
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6. Branches
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Figure A.19: Fjord id 15,12,16,12,13. Branches are 2 km wide and 10 (A.19(b)), 20
(A.19(e)), and 30 (A.19(d)) km long. A.19(e),A.19(f), A.19(g) 20 km length branches.
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7. Multiple fjords
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Figure A.20: Fjord id 1, 2, 3. Different number of fjords. A.20(c) one 10 km width
fjord. A.20(d) two 5 km width fjord. A.20(e) five 2 km width fjord.
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Figure A.21: Fjord id 11. 30 degrees angle
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A.1.1.4 Example of one real and one synthetic fjord at different resolu-
tions
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Figure A.22: Fjord 7 basal topography at different resolutions.
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Figure A.24: Basal topography for synthetic fjord 2 at different resolutions.



110

A.1.2 Present day and LGM temperature and precipitation

A.1.2.1 Interpolation definition

The monthly temperature, T , is computed from the sea level LGM, TLGM , and PD,
TPD, temperature as

T = Tdiff (TLGM − TPD) + TPD − λmax (st, 0.001 sealev) (A.1)

The lapse rate λ is defined as

λ = Tdiff λLGM + (1− Tdiff)λPD. (A.2)

The monthly precipitation ((m/yr)) is computed as:

P = min

(
1.5, PPD

(
PLGM
PPD

)Pfac)
(A.3)

The parameters Tdiff , Pfac are glacial indexes and sealev represent the sea level
evolution.

A.1.2.2 PD and LGM temperature and precipitation fields
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Figure A.25: Present day temperature and precipitation fields at 25 km resolution.
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Figure A.26: Last glacial maximum temperature and precipitation fields at 25 km
resolution.
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Figure A.27: Latitudinally constant present day temperature and precipitation fields
at 25 km resolution.

Distance (km)

D
is

ta
nc

e 
(k

m
)

Temperature LGM, February

 

 

 25  50  75 100

 25

 50

 75

100

125

T
em

pe
ra

tu
re

 (° C
)

−22.5

−22

−21.5

−21

−20.5

−20

−19.5

−19

−18.5

−18

Distance (km)

D
is

ta
nc

e 
(k

m
)

Precipitation LGM, February

 

 

 25  50  75 100

 25

 50

 75

100

125
P

re
ci

pi
ta

tio
n 

(m
/y

r)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Figure A.28: Latitudinally constant last glacial maximum temperature and precipita-
tion fields at 25 km resolution.
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A.1.3 Climate parameters
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Figure A.29: Climate forcing parameters.The parameters Tdiff , Pfac are glacial
indexes (see Section A.1.2.1) and sealev represent the sea level evolution.
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Figure A.30: Climate forcing parameters starting during inception starting at starting
at 116.6 ka. The parameters Tdiff , Pfac are glacial indexes (see Section A.1.2.1)
and sealev represent the sea level evolution.
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A.1.4 Upstream boundary forcing
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Figure A.31: Upstream ice thickness (a.), temperature (b.) and velocity forcing (c.).
Uavg represents the vertically and latitudinally average velocity in the x direction (left
to right on the topography maps). V avg represents the vertically and latitudinally
average velocity in the y direction (bottom to top on the topography maps). Ubase
and V base represent the latitudinally average velocities at the base of the ice.
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Figure A.32: Upstream ice thickness (a.), temperature (b.) and velocity forcing (c.)
used in inception simulations. Uavg represents the vertically and latitudinally average
velocity in the x direction (left to right on the topography maps). V avg represents
the vertically and latitudinally average velocity in the y direction (bottom to top on
the topography maps). Ubase and V base represent the latitudinally average velocities
at the base of the ice.
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A.1.4.1 Geothermal heat flux during inception
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Figure A.33: Near basal geothermal heat flux evolution. Positive values have an
upward heat flux).
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A.2 PSU/GSM parameter vector

A.2.1 Impact of the flow enhancement coefficient for shelf
flow (fnshelf)

Table A.2: Total ice volume difference between the base run and different fnshelf
parameters showing a impact of less than 1% (on average) of differences between
simulations using the parameters tested (listed in table A.1) and simulation using the
baseline parameter vector.

Volume (1014 m3) Percentage (%)
stadial interstadial stadial interstadial

res (km) avg std avg std avg std avg std

fnShelf1 5 0.00045 0.0012 -2.5e-05 0.00011 0.11 0.29 -0.027 0.18
fnShelf2 5 -0.0035 0.0036 2.2e-05 0.00013 -0.91 0.9 0.02 0.22
fnShelf1 10 0.00067 0.0031 1.1e-05 0.00011 0.17 0.75 0.063 0.29
fnShelf2 10 -0.0018 0.0029 5.6e-05 0.00029 -0.48 0.76 0.08 0.6
fnShelf1 25 0.0012 0.0054 -4e-05 0.00058 0.33 1.5 0.091 1.3
fnShelf2 25 -0.00076 0.0044 -0.0005 0.0019 -0.15 1.2 -1.2 3.8

A.2.2 Impact of the calving and sub-shelf melt parameters

Table A.3: Total ice volume difference between the base run and different calving and
sub-shelf melt parameters showing a impact of less than 1% (on average) of differences
between simulations using the parameters tested (listed in table A.1) and simulation
using the baseline parameter vector.

Volume (1014 m3) Percentage (%)
stadial interstadial stadial interstadial

res (km) avg std avg std avg std avg std

CM1 5 -0.0015 0.0021 -1.4e-05 7.1e-05 -0.38 0.53 -0.014 0.095
CM2 5 -0.001 0.0021 -1.1e-05 6.2e-05 -0.26 0.5 -0.026 0.12
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CM1 10 -0.0019 0.003 9.7e-05 0.00034 -0.48 0.71 0.13 0.5
CM2 10 -0.00069 0.0026 0.00015 0.00038 -0.21 0.63 0.29 0.6
CM1 25 0.0011 0.0055 8e-06 0.00078 0.29 1.4 0.0034 1.2
CM2 25 -0.00027 0.0057 -0.00042 0.0021 -0.04 1.5 -1.3 5.1

A.2.3 Example of the impact of the flow enhancement coeffi-
cient for shelf flow, calving and sub-shelf melt param-
eters
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Figure A.34: Total ice volume evolution over fjord region 7 for different fnshelf
parameters (left panel) and for different calving and sub-shelf melt parameters (right
panel) showing the limited impact of these parameters on the total ice volume evolution.

A.3 Experimental design

A.3.0.1 Soft bed parameters
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Table A.4: Lists of soft bed parameter tested when using a linear or a quadratic sliding
law.

20 kPa velocity
equivalence (m/yr)

Linear Quadratic
0 0 0
0.1 0.005 20
0.25 0.0125 50
0.5 0.025 100
2 0.1 400
8 0.4 1600
15 0.75 3000
30 1.5 6000
45 2.25 9000
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A.4 Results

A.4.1 Fjord geometry impact
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Figure A.35: Fjord characteristics impact compared to a 5 km wide and 100 km long
fjord showing a relation between the fjord area and resistive stresses to the ice drainage.
The left panel shows the total ice volume differences. The right panel shows the surface
elevation RMSE. Red represents the average and standard deviation over 50 kyr, blue
at the end of inception (111 to 107 ka) and green at the end of the first interstadial
event (102 to 100 ka). These simulations use the baseline parameter vector and a
quadratic (Quad) sliding law. The x axis represent the different fjords region listed in
Section A.1.1.2 of the supplement. The boldface 5 km fjord, in the x axis, represents
limit between regions generating less ice than the reference fjord (on the left) and the
region with more ice (on the right).
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Figure A.36: Range of ice evolution generated with different fjord characteristics.
These simulations use the baseline parameter vector and a quadratic (Quad) sliding
law.

A.4.1.1 Ice volume evolution

Out of the following characteristics, number of fjords (Fig.A.37(a)), fjord width
(Fig.A.37(b)), fjord length (Fig.A.38(a)), fjord terminus width (Fig.A.38(b)), fjord
flow direction (Fig.A.39(a)), fjord number of bends (Fig.A.39(b)), fjord number of
branches (Fig.A.40(a)), fjord branches length (Fig.A.40(b)), and the fjord depth profile
(Fig.A.41) only the number of fjords and total size of fjords has a discernible impact
on the rate of glaciation, non have an impact on deglacial rates.
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Figure A.37: Impact of fjord regions with a. different number of fjords with different
width as shown in Fig.A.2 and b. one fjord of different width as shown in Fig.A.3 on
the total ice volume evolution. These simulations use the baseline parameter vector
and a linear (Lin) sliding law.
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Figure A.38: Impact of fjord regions with a. different fjord length as shown in Fig.A.9
and b. different width at the mouth of the fjord as shown in Fig.A.5 on the total ice
volume evolution. These simulations use the baseline parameter vector and a linear
(Lin) sliding law.
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Figure A.39: Impact of fjord regions with a. fjord direction as shown in Fig.A.6 and
b. different number of bends in the fjord as shown in Fig.A.4 on the total ice volume
evolution. These simulations use the baseline parameter vector and a linear (Lin)
sliding law.
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Figure A.40: Impact of fjord regions with a. different number of branches as shown
in Fig.A.7 and b. one branch of different length as shown in Fig.A.8 on the total ice
volume evolution. These simulations use the baseline parameter vector and a linear
(Lin) sliding law.
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Figure A.41: Impact of fjord regions with different depth profile as shown in Fig.A.14
on the total ice volume evolution. These simulations use the baseline parameter vector
and a linear (Lin) sliding law.

A.4.1.2 Statistics

Out of the following characteristics, number of fjords (Fig.A.37(a)), fjord width
(Fig.A.37(b)), fjord length (Fig.A.38(a)), fjord terminus width (Fig.A.38(b)), fjord
flow direction (Fig.A.39(a)), fjord number of bends (Fig.A.39(b)), fjord number of
branches (Fig.A.40(a)), fjord branches length (Fig.A.40(b)), and the fjord depth profile
(Fig.A.41) only the number of fjords and total size of fjords has a discernible impact
on total ice volume evolution (table A.5) and surface elevation RMSE (table A.7)
compared to a single fjord 5 km wide and 100 km long. The largest differences are
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generated with five 2 km fjord that reduces the total ice volume on average by 9.6%
(table A.5) and have surface elevation of 128 m (which is 24.6% of the average ice
thickness, table A.7). We find the same conclusions when using a quadratic sliding
law (table A.5 and A.8) instead of a linear sliding law.
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A.4.2 Model sensitivities: resolution and order of ice dynam-
ics approximation

A.4.2.1 Model resolution dependency

1. Summary statistics (table A.9) showing an increase of the surface elevation
RMSE with resolution

Table A.9: Surface elevation RMSE at 5, 10 and 25 km resolution compared to
the 1 km resolution simulations using the quadratic sliding law. The data are
averaged over all the synthetic fjords and over the whole time series (TS), over
the first stadial (SD) and over the first interstadial (ISD).

RMSE hs (m) Percentage (%)
TS SD ISD TS SD ISD

res (km) avg std avg std avg std avg std avg std avg std

5 63.7 20.6 40.9 2.61 54.6 7.84 12 4.87 5.38 0.381 12.7 7.84
10 94.4 17.8 80.7 6.42 114 5.99 18.7 5.28 11 0.949 27 5.99
25 145 10.4 65.5 3.94 143 9.21 32.1 6.65 8.83 0.524 30.6 9.21

2. Total ice volume and surface elevation RMSE

The impact of model resolution on the total ice volume using a linear sliding law
described in Section 2 of the main article is the same when using a quadratic
sliding law (see Fig.A.42). Specifically, regions with a single fjord with different
characteristic all generate differences in the total ice volume (compared to the
reference fjord) of the same order of magnitude. This shows that the impact of
different fjord characteristics are partly taken into account in coarse resolution
simulations with the basal sliding coefficient parameterization based on the
fjords area. In addition, multiplying the numbers of fjords in a region without
increasing the total fjords area (compare five 2 km fjords, two 5 km fjords and
one 10 km fjord in Fig.A.42) increases the errors generated at 5 and 10 km
resolution. The surface elevation RMSE using either a linear (Fig.A.43) or a
quadratic (Fig.A.44) law confirm the conclusion drawn with the total ice volume
differences between coarse and high resolution simulations in Section 2 of the
main document.

The model resolution dependency described in Section of the main article when
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Figure A.42: Fjord characteristics impact for: a. a simulation at 5 km resolution, b. a
simulation at 10 km resolution and c. a simulation at 25 km resolution compared to a
1 km simulation of a 5 km wide and 100 km long fjord. Red represents the average
and standard deviation over 50 kyr, blue at the end of inception (111 to 107 ka) and
green at the end of the first interstadial event (102 to 100 ka). These simulations use
the baseline parameter vector and quadratic (Quad) sliding law.
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Figure A.43: Fjord characteristics impact on the surface elevation RMSE for: a. a
simulation at 5 km resolution, b. a simulation at 10 km resolution and c. a simulation
at 25 km resolution compared to a 1 km simulation of a 5 km wide and 100 km long
fjord. Red represents the average and standard deviation over 50 kyr, blue at the end
of inception (111 to 107 ka) and green at the end of the first interstadial event (102 to
100 ka). These simulations use the baseline parameter vector and linear (Lin) sliding
law.
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Figure A.44: Fjord characteristics impact on the surface elevation RMSE for: a. a
simulation at 5 km resolution, b. a simulation at 10 km resolution and c. a simulation
at 25 km resolution compared to a 1 km simulation of a 5 km wide and 100 km long
fjord. Red represents the average and standard deviation over 50 kyr, blue at the end
of inception (111 to 107 ka) and green at the end of the first interstadial event (102 to
100 ka). These simulations use the baseline parameter vector and quadratic (Quad)
sliding law.
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using a linear sliding law is similar when using a quadratic sliding law (compare
Fig.A.45 with Fig.2.6 in the main article). Specifically, simulations at 25 km
resolutions generates a lag of about 3 kyr during the beginning of the second
stadial event around 100 or 97 ka depending of the region analyzed (Fig.A.45).
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Figure A.45: Resolution impact on the total ice volume. Examples for a region with no
fjords (a. S10), with one 5 km wide and 100 km long fjord (b. S4) and five 2 km wide
fjords (c. S3). These simulations use the baseline parameter vector and quadratic
(Quad) sliding law.

3. Velocity differences

The impact of resolution on the velocity fields differs in the same manner when
using a quadratic sliding law (Fig.A.46) than when using a linear sliding law
(see Fig.2.7 in the main paper). More precisely, the impact of resolution on the
velocity fields differs nonlinearly with resolution and time.
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Figure A.46: Ice velocity fields at 5 km resolution (left panel) and 25 km resolution
(central panel) compared to a 1 km resolution simulation at different time slices. The
panel on the right side shows the surface, base and velocity evolution in the 25 and 1
km resolution simulations. These simulations use the baseline parameter vector and
quadratic (Quad) sliding law over the region with five 2 km wide fjords.
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A.4.2.2 Higher order ice dynamic physics

Simulations that compute the ice velocity using the HO model generates region with
thicker ice and higher velocities in fjord regions compared to simulations that compute
the ice velocity using the hybrid SIA/SSA model.

a. b.

c. d.

Figure A.47: Ice thickness differences between ISSM simulations solving the HO model
for ice flow and PSU/GSM simulations solving the hybrid SIA/SSA model at the end
of inception after a 5000 years. Results are shown for topographic regions 1, 7, 3, and
4 presented on Fig.A.1. The HO model generates more ice than the hybrid SIA/SSA
model.



136

a. b.

c. d.

Figure A.48: Vertically average velocity differences between ISSM simulations solving
the HO model for ice flow and PSU/GSM simulations solving the hybrid SIA/SSA
model at the end of inception after a 5000 years run. Results are shown for the
topographic regions 1, 7, 3, and 4 presented on Fig.A.1. The HO model generates
higher velocities than the hybrid SIA/SSA model in the fjords.
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A.4.3 Resolution dependency minimization

A.4.3.1 Hard bed parameters

The metric (defined in Section 2.4.3) minimum values in Fig.A.49 and A.50 represent
the set of parameters (presented in table 2.5 of the main text) that reduces the most
the differences in total ice volume evolution and surface elevation RMSE between
coarse resolution and high resolution simulations.
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Figure A.49: Impact the combination of different flow enhancement factor (flowC) and
the hard bed sliding coefficient (slidhardC) on simulations run at, a. 5 km resolution,
b. 10 km resolution, and c. 25 km resolution. A lower metric (defined in Section 2.4.3)
represent a better fit to the 1 km resolution simulation. The red cross represent the
lowest differences compared to the high resolution simulations. Sliding is represented
as a linear flow law.
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Figure A.50: Impact the combination of different flow enhancement factor (flowC) and
the hard bed sliding coefficient (slidhardC) on simulations run at, a. 5 km resolution,
b. 10 km resolution, and c. 25 km resolution. A lower metric (defines in Section2.4.3)
represent a better fit to the 1 km resolution simulation. The red cross represent the
lowest differences compared to the high resolution simulations. Sliding is represented
as a quadratic flow law.
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Table A.10: Improvement generated with the optimal Fnslid/Fnflow parameters in
the representation of total ice volume and surface elevation RMSE compared to the
simulation using the baseline parameter vector. Quadratic sliding law.

Volume diff hs RMSE (m)
res (km) sum (1014 m3) Improvement (%) sum (m) Improvement (%)

Base 5 2.5 2290
Optimal 5 2.1 17.2 2360 -2.68
Base 10 3.6 5200

Optimal 10 3.5 3.01 5110 1.6
Base 25 15 11300

Optimal 25 12 17.8 10500 7.32
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Figure A.51: Total ice volume evolution at different resolutions with: a. the baseline
parameter vector and, b. the optimal sets of slidhardC and flowC parameters. These
simulations use the quadratic (Quad) sliding law. The main difference compared to
the 1km resolution simulation at the end of inception, between 112 and 98 ka, are
reduced to a few percents with the optimum parameter set. The optimization did not
reduce the differences in the 25 km resolution simulation after 102 ka.
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Figure A.52: Surface elevation RMSE (compared to the 1 km resolution simulation)
when using the baseline parameter vector (dotted lines) and the optimal sets of
slidhardC and flowC parameters (solid lines). The different colours represent different
resolutions. These simulations use the quadratic (Quad) sliding law. The surface
elevation RMSE are significantly improve only in the 25 km resolution simulation,
however high errors remains.
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A.4.3.2 Soft bed parameters and basal topography upscaling methods
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Figure A.53: Metric (normalized total ice volume differences plus normalized sur-
face elevation RMSE compared to the 1 km resolution simulation using the base
parameter vector) averaged over time and all the synthetic fjords. The left panel
shows the impact of different topography interpolation methods (deepest fjord depth,
Deepest, fjord depth average, FjordAvg, the average between the deepest depth in
the fjord, DeepGenMean, the average between the fjord average and the box average,
FjordMeanGenMean, and the box average, Box) when the 0.1 km/yr basal sliding
coefficient is used. This shows that the Box average method generate the small errors
in ther of total ice volume and surface elevation RMSE compared to the 1 km resolution
simulation. The right panels focus on the impact of parameters when the box average
is used for the interpolation. These simulations use the quadratic (Quad) sliding law.
The optimum parameters presented in table 2.7 of the main paper are extracted from
Fig.A.53(b)
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Table A.11: Total ice volume difference and surface elevation RMSE between the
base run and the optimal Fnsed/Fnslid/Fnflow parameters. These results show the
reduction of errors generated with the optimization of the parameter vector twice large
for the total ice volume than for the surface elevation RMSE. Reductions in the total
ice volume difference are on average around 50% at 5 km resolution, 20% at 10 km
resolution and 25% at 25 km resolution. Quadratic sliding law.

Volume diff hs RMSE (m)
(1014 m3) Improvement (%) (1014 m3) Improvement (%)

res (km) avg std avg std avg std avg std

Base 5 0.014 0.017 63.7 20.9
Optimal 5 0.0054 0.0076 47.2 61.3 32 17.4 29 35
Base 10 0.018 0.02 94.4 17.6

Optimal 10 0.0076 0.0077 38.6 64.1 63.6 30 19.1 26.1
Base 25 0.035 0.032 145 15.1

Optimal 25 0.021 0.019 18.5 71.1 120 69.2 6.37 30.5
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Figure A.54: Total ice volume evolution in a region (S3) with five 2 km wide, 100
km long fjords using: a. the baseline parameter vector and, b. the optimal set of
parameters. These simulations use the quadratic (Quad) sliding law. Fig.A.54(b)
shows a reduction in the differences in amplitude and timing of the total ice volume
between coarse and high resolution simulations.
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Figure A.55: Total ice volume evolution in a region (S1) with a 10 km wide, 100
km long fjord using: a. the baseline parameter vector and, b. the optimal set of
parameters. These simulations use the quadratic (Quad) sliding law. Fig.A.55(b)
shows a reduction in the differences in amplitude and timing of the total ice volume
between coarse and high resolution simulations.
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Figure A.56: Surface elevation RMSE evolution (compared to the 1 km resolution
simulation) using the in a baseline (dotted lines) and the optimal (solid lines) parameter
vector. These simulations use the quadratic (Quad) sliding law over: a. a region (S1)
with a 10 km wide, 100 km long fjord and, b. a region with five 2 km wide, 100 km
long fjords. Fig.A.56(b) shows a reduction in the differences in amplitude and timing
of the total ice volume between coarse and high resolution simulations.



144

A.4.4 Thermodynamic off on

Results of simulation with the thermodynamic model turned on and off shows that
even with upstream forcing, significant differences can be obtained in the total ice
volume evolution differences (see differences between the simulation with and without
the thermodynamic model during stadial event in Fig.A.57).

Table A.12: Total ice volume difference between simulation with the thermodynamic
model turn OFF (with cold base or warm base) and ON.

Volume (1014 m3) Percentage (%)
stadial interstadial stadial interstadial

base res (km) avg std avg std avg std avg std

Cold 5 0.08 0.041 0.054 0.039 18 10 81 200
Cold 10 0.072 0.043 0.055 0.038 16 10 140 350
Cold 25 0.017 0.026 0.027 0.021 4.2 5.8 64 87
Warm 5 -0.09 0.043 0.0067 0.019 -19 8.3 12 48
Warm 10 -0.084 0.041 0.0074 0.025 -17 7.6 30 110
Warm 25 -0.07 0.033 -0.0031 0.016 -15 6.3 0.22 25
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Figure A.57: Impact of the thermodynamic component of the model at different
resolution for fjord region 7.



Appendix B

Supplementary material for: A new
sub-grid surface mass balance and
flux model for continental-scale
ice-sheet modelling: validation and
last glacial cycle

B.1 Surface mass balance module

Positive degree day methods have been widely used in surface mass balance models
(Johannesson et al., 1995; Tarasov and Peltier, 1999a; Hock, 2003; Shea et al., 2009;
Barrand et al., 2013). Here, we use the PDD method described in Tarasov and Peltier
(1999a) to compute the ice ablation and accumulation from the temperature and
precipitation fields. Ablation rates are derived from monthly mean temperature (Tm).
To increase the accuracy, hourly temperatures are considered normally distributed,
with a standard deviation (σPDD) of 5.5 ◦C, around the monthly mean. A lapse rate is
also used to adjust the temperature forcing to the ice surface elevation. The number
of days where the temperature is above 0 ◦C in a year is computed as:

PDD = 1
σPDD

√
2π

1year∫
0

Tm+2.5σP DD∫
0 ◦C

Texp

[
−(T − Tm)2

2σ2
PDD

]
dTdt (B.1)
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The amount of snow and ice are assumed to melt proportionally to the number
of positive degree days. Snow is melted first and the remaining positive degree days
are used to melt ice. The ablation rate factors for snow (γsnow) and ice (γice) have a
mean June/July/August temperature (Tjja) dependence extracted from energy balance
modelling (Braithwaite, 1995; Tarasov and Peltier, 2002, 2003):

γice =


17.22 mm/PDD Tjja ≤ −1 ◦C,

(0.0067× (10− Tjja)3 + 8.3) mm/PDD −1 ◦C < Tjja < 10 ◦C,

8.3 mm/PDD 10 ◦C ≤ Tjja

and

γsnow =


2.65 mm/PDD Tjja ≤ −1 ◦C,

(0.15× Tjja + 2.8) mm/PDD −1 ◦C < Tjja < 10 ◦C,

4.3 mm/PDD 10 ◦C ≤ Tjja

In addition, the amount of superimposed ice for a year is computed as per Janssens
and Huybrechts (2000):

min[Pr +M, 2.2× (Ps −M)− d× ci/L×min(Tsurf , 0 ◦C)] M < Ps,

min[Pr +M,d× ci/L×min(Tsurf , 0 ◦C)] M > Ps

where Pr is the rainfall in a year, Ps is the snow fall in a year, M is the snow melt in
a year, 2.2 is the capillarity factor, d is the active thermodynamic layer (set to 1 m),
ci is the ice specific heat capacity (152.5 + 7.122T ) in Jkg-1 K-1, L is the latent heat
fusion (3.35 × 105) in Jkg-1, and Tsurf is the surface temperature.

A normal distribution of the hourly temperature is also used to compute the
amount of snow accumulation from the precipitation. A lower standard deviation σRS

= σPDD-0.5 is assumed in that case to account for the smaller temperature variability
during cloudy days. Precipitation is assumed to fall as snow when the temperature is
below 2 ◦C.

accumulation
precipitation = ρi

ρwσRS
√

2π

∫ 1year

0

∫ 2 ◦C

Tm−2.5σRS

exp
[
−(T − Tm)2

2σ2
RS

]
dTdt (B.2)

A parameterization of the elevation-desertification effect (Budd and Smith, 1981)
reduces the precipitation by a factor of two for every kilometre increase in elevation.
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This exponential reduction is a function of the surface height difference to that of
present-day with an ensemble parameter threshold for activation (Tarasov and Peltier,
2006; Tarasov et al., 2012).
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B.2 Results for the stepwise regression fit

A regression model is constructed to minimizing ice volumes results misfits between the
sub-grid model and ISSM. To determine which topographic characteristics significantly
reduce the misfits, a stepwise multilinear regression method is used. Simulations are
run to steady state (2 kyr) using a constant precipitation rate of 1 m/yr and a sea
level temperature forcing of 0 ◦C. These simulations are performed over 3 sets of 7
topographic regions.

Using the flow direction, the number of local maxima (tested with radius sizes of
2, 6 and 10 grid cells) and the sum of the squared slopes in the regression model did
not reduce the misfits. The other characteristics tested are the terrain ruggedness,
the variance in the slopes, slopevarNorm, and the standard deviation of the surface
elevation topography SSD.

Table B.1 summarizes the results of the stepwise regression fit when these pa-
rameters are used in different combinations (cases 1 to 8). ’In’ indicates that this
variable does reduce the differences between the ice volume generated by ISSM and
the model generated with the stepwise regression fit. ’Out’ indicates no reduction and
the variable is not kept in the regression model. The stepwise regression fit is tested
on experiments using the first and third topographic data set ("ids1"), the first and
the second ("ids2") and the second and the third ("ids3"). A fourth experiment ("all
ds") uses all the data. In that last case, no data are left to test the model obtained.
’rmse*1010 (3ds)’ represents the root mean square error, in 103 m3 of ice, between the
ice volume generated by ISSM and the model generated by the stepwise regression fit
results, using the three data sets. The regression model, Vregmod, that generates the
lowest misfits accounts only for the standard deviation of the topography (case 7) and
is define as:

Vregmod = 0.79VSG + 2.2017e8 SSD (B.3)
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Table B.1: Stepwise regression fit results
ids1 ids2 ids3 all ds rmse sum

case 1
Ice volume SG ’In’ ’In’ ’In’ ’In’
terrain ruggedness ’In’ ’Out’ ’In’ ’In’
slopevarNorm ’In’ ’Out’ ’In’ ’In’
SSD ’In’ ’In’ ’In’ ’In’
rmse*1010 (3ds) 7.3981 2.3025 8.9690 7.3981 26.068 (6)
case 2
Ice volume SG ’In’ ’In’ ’In’ ’In’
terrain ruggedness ’Out’ ’Out’ ’In’ ’In’
SSD ’In’ ’In’ ’Out’ ’In’
rmse*1010 (3ds) 2.9883 2.3025 5.6907 2.9883 13.970 (2)
case 3
Ice volume SG ’In’ ’In’ ’In’ ’In’
terrain ruggedness ’Out’ ’Out’ ’In’ ’In’
slopevarNorm ’Out’ ’In’ ’Out’ ’Out’
rmse*1010 (3ds) 8.2247 2.6692 5.6907 8.2247 24.809 (4)
case 4
Ice volume SG ’In’ ’In’ ’In’ ’In’
slopevarNorm ’Out’ ’Out’ ’Out’ ’Out’
SSD ’In’ ’In’ ’In’ ’In’
rmse*1010 (3ds) 2.9883 2.3025 2.1609 2.9883 10.440 (1)
case 5
Ice volume SG ’In’ ’In’ ’In’ ’In’
terrain ruggedness ’Out’ ’Out’ ’In’ ’In’
rmse*1010 (3ds) 8.2247 4.1280 5.6907 8.2247 26.268 (7)
case 6
Ice volume SG ’In’ ’In’ ’In’ ’In’
slopevarNorm ’Out’ ’In’ ’In’ ’In’
rmse*1010 (3ds) 8.2247 2.6692 3.1347 8.2247 22.253 (3)
case 7
Ice volume SG ’In’ ’In’ ’In’ ’In’
SSD ’In’ ’In’ ’In’ ’In’
rmse*1010 (3ds) 2.9883 2.3025 2.1609 2.9883 10.440 (1)
case 8
Ice volume SG ’In’ ’In’ ’In’ ’In’
rmse*1010 (3ds) 8.2247 4.1280 5.3374 8.2247 25.915 (5)
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B.3 Surface elevation and velocities on an inclined
plane when different numbers of hypsometric
bins are used (Fig.B.1)
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Figure B.1: Sensitivity to the number of hypsometric bins for an experiment using a
sea level temperature set to 0 ◦C and the desertification factor to 0.5. a. shows the
surface elevation and b. the velocity profiles after 2 kyr.

B.4 Percentage of hypsometric bins jumps (Fig.B.2)

0 50 100 150 200 250 300
0

10

20

30

40

50

60

70

80

90
jumps

number of hypsometric bins

pe
rc

en
ta

ge

Figure B.2: Average percentage of hypsometric bin jumps in the 21 regions analyzed
when different numbers of hypsometric bins are used. "Hypsometric bin jumps" is
used to represent some high resolution adjacent grid cells that belong to non-adjacent
hypsometric bins.
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B.5 Sensitivity to number of hypsometric bins at
steady state for six different regions in the
Canadian Rockies (Fig.B.3)

0

1000

2000

region 1

E
le

va
tio

n 
(m

)

region 2 region 3

0 0.5 1
0

1000

2000

region 4

 

 

5 bins
10, 30 bins
issm
bedrock

0 0.5 1
Cumulative normalized area

region 5

0 0.5 1

region 6

a.

0

100

200

300

400
region 1

Ic
e 

th
ic

kn
es

s 
(m

)

region 2 region 3

0 0.5 1
0

100

200

300

400
region 4

 

 

5 bins
10, 30 bins
issm

0 0.5 1
Cumulative normalized area

region 5

0 0.5 1

region 6

b.

0  

50 

100
region 1

V
el

oc
ity

 (
m

/y
)

0  

50 

100
region 2

0 

50
region 3

0 0.5 1
0 

10

20

30
region 4

0 0.5 1
0 

50

Cumulative normalized area

region 5

0 0.5 1
0  

50 

100
region 6

c.

0

0.05

0.1

0.15

0.2
region 1

S
lo

pe

region 2 region 3

0 0.5 1
0

0.05

0.1

0.15

0.2
region 4

0 0.5 1
Cumulative normalized area

region 5

0 0.5 1

region 6

d.

Figure B.3: Comparison of ice grid cell characteristics when different hypsometric
bins are used in the SG model. Steady state results are shown (after 2 kyr simulation)
for six different regions. a. displays the surface elevation, b. the ice thickness, c.
the velocities and d. the slopes. The solid black line represents the bed topography
using 30 hypsometric bins. The solid blue lines are for ISSM results. The other lines
correspond to the SG model results using 5 (dashed green lines) and 10 (dashed-doted
red lines) hypsometric bins. The differences between the 10 and 30 bins runs are too
small to be differentiated.
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B.6 Ice evolution on an inclined plane for different
forcings (Fig.B.4)

0 0.2 0.4 0.6 0.8 1
0

500

1000

1500

el
ev

at
io

n 
(m

)

Normalized cumulative area

 

 

hb
100y     SG
100y     ISSM
500y     SG
500y     ISSM

 

 

T = 0°C
des fac = 0.5

 

 

1000y    SG
1000y    ISSM
2000y    SG
2000y    ISSM

a.

 

 

T = 0°C
des fac = 0.5

0 0.2 0.4 0.6 0.8 1
0

500

1000

1500

el
ev

at
io

n 
(m

)

Normalized cumulative area

b.

0 0.2 0.4 0.6 0.8 1
0

20

40

60

80

100

ve
lo

ci
ty

 (
m

/y
)

Normalized cumulative area

c.

0 0.2 0.4 0.6 0.8 1
0

50

100

150

200

250

300
ve

lo
ci

ty
 (

m
/y

)

Normalized cumulative area

d.

Figure B.4: Surface elevation and velocities evolution over an inclined plane for the
ISSM and the SG model. Simulations use a sea level temperature forcing of 0 ◦C and
an elevation desertification factor of 0.5 in a and c, and 0 in b and d.
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B.7 Sensitivity to different SG model parameteri-
zations (Fig.B.5)

Here we compare different SG model parameterizations. The first parameterization of
the velocities at every bin (Para 1) uses the standard deviation of the topography in
the velocity equation (Eq.6 in the manuscript). The second parameterization adjust
the lowest hypsometric bin velocity as described in Eq.7 of the manuscript.
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Figure B.5: Comparison of ice grid cell characteristics when different parameterizations
are used in the SG model. Result are shown at steady state after 2 kyrs of simulation
for six different regions. a. displays the surface elevation, b. the ice thickness, c.
the velocities and d. the slopes. The solid black line represents the bed topography
using 30 hypsometric bins. The solid blue lines are from ISSM runs. The other lines
correspond to the SG model results with no additional parameterization (dashed red
lines), the parameterization of the velocities at every bin (Para 1, solid cyan lines) and
the parameterization of the slope at the lowest bin (Para 2, dashed-doted green lines).
10 hypsometric bins are used throughout.
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B.8 Results for a simulation where more ice is gen-
erated when the SGmodel is activated (Fig.B.6)

a. b.
SG activated SG on - SG off

Figure B.6: Ice thickness comparison at 50 ka, using a parameter vector that gives
an increase of ice thickness when the SG model is used. a. Ice thickness when SG is
activated. b. Ice thickness difference between simulations with the SG model turned
on and off.

B.9 Maximum positive and negative differences (Fig.B.7)
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Figure B.7: Ice volume evolution using the ensemble parameter vectors that give the
maximum positive (red) and negative (blue) differences between simulations with the
SG model activated or not.
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B.10 Ice volume redistribution on coarse grid (Fig.B.8)

Of the five runs that generate a better fit to calibration constraints in Tarasov et al.
(2012), we focus here on results using the ensemble parameter vector of run nn9894 as
they all display similar behaviour.
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Figure B.8: Total ice volume evolution for a simulation over North America with the
SG model turned on (SG on) using the parameter vector of run nn9894. Different
methods of ice redistribution at the CG level are compared. "VC" is for ice volume
conservation, "SC" for surface elevation conservation and "MC" uses the maximum of
the previous two methods. "SG off" represents a run where the SG model has been
turned off.
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