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Abstract 

This thesis presents two real time process fault detection and diagnosis (FDD) techniques 

incorporating process data and prior knowledge. Unlike supervised monitoring techniques, 

both these methods can perform without having any prior information of a fault. In the first 

part of this research, a hybrid methodology is developed combining principal component 

analysis (PCA), Bayesian network (BN) and multiple uncertain (likelihood) evidence to 

improve the diagnostic capacity of PCA and existing PCA-BN schemes with hard evidence 

based updating. A dynamic BN (DBN) based FDD methodology is proposed in the later 

part of this work which provides detection and accurate diagnosis by a single tool. 

Furthermore, fault propagation pathway is analyzed using the predictive feature of a BN 

and cause-effect relationships among the process variables. Proposed frameworks are 

successfully validated by applying to several process models. 
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Chapter 1 

Introduction 

1.1. Background 

Continuous process monitoring plays a crucial role in ensuring process safety and reliable 

product quality demand (Severson et al., 2016). Process industries are getting bigger day 

by day aiming to meet up the ever-increasing end users’ demand, resulting in simultaneous 

interaction of numerous variables, which is making the task of process monitoring arduous. 

Fault detection and diagnosis (FDD) tools are the central units of any process monitoring 

technique. A fault can be defined as a deviation of at least one of the variables from the 

acceptable operational range (Himmelblau, 1978; Isermann, 2005). It may emerge from a 

malfunctioning actuator or sensor. Fault detection is determining whether a process is in a 

normal state or in an abnormal state, while fault diagnosis refers to the identification of the 

root cause(s) of the fault. Early detection helps in taking corrective actions timely, and 

diagnosis guides the operators to a specific part of the process which is faulty, and needs 

to be taken care of. FDD is an active area of research in last few decades. Still, process 

industries suffer from an enormous economic losses due to the occurred abnormal 

situations initiated by a fault during operation (Nimo, 1995). A fault can spread throughout 
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the entire process if it goes undetected, or corrective measures are not taken timely after 

detection. It may result in degraded performance or complete system failure depending on 

the magnitude of the fault, time of detection and activation of the preventive steps. For 

example, a catastrophic accident was encountered due to a delayed detection in loss of well 

control at an oil rig in the Macondo field operated by the British Petroleum (BP) L.L.C. 

(Bea, 2011; Board, 2012).  

Abnormal situation management (ASM) mainly comprises of three steps: (1) timely 

detection of the fault(s), (2) diagnosing the root cause(s), and (3) restoring the system in 

the normal operating condition. The third part varies from the industry to industry due to 

the diversified nature of the production processes. Therefore, researchers are mainly 

focusing on the first two parts of the ASM (Isermann, 2006). Symptoms are the observable 

effects of a fault. Process data as well as these symptoms contain noise. Moreover, most of 

the industries are operated under many close loops (Hoo et al., 2003). These make the 

detection of smaller magnitude faults extremely onerous. Although many FDD methods 

have been proposed over the years, most of the individual monitoring schemes suffer from 

accurate diagnostic capacity (Venkatasubramanian et al., 2003b). Combination of two or 

more methods (popularly known as the hybrid methods) have been proposed by the 

researchers as an alternative solution to the individual methods. These hybrid methods can 

provide apt answers to the questions whether a process is being operated in a safe mode or 

not, and if not where the fault has occurred (Gharahbagheri et al., 2017; Mallick and Imtiaz, 

2013; Mylaraswamy and Venkatasubramanian, 1997; Vedam and Venkatasubramanian, 

1999; Yu et al., 2015). 
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1.2. Objectives 

The goal of this research is to develop process FDD tools which can detect the fault and 

diagnose the root cause of the fault precisely to reduce the human error. Prime focus is 

given on the consistency in accurate diagnosis. Principal component analysis (PCA), 

Bayesian network (BN) and dynamic Bayesian network (DBN) based FDD methodologies 

are proposed. The challenges of implementing the existing PCA-BN based method are 

discussed in Section 3.1. First part of this thesis proposes a comprehensive hybrid 

methodology which can solve these challenges. Finally, a DBN based scheme is proposed 

in the second part to facilitate the FDD in a single tool. The main objectives of this thesis 

are to:  

• Detect the fault and diagnose the root cause of the fault without having any prior 

information of a specific fault type. 

• Improve the limited diagnostic capacity PCA integrating with a knowledge based 

tool: BN to diagnose the root cause more precisely. 

• Overcome the challenges faced by existing PCA-BN based methodology. 

• Develop a DBN based FDD scheme which can detect the fault as well as diagnose 

the root cause accurately. 

1.3. Thesis Structure 

This thesis is a manuscript styled thesis which includes two submitted manuscripts. It is 

composed of five chapters. Chapter 1 briefly presents the definition of the fault detection 

and diagnosis as well as the consequences of a fault followed by the motivation and 

objectives of this research. Chapter 2 provides an extensive literature review on different 
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FDD methods, mentioning their merits and demerits. Emphasis has been given on the 

methods relevant to this thesis. In Chapter 3, a hybrid framework combining PCA, BN and 

multiple likelihood evidence is implemented to detect the process faults, diagnose the root 

cause of the fault, and identify the propagation pathway. This paper is submitted to the 

Chemical Engineering Science journal. A DBN based FDD scheme is proposed and 

validated in Chapter 4. This paper is submitted to the American Institute of Chemical 

Engineers (AIChE) journal. Finally, the outcomes of this thesis are summarized, and some 

future directions to improve this research are presented in Chapter 5. 

1.4. Software Used 

Since the applications of the proposed algorithms have been demonstrated on the simulated 

data, a well-known and available software, student version of MATLAB Simulink has been 

used in this thesis. It can be downloaded from https://my.mun.ca/student. All the necessary 

codes are written in MATLAB as well. GeNIe 2.0 has been used for modeling both the 

Bayesian network and dynamic Bayesian network for all the process models. It allows 

performing Bayesian inference for several algorithms. Academic version of this software 

is available to be downloaded at https://download.bayesfusion.com/files.html?category= 

Academia without any cost. 

1.5. Authorship Statement  

I am the primary author of this thesis and, also the two papers, on which this thesis is based 

on. With the help of the co-authors, Drs. Faisal Khan and Syed Imtiaz, I developed the 

conceptual understanding of the model requirement and its potential application. 

Subsequently, I developed detailed PCA-BN based hybrid and DBN based FDD models. I 

https://download.bayesfusion.com/files.html?category=Academia
https://download.bayesfusion.com/files.html?category=Academia
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carried out the literature review. I have prepared the first draft of both manuscripts 

(presented in the thesis), subsequently revised the manuscripts based on the co-

authors’ feedback. The co-author, Dr. Syed Imtiaz helped in the development, testing and 

improvement of the models. He also assisted in reviewing and revising the manuscripts. 

The co-author, Dr. Faisal Khan helped in reviewing, analyzing, and testing the 

concepts/models, reviewed, and corrected the models and results, and contributed in 

preparing, reviewing, and revising the manuscript.  
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Chapter 2 

Literature Review 

Process FDD is one of the most prevalent areas of research. Over the years, many FDD 

tools have been proposed by the researchers. These methodologies have been classified 

into several categories from different perspectives. FDD methods in the existing literatures 

are broadly categorized into four main groups: (1) model based approaches, (2) process 

history or data based approaches, (3) knowledge based approaches, and (4) hybrid methods 

(Chiang et al., 2001; Venkatasubramanian et al., 2003b, 2003c). These approaches are 

briefly explained in the Sections 2.1, 2.2, 2.3 and 2.4. 

2.1. Model based Approaches 

Model based approaches mainly depend on the functional or analytical redundancy. 

Analytic redundancy is obtained from the residuals. These approaches require a residual 

generator and a residual evaluator. Residual generator provides the residuals by comparing 

the plant output with the model output, and residual evaluator makes the decision about the 

faulty or normal state of a process (Frank and Ding, 1997). These approaches highly rely 

on the process system models developed mainly from the first-principles models. The first-

principles models are constructed using the laws of physics (e.g. mass, energy, and 
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momentum balances). Residual is the discrepancy between the plant and model outputs. It 

can provide an indication to the fact that whether there is any fault or not (Chow and 

Willsky, 1984). In an ideal condition, the residual should be equal to zero. However, it is 

usually non-zero in the industrial processes due to noise and modelling uncertainty. 

Diagnostic observers, Kalman filters, parity relations, parameter estimation etc. are the 

mostly used tools in this category (Venkatasubramanian et al., 2003c). 

Observers are used to estimate the unmeasured state variables. In observer based methods, 

fault is detected and diagnosed using the residuals generated from the estimated and 

measured outputs. However, these residuals contain the information of both faults and 

disturbances (Severson et al., 2016). (Frank, 1990) presented an observer based FDD 

scheme by decupling the effects of the faults from disturbances. The diagnosis task was 

performed by combining the analytical and knowledge based redundancy. (Frank and Ding, 

1997) proposed a bank of observer based FDD scheme. The key concept was making one 

residual dedicated to a particular fault and insensitive to the other faults. Consider, four 

observers are designed to monitor a process that contains four different faults. If observer 

1 is dedicated to fault 1, it will not be affected by other faults. In normal operating condition 

(NOC), all the residuals will be very small. When fault 1 occurs, observer 1 will show large 

deviation in residual while other observers will continue to provide small residuals, since 

these are insensitive to this fault. This technique is popularly known as the robust observer 

based fault diagnosis (Gertler, 2015). Unknown input observer (UIO) is another way of 

taking out the effect of the disturbances. (Sotomayor and Odloak, 2005) used a bank of 

UIOs to diagnose the faults in input, output and model parameters under model predictive 
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control (MPC). (Zarei and Poshtan, 2010) proposed a methodology for designing non-

linear UIO. Observer gain was estimated using the unscented transformation.    

Kalman filter (KF) is the optimal state estimator/observer when process is linear, and noise 

follows a Gaussian distribution. Although KF based observers perform well in the steadily 

shifting faults, it may be difficult to identify the jump failures (Venkatasubramanian et al., 

2003c). Classical KF do not provide optimal solution when the system is non-linear. 

Extended KF (EFK) and unscented KF (UKF) are the two derivatives of conventional KF 

to tackle the non-linearity. EKF linearizes the model using the Taylor series expansion, 

while UKF determines a set of sigma points and transform each of these points through the 

non-linear function to compute the Gaussian from the transformed and weighted points 

(LaViola, 2003). UKF provides the best performance compared to the KF and EKF when 

the system is highly non-linear (Wan and Van Der Merwe, 2000). Many observers have 

been developed in recent years to handle different issues such as disturbances, faults, 

optimum estimation, non-linearity etc. (Ali et al., 2015) presented an exhaustive review on 

different types of observers recently used in the chemical process systems.  

Examining parity equation relation is one of the earliest and popular model based 

approaches. The key idea is to check the parity or consistency of the monitoring models 

with the measurements and known inputs, since any model based residual generator can be 

expressed in terms of parity relation (Gertler, 1991; Venkatasubramanian et al., 2003c). 

Parity vector is constructed from a linear combination of sensor outputs and applied inputs 

in the open loop operation, and the outputs are reconstructed from the measurements using 

the observers. Residuals need to be zero in absence of any fault and process uncertainty 
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(Patton and Chen, 1991). However, it is difficult to build an explicit model, and uncertainty 

always prevails in the measurements due to noise, which may make the residuals non-zero. 

(Willsky, 1976) first proposed the dynamic parity relations. (Chow and Willsky, 1984) 

developed a method to construct the parity equations from the state-space model. 

(Staroswiecki et al., 1993) improved the robustness of fault detection and isolation (FDI) 

using the optimal structured residuals generated from the parity relations. (Magni and 

Mouyon, 1994) presented a methodology which needed to estimate only those state 

vectors, required for residual generation using the parity space approach. Other notable 

works using the parity relation are presented by (Gertler, 1997; Odendaal and Jones, 2014; 

J. Wang et al., 2017; Zhong et al., 2015). More information can be found in (Patton and 

Chen, 1991). One of the main assumptions of this approach is that the model is linear. 

Hence, parity space approach becomes less suitable for monitoring batch processes since 

operating condition continuously changes, and often non-linearity exists in large scale 

production facilities. 

The underlying assumption of the parameter estimation based FDD technique is that the 

process faults also affect the parameters. These parameters are not directly measurable. 

On-line measurements are obtained using the assumption that the process parameters have 

relationships with the state variables. (Isermann, 1982; Young, 1981) contemplated 

different parameter estimation techniques such as least-squares estimation, determination 

of time derivatives, instrumental variables parameter estimation, and parameter estimation 

via discrete-time models. (Isermann, 1985) proposed a FDD method using the parameter 

estimation technique. The threshold of the process parameters is determined in normal 
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operating condition, and on-line measurements through the state variables are compared. 

Any violation from the threshold is considered as a fault. However, diagnosis becomes 

more strenuous due to the complex interaction of the process parameters and fault 

symptoms. (Isermann, 1997, 1993) incorporated expert opinion with the parameter 

estimation technique to improve the diagnosis capacity. A fault influences specific 

parameters and symptoms. These symptoms can be analyzed, and if-then rule can be 

applied to diagnose the fault. (Höfling and Pfeufer, 1994) proposed a methodology 

combining the parameter estimation and parity relation for optimal fault detection. (Che 

Mid and Dua, 2017) applied a parameter estimation based fault detection technique to a 

single stage evaporator and the four tank systems. This approach requires precise dynamic 

models which are difficult to obtain in large scale industrial processes. Diagnostic 

performance of the parametric estimation technique is complex and often misleading 

(Venkatasubramanian et al., 2003c). 

The salient review papers in the field of model based FDD are presented by (Frank, 1996; 

Gao et al., 2015; Gertler, 2015, 1991; Himmelblau, 1978; Isermann, 2006, 1997; Isermann 

and Balle, 1997; Katipamula and Brambley, 2005; Simani et al., 2003; 

Venkatasubramanian et al., 2003c). 

The biggest advantage of using the model based approaches is the elimination of costly 

hardware redundancy. However, the models need to be accurate for better FDD 

performance. Most of the model based FDD tools are constructed considering the process 

to be linear, which is often invalid in practical cases. Moreover, it is costly and time 

consuming to build a model. Another crucial fact is that the model may vary from plant to 
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plant for same product depending on the process flow diagrams (PFDs). In batch processes, 

it is often difficult to obtain the details of the physical relationships among the process 

variables which results in modelling error and uncertainty. Thus, model based approaches 

become less suitable in large scale process monitoring (Venkatasubramanian et al., 2003c). 

2.2. Data based Approaches 

Data based methods exploits the correlation between the variables for detecting process 

fault and thus eliminates the need for explicit models. Data based methods train the 

monitoring scheme using the historical process data. Hence, these approaches are also 

known as the process history based methods. A large amount of historical data is 

transformed to construct the monitoring scheme for FDD. This transformation technique is 

known as the feature extraction. Data based methods can be divided into two categories 

depending on the extraction process: qualitative and quantitative methods. Qualitative 

methods include the expert systems and qualitative trend analysis (QTA), while 

quantitative methods include the statistical tools (e.g. Principal Component Analysis, 

Partial Least Squares), artificial neural network (ANN) and support vector machine (SVM) 

(Venkatasubramanian et al., 2003b).  

Statistical methods contain both univariate and multivariate techniques. The univariate 

techniques include the Shewhart control chart, exponentially weighted moving average 

(EWMA) control chart and cumulative sum (CUSUM) control chart. The Shewhart chart 

developed by (Shewhart, 1930) is the most widely used univariate control chart. It is also 

known as the x̅ chart. The upper control limit (UCL) and lower control limit (LCL) of the 

Shewhart control chart are calculated from the mean () and standard deviation (). A 
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popular choice of UCL and LCL are +3 and -3 respectively. When a sample exceeds 

any of these control limits, fault is detected. Unlike the Shewhart chart, both EWMA and 

CUSUM control charts have some memory, since they use the first order linear filter. Both 

these charts are computationally more expensive, and their performance is largely affected 

by the proper selection of the tuning parameter (Montgomery and Runger, 2010). The main 

advantage of the univariate monitoring techniques is the ease of implementation. However, 

these charts do not consider the change in operating condition while taking decision, 

resulting in unnecessary false alarms. Another drawback of the univariate monitoring is 

that an individual chart is required to monitor a variable which makes the monitoring more 

complex for the operators. Hence, only a few quality variables are possible to monitor using 

the univariate techniques (Kourti and MacGregor, 1995). 

Multivariate statistical process monitoring (MSPM) tools removes some of the limitations 

of the univariate monitoring techniques using different statistics such as Hotelling’s T2, 

squared prediction error (SPE) and I2 statistics.  These tools can represent the process data 

in a lower dimensional space which essentially reduce the monitoring cost. Another robust 

feature of the MSPM tools is that they can capture the correlation among the process 

variables. As a result, false alarms can be minimized when operating condition changes. 

Principal component analysis (PCA), partial least square (PLS), independent component 

analysis (ICA) and Fisher discriminant analysis (FDA) are the notable MSPM tools.  

PCA is a dimensionality reduction tool which has a wide range of application in the fields 

of medical science (Price et al., 2006), dynamic risk assessment (Adedigba et al., 2017), 

fault detection (Zadakbar et al., 2012), quality monitoring (Jackson, 2005) and so on. PCA 
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became popular in the process industries after the works of (Kresta et al., 1991; Wise et al., 

1988). Reduced dimension in PCA is obtained by rotating the axes. PCA projects the 

variables onto the principal component space and extracts a new set of variables. These 

extracted variables are called the principal components (PCs) (Dunia et al., 1996). PCs are 

linear combination of the original variables. PCs are orthogonal to each other and the first 

PC explains the most variance in the data, then the second PC, and so on. PCs can be 

obtained sequentially or through eigenvalue decomposition/singular value decomposition 

(SVD). SVD decomposes the covariance or correlation matrix to a set of vectors which has 

the same properties as PCs. Selection of appropriate number of PCs largely affects the 

monitoring performance. Details of selection procedure of number of PCs can be found in 

Section 3.2.1. Figure 2.1 shows the geometric representation of PCA. 

                                (a)                                                                  (b) 

  

Figure 2.1: Geometric representation of PCA (a) raw data (b) axis rotation by PCA 

Hotelling’s T2 and squared prediction error (SPE) are the two most common statistics 

associated with PCA. T2 measures the distance between the sample space and center of the 

feature space. SPE indicates the lack of goodness of fit of sample data from the residual 
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space. Whenever an on-line sample violates the threshold of T2 or SPE, fault is detected. 

Another excellent feature of T2 and SPE statistics is that they can provide the multivariate 

contribution plots which can help to identify the root cause of the fault. However, the 

variable with the highest contribution is not always the root cause of the fault which makes 

the diagnosis incomplete and complex (Joe Qin, 2003).  

One of the limitations of PCA is that the PCs are time invariant. When process data are 

highly time dependent, classical PCA may provide higher false alarm rate or miss detection 

rate. (Ku et al., 1995) proposed dynamic PCA (DPCA) to address this issue. (Westerhuis 

et al., 1998) applied multi-block PCA to the processes that contain several stages. Multi-

block PCA provides better diagnostic information than single PCA (Qin et al., 2001).  

Process data often experience gradual drift which creates significant false alarms unless 

the monitoring model is updated with time. (Li et al., 2000) proposed a recursive PCA 

(RPCA) algorithm to recursively update the control limits and PCs for adaptive monitoring. 

Moving window PCA  is another way to handle the gradual drift (Jeng, 2010). (Nomikos 

and MacGregor, 1994) successfully applied multi-way PCA to handle the 

multidimensionality of data in batch processes. Another extension of PCA to monitor batch 

processes is combining it with wavelet filtering, which is commonly known as the multi-

scale PCA (Bakshi, 1998; Misra et al., 2002; Nielsen and Jensen, 2009; Zhang et al., 1999). 

It mainly works by removing the time-scales with slower variations.  

PCA provides the optimal solution when process data follow a Gaussian distribution 

(Rhoads and Montgomery, 1996). ICA provides robust performance in a non-Gaussian 

feature using higher order statistics such as kurtosis and negentropy (Kano et al., 2003; Lee 
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et al., 2004b). The major weakness of the conventional ICA is that it cannot distinguish the 

dominant independent components (ICs). Modified ICA (MICA) was proposed by (Lee et 

al., 2006; Zhang and Zhang, 2010) to tackle this issue by preserving the ranking of PCs in 

the PCA whitening step.  

Linear PCA cannot provide the best performance in case of process non-linearity. (Kramer, 

1991) used an auto-associative neural network based non-linear PCA (NLPCA) to monitor 

non-linear data. In recent days, kernel tricks are becoming popular to handle the non-

linearity, and many researchers have proposed kernel PCA (KPCA) based FDD (Choi et 

al., 2005; Choi and Lee, 2004; Lee et al., 2004a). Selection of proper kernel function (e.g. 

Gaussian, polynomial, radial, and sigmoidal) along with the associated parameters is a huge 

challenge in constructing the KPCA model. It is also computationally expensive when 

sample data are large since the lower dimensional data are projected onto the higher 

dimensional space.  

Both ANN and SVM have robustness in case of process non-linearity (Mahadevan and 

Shah, 2009; Sorsa and Koivo, 1993). Nevertheless, these methods are suitable when in-

depth information about the process is available, since both normal and faulty data are 

needed to train the monitoring scheme to ensure accurate diagnosis.  

(Chiang et al., 2001; Yin et al., 2012) compared the detection performance of different 

multivariate techniques using the benchmark Tennessee Eastman (TE) chemical process. 

(Ge et al., 2013) presented the merits and demerits of different data based FDD tools in 

their review paper. Other informative review articles on the process history based FDD 
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tools include (Ding, 2014; Qin, 2012; Russell et al., 2012; Venkatasubramanian et al., 

2003b; Yin et al., 2014; Yoon and MacGregor, 2001). 

Data based FDD tools are very popular in the process industries due to ease of application. 

Although these tools provide quick detection performance, they lack in accurate diagnostic 

capacity. The multivariate contribution plots often fail to diagnose the root cause when the 

fault magnitude is very low. Another issue is more than one variable are shown as faulty 

due to the smearing effect, which eventually makes the diagnostic task more complex (Liu, 

2012). 

2.3. Knowledge based Approaches 

Knowledge based tools reflect the human knowledge in terms of computer programs to 

improve the diagnostic task. Prior knowledge is utilized to build the model using if-then-

else clauses (Venkatasubramanian et al., 2003a). Experts systems, case based reasoning 

(CBR), fault tree analysis (FTA), signed digraph (SDG), possible cause and effect graph 

(PCEG) and Bayesian network (BN) are the most popular knowledge based FDD tools. 

Expert systems are the earliest knowledge based tools which attempted to reflect the expert 

knowledge in terms artificial intelligence (AI) using computer aided programs. The 

objectives of the expert systems are to: (1) infer process anomalies from the observed 

information, (2) detect potential hazards due to these malfunctions, and (3) recommend the 

remedies (Quantrille and Liu, 2012). MODEX2 is one of the primeval expert systems 

developed by (Venkatasubramanian and Rich, 1988) which used abductive reasoning for 

fault diagnosis. (Venkatasubramanian and Chan, 1989) developed an expert system to 

diagnose the faults in the fluid catalytic cracking unit (FCCU). This is well known as the 
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CATDEX. It uses simple AND-OR decomposition strategy to diagnose the root cause. 

FAX was built by (Chen and Modarres, 1992) using the hierarchical system decomposition 

technique. It utilized the Bayes’ theorem (BT) as the inference algorithm. (Nan et al., 2008) 

introduced a computer aided tool which can integrate both expert knowledge and sensor 

data. Fuzzy logic was used for inference purpose. The advantages of expert systems lie on 

the facts that they are easier to develop and can provide viable solutions to take corrective 

actions. However, they lack in adaptability to new fault conditions.  

CBR is another AI based approach which tries to solve the emerged problems using the 

knowledge of past. CBR has mainly three important properties: (1) store all the formerly 

occurred faults and the logical reasons behind these incidents, (2) robustly diagnose the 

cause of a fault which has already been encountered, and (3) try to present the reasons for 

the new faults based on the experience of past (Kolodner, 1992). Adaptability to new 

situations make it more user friendly (Lee, 2017). (Grant et al., 1996) applied CBR in fault 

diagnosis of industrial printers using CheckMate software and showed that CBR performs 

more efficiently than the rule based expert systems. (Olivier-Maget et al., 2009) used the 

outputs of the EKF as the input evidence in CBR to improve the diagnosis capacity of the 

FDD tool. (Zhao et al., 2017) proposed an improved CBR algorithm to reduce the 

computational time. Different case studies in the Tennessee Eastman (TE) chemical 

process were used to validate the developed model. More information on CBR can be found 

in (Aamodt and Plaza, 1994; Ashley, 2003; Watson and Marir, 1994). Although it has 

adaptability to new fault conditions, required domain expert knowledge to build the 
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diagnostic model is essentially higher than the rule based expert systems. It also takes 

longer time to present the diagnostic result.  

FTA is a robust tool in safety, risk and reliability analysis (Lee et al., 1985). It is a is a top-

down deductive failure analysis technique, where a top event represents the failure of a 

variable due to failure of one or more variables, located at the bottom of the FT. These 

variables are causally related. Variable at the top of the FT is dependent on the other 

variables. FT assumes the bottom variables to be independent of each other (Vesely et al., 

1981). Boolean logical ‘AND’ and ‘OR’ gates are used to define the relationships among 

the variables. Root cause can be diagnosed by analyzing the minimal cut sets, once a fault 

is detected. Although FTA is easy to be implemented, it is generic in nature and cannot 

show the interdependency among the variables. It is difficult to build an exact FT model 

for large scale processes due to complex interdependency among the variables. Thus, it is 

seldom used for process fault diagnosis. 

SDG is the most popular knowledge based FDD tool. SDG reflects the causal relations 

among the process variables in the graphical form. Each node in an SDG represents a 

random process variable. The nodes take values of 0, + and -; implying steady state, higher 

than steady state and lower than steady state respectively. The arcs are directed from the 

cause nodes to the effect nodes. SDG can be derived from algebraic or differential 

equations. SDG was introduced in process fault diagnosis by (Iri et al., 1979). (Shiozaki et 

al., 1985) used conditional arcs in SDG to improve the diagnosis. (Yang et al., 2012) 

proposed an SDG modelling technique based on cross-correlation analysis of the process 

data and transfer entropy, and validated the constructed model using prior knowledge. 
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Different SDG modelling techniques can be found in (Maurya et al., 2003a, 2003b; 

Oyeleye and Kramer, 1988).  

The PCEG analysis is an extension of SDG as it possesses certain characteristics of SDG 

(Venkatasubramanian et al., 2003a). The main difference between the SDG and PCEG is 

that the number of states at a node in the PCEG is unrestricted which provides more explicit 

information about the states of a variable. Hence, improved root cause diagnosis is 

achieved. (Wilcox and Himmelblau, 1994a) discussed the construction of the PCEG in 

detail, and its application to a counter flow heat exchanger and the Syschem plant is 

demonstrated in (Wilcox and Himmelblau, 1994b). 

Although the aforementioned knowledge based tools can diagnose the root cause of the 

faults, uncertainty affects their performance. Since process measurements are extremely 

noisy and diagnosis is a process of reaching to a certain conclusion compiling several noisy 

uncertain evidences, the diagnostic tool needs to have robustness to uncertainty. Bayesian 

network (BN) is an emerging tool which can handle uncertainty. It is widely used in the 

fields of medical science (Friedman et al., 2000), safety, risk and reliability engineering 

(Abimbola et al., 2015; Musharraf et al., 2013), dependability and maintenance engineering 

(Weber et al., 2012). The power of BN has not been fully exploited in the area of process 

fault detection and diagnosis. 

A BN is a probabilistic framework, which shows the complex interaction among the 

variables of a system in the pictorial view (Neapolitan, 2004). It provides an incisive 

representation of the joint probability distribution (JPD) of a set of  random variables (Van 

Der Gaag, 1996). The difference between the classical and Bayesian probability is that 
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classical probability does not put any weightage to the observation or evidence while 

Bayesian probability always contains certain degree of belief from the evidence 

(Heckerman, 1998). The most robust feature of a BN is that it can be constructed with 

limited data or even in absence of data integrating expert knowledge (Heckerman et al., 

1995; Martin et al., 2012). A new evidence can be used to update the BN which helps in 

drawing certain conclusion (Madsen, 2008). 

A BN has four structural components: nodes, acyclic arcs, prior and conditional 

probabilities (Lauritzen and Spiegelhalter, 1988). Nodes and arcs are the qualitative part of 

a BN. Prior and conditional probabilities enable a BN to perform the quantitative analysis 

(Bobbio et al., 2001). A node represents a random variable, while an arc indicates the nature 

of dependency between the connected nodes. An arc is generated from a parent node 

(cause) and directed to a child node (effect) (Yu et al., 2015). The arcs are irreversible. A 

parent node can have several child nodes and vice versa. Prior is the initial information 

about a node. Conditional probabilities determine the degree of influence among the 

variables as well as uncertainty (Lemmer and Kanal, 2014). Two types of conditional 

probabilities exist in a BN: likelihood probabilities and posterior probabilities. Likelihood 

probability reflects the probability of a child node given a prior of its parent node, and 

posterior probability is developed based on an evidence in a child node (mathematical 

explanation presented in Section 3.2.2).  

A BN can be constructed using prior knowledge and process flow diagrams (PFDs) as well 

as available data. Learning a BN from data is known as NP-hard  problem (Chickering et 

al., 2004). Many score-based learning algorithms are available for structural learning of a 
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BN from data such as K2 algorithm (Cooper and Herskovits, 1992), three phase 

dependency algorithm (TPDA) (Cheng et al., 1997), bootstrap approach (Cheng et al., 

1997) and so on. Conditional probabilities can also be estimated from expert judgment and 

historical data. Maximum likelihood estimation (MLE) and Bayesian estimation (BE) are 

the most popular techniques for defining conditional probabilities from data (Grossman 

and Domingos, 2004; Kuhner, 2006). 

(Mehranbod et al., 2003) proposed a BN based fault detection and identification method 

for three types of sensor faults: noise, bias and drift in steady operating condition. 

(Mehranbod et al., 2005) extended the methodology for transient operating condition. Fault 

detection was done by comparing the normal state probabilities with the updated operating 

state probabilities. Rule based methods were used to identify the fault type by analyzing 

the maximum probable states (MPSs). (Dey and Stori, 2005) utilized a BN to diagnose the 

root cause of variation of a machine tool. Multiple sensor data in operational mode were 

used as the evidence to update the network and identify the type of variation (e.g. stock 

size, workpiece hardness, tool wear by drilling and tool wear due to face milling). (Verron 

et al., 2008) proposed a Condensed Semi Naïve Bayesian Network (CSNBN) based fault 

diagnosis technique. The basic idea of a CSNBN is that a node can represent some 

variables, and these variables follow a multivariate distribution. Supervised classification 

strategy was used for diagnosis. (Azhdari and Mehranbod, 2010) demonstrated the 

application of a BN in detecting and diagnosing the faults in the TE chemical process. The 

detection procedure is analogues to the methods proposed by (Mehranbod et al., 2005, 

2003). They used the pattern recognition technique to diagnose the fault. One of the 
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interesting application of a BN was presented by (Gonzalez et al., 2015). They used the 

BN for fault diagnosis as well as dimensionality reduction. Knowledge of a fault was 

utilized to reduce the network size. (Atoui et al., 2016) proposed another CSNBN based 

fault diagnosis approach. They collected the structured residuals in an incident matrix 

which provided the evidence to the BN to diagnose the root cause. Besides these, many 

hybrid methods have been proposed where a BN is used for identifying the root cause of 

the fault. These methods are discussed in Section 2.4.  

The BNs used in most of the current literatures are static. Static BN is not suitable for 

monitoring the dynamic processes, since it cannot capture the temporal relationships 

among the process variables. (Yu and Rashid, 2013) introduced a dynamic BN (DBN) 

based process monitoring technique. They used time variant JPD to detect the fault. 

Dynamic Bayesian contribution index (DBCI) was used to diagnose the root cause of the 

fault. The advantage of using a DBN is that it enables comprehensive FDD using a single 

tool as well as it can identify the fault propagation pathway. They used a duplicate dummy 

node to represent the recycling variables in the network, which enable the acyclic BN to  

represent recycling variables. (Zhang and Dong, 2014) integrated the output of a Gaussian 

mixture model (GMM) with a DBN to detect and diagnose the fault. They showed the 

methodology can handle some missing data. A review on the application of a BN in 

chemical industries can be found in (Zerrouki and Smadi, 2017). 

2.4. Hybrid Methods 

According to the comprehensive review by (Venkatasubramanian et al., 2003a, 2003b, 

2003c), it is apparent that no individual method can capture all the expected aspects of 
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FDD. Each method has some advantages as well as some pitfalls. Hybrid methods have 

been proposed by many researchers to overcome these handicaps of the individual 

methods. These methods are constructed using two or more independent FDD methods and 

enable to capture the complete feature of FDD more strongly, integrating the strength of 

different individual methods (Das et al., 2012). For example, the MSPM tools can detect 

the fault early and diagnose the probable causes by generating the multivariate contribution 

plots. Reaching to a certain conclusion from these contributions is often tedious. Although 

knowledge based tools have poor detection capacity, they can be utilized to diagnose the 

root cause. The incomplete diagnosis report can be provided to the KB tools to complete 

the diagnosis. In this way, the MSPM tools are overcoming the limited detection capacity 

of the KB tools, and the KB tools are improving the diagnosis capacity of the MSPM tools. 

Thus, it is possible to ensure higher performance from both detection and diagnosis 

perspective which is not possible by any of these individual tools.   

(Yu et al., 1996) proposed a hybrid method incorporating the parity equations and neural 

network. Parity equations generated residuals at the first stage and sent the incomplete 

diagnostic information to the neural network. A bank of neural nets was employed to 

diagnose the fault at the second stage. Signal to noise ratio of the residuals was used as the 

fault isolation index. (Mylaraswamy and Venkatasubramanian, 1997) combined the neural 

network with SDG to develop a hybrid FDD scheme for large scale industrial processes. 

They named the methodology as the DKit. It was successfully applied to the Amoco FCCU 

for 13 fault scenarios. In the DKit, a neural network was used to detect the fault, and SDG 

diagnosed the root cause. Combination of PCA and SDG was proposed by (Vedam and 
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Venkatasubramanian, 1999). SDG enabled diagnosis more precisely which was not 

possible by PCA. (Wang et al., 2012) developed a PCA and SymCure reasoning based 

hybrid FDD tool. SymCure is an expert system which can diagnose the fault. A lab scale 

distillation column was used to test the performance of this methodology. (Guo and Kang, 

2015) proposed a hybrid methodology combining hazard and operability study (HAZOP), 

KPCA, wavelet neural network (WNN) and FTA. HAZOP was first used to identify the 

fault mode and process variables to be monitored. KPCA was used to extract the features 

from these variables. A bunch of WNN models were trained to detect the fault mode from 

on-line samples. Finally, FTA was used to identify the root cause of the fault. Although 

this method can provide comprehensive monitoring scheme, it is costly and time 

consuming to build the monitoring models. Furthermore, it is only applicable to the known 

faults stored in the trained models. (Jung et al., 2016) combined a model based and a data 

based tool to detect and diagnose the fault. Residuals generated from the parity equations 

was used to detect the fault. Fault information was provided to a one-class SVM where the 

variables were ranked based on the previously trained fault signatures. This method is 

suitable for diagnosing the known fault types only. 

Most of the above-mentioned hybrid methods can improve the performance of individual 

FDD tools by capturing some of the features. Still, diagnosis is either complicated for SDG 

based methods or computationally expensive for neural network and SVM based methods, 

since detailed fault information is required. Using a BN for fault diagnosis can overcome 

these issues to some extents. (Mallick and Imtiaz, 2013) proposed a hybrid methodology 

comprised of PCA and BN. (Yu et al., 2015) developed an MICA and BN based framework 
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which can capture the non-gaussian feature of process data. They showed that a BN can be 

used to diagnose the faults that originated from an unmonitored variable. (Wang et al., 

2017) used a semi-parametric PCA and BN based methodology. Semi-parametric PCA 

enables capturing the non-linear, non-Gaussian and non-monotonic natures of the process 

data. They also demonstrated the capacity of a BN to diagnose the unmonitored root cause 

variable. (Gharahbagheri et al., 2017) presented a hybrid framework combining KPCA and 

BN. KPCA can handle non-linear process data using the kernel mapping function. Limited 

diagnostic information from KPCA was used to update the BN and diagnose the root cause 

of the fault. Granger causality and transfer entropy were used to construct the network, and 

prior knowledge was utilized to validate the developed BN structure. They used PCA 

residuals to define the CPTs. In all these works, a BN was used as a diagnostic tool in the 

second stage of the framework. These methods do not require any in-depth fault 

information. Hence, it is possible to diagnose the unknown faults. The variable which has 

the highest contribution in the multivariate contribution plot is considered as the fault 

symptom, and root cause is diagnosed among the other variables. A fault usually exhibits 

multiple symptoms and the contribution of the variables to the fault is uncertain in nature 

due to the smearing effect. One cannot guarantee that the selected variable to update the 

BN is the only fault symptom. Another issue is that the root cause is often accurately 

diagnosed by the MSPM tools. Using this evidence to update the BN will lead to false 

diagnosis. These issues are yet to be addressed in the BN based hybrid frameworks.  
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2.5. Conclusion 

The following conclusions can be drawn from the above literature review of different FDD 

approaches:  

i. No individual method can provide robust detection and diagnosis performance 

alone. 

ii. MSPM tools can detect the fault early, and PCA is the most popular MSPM tool in 

the process industries. It does not require enormous data to build the monitoring 

model like ANN and SVM. 

iii. A BN is capable of diagnosing the root cause, and diagnosis can be done in an 

unsupervised classification technique. 

iv. Hybrid methods are becoming popular in the process industries, since they can 

provide a comprehensive solution.   

v. Smearing effect and fault magnitude can affect the current BN based hybrid 

frameworks. 

vi. Considering above facts, a hybrid method comprising of PCA, BN and multiple 

likelihood evidence is proposed. This method utilizes more diagnostic information 

from PCA while updating the BN and provides more comprehensive solution than 

existing hard evidence based diagnosing techniques.  

vii. A DBN can represent the dynamic nature of a process, and it can detect and 

diagnose the fault. Considering this fact, a DBN based FDD methodology is also 

proposed which provides more comprehensive solution than the Shewhart control 

chart, PCA and static BN. 
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Chapter 3 

Process System Fault Detection and Diagnosis using a Hybrid Technique 

Abstract: This paper presents a hybrid methodology to detect and diagnose the faults in 

dynamic processes based on principal component analysis (PCA with T2 statistics) and a 

Bayesian network (BN). It deals with the uncertainty generated by the multivariate 

contribution plots and improves the diagnostic capacity by updating the BN with multiple 

likelihood evidence. It can diagnose the root cause of the process fault precisely as well as 

identify the fault propagation pathway. This methodology has been applied to the 

continuous stirred tank heater and the Tennessee Eastman chemical process for twelve fault 

scenarios. The result shows that it provides better diagnostic performance over 

conventional principal component analysis with hard evidence based approaches.  

Keywords: Process monitoring, hybrid methodology, principal component analysis, 

Bayesian network, likelihood evidence. 

3.1. Introduction 

Monitoring is important in modern process industries due to their complexity, increased 

safety requirements and product quality demands (Chiang et al., 2000; Dong et al., 2015). 

Abnormal situations often occur in the process industries, resulting in huge economic 
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losses (Nimmo, 1995). An abnormal situation initiates with a fault during operation. A fault 

can be defined as the deviation of a process variable from an acceptable operational range 

(Venkatasubramanian et al., 2003c). Fault detection and diagnosis (FDD) is the first step 

in abnormal situation management (ASM) (Kresta et al., 1991). Data-driven multivariate 

statistical process monitoring (MSPM) techniques are widely used in process industries 

due to their effectiveness and ease of development. These techniques can extract features 

from highly correlated-high dimensional data to detect and diagnose the fault (Bakshi, 

1998; Joe Qin, 2003; Kresta et al., 1991).  

Principal component analysis (PCA) and partial least square (PLS) are the most widely 

used data-driven MSPM techniques, and are optimal for monitoring the process variables, 

following a multivariate Gaussian distribution (Kano et al., 2001; Rhoads and 

Montgomery, 1996). Independent component analysis (ICA) can capture a non-Gaussian 

feature by using higher order statistics like kurtosis and negentropy (Kano et al., 2003; Lee 

et al., 2004b). Modified ICA (MICA) can extract some dominant independent components 

(ICs), and improves the performance of conventional ICA (Lee et al., 2006; Zhang and 

Zhang, 2010). Kernel PCA (KPCA) has also been used to handle non-linearity (Cho et al., 

2005; Lee et al., 2004a). All these tools need only a few historical data in normal operating 

condition (NOC) to estimate the control limit (CL), and information of faulty data behavior 

is not required for a successful performance. The artificial neural network (ANN) and 

support vector machine (SVM) have also been applied to process monitoring (Chiang et 

al., 2004; Mahadevan and Shah, 2009; Sorsa and Koivo, 1993; Weerasinghe et al., 1998). 
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These techniques require pre-classified training data of both normal and faulty samples, 

and are suitable where in-depth fault information is available.  

Despite many advancements in the field of MSPM, diagnosis of the root cause of a fault is 

still a challenge. A BN is an emerging tool in FDD which is becoming popular due to its 

ability to incorporate process data with expert opinion, and it has many successful 

applications in root cause diagnosis. (Liu and Chen, 2009) proposed a Bayesian 

classification based PCA approach, which can successfully detect and isolate faults. (Weidl 

et al., 2005) applied an object-oriented BN (OOBN) to digester fiber line to diagnose the 

root cause.  (Yu and Rashid, 2013) used a dynamic Bayesian network (DBN) based process 

monitoring approach for detecting the fault, diagnosing the root cause of the fault, and 

identifying the fault propagation pathway. They proposed the abnormality likelihood index 

(ALI) and dynamic Bayesian probability index (DBPI) to detect the fault. (Zhang and 

Dong, 2014) applied three time-slice DBN with a mixture of Gaussian output (3TDBN-

MG) to handle some missing data and non-Gaussian process data.  

Two or more techniques have been combined by many researchers to overcome the 

limitations of an individual method, which are popularly known as hybrid methods 

(Mylaraswamy and Venkatasubramanian, 1997; Venkatasubramanian et al., 2003b). Fault 

detection is performed at the first stage using MSPM tools (e.g. PCA, ICA etc.), and 

diagnosis is performed in the second stage by knowledge based tools (e.g. BN, causality 

analysis etc.) utilizing the evidence generated by the first stage detection tool in terms of 

the multivariate contribution plot. Thus, higher monitoring accuracy is achieved. (Mallick 

and Imtiaz, 2013) integrated the BN with PCA to improve its diagnosis capacity. (Yu et al., 
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2015) used MICA and the BN to diagnose the root cause in an unmonitored variable. They 

determined the causal relationships among process variables and the conditional 

probability tables (CPTs) from prior knowledge and historical data. (Gharahbagheri et al., 

2017) applied KPCA with a BN to capture the non-Gaussian feature of process data, and 

to diagnose the root cause of a fault. Transfer entropy and Granger causality were used to 

identify the causal relationships, and prior knowledge was utilized to validate the network. 

CPTs were estimated using maximum likelihood estimation (MLE). A BN is acyclic in 

nature. But, chemical processes often have recycling variables. (Yu and Rashid, 2013) and 

(Gharahbagheri et al., 2017) used duplicate dummy node to represent recycling variables 

in a BN.  

In all the developed hybrid methods, first a data based method (e.g. PCA, KPCA etc.) was 

used for fault detection and diagnosis. Often, the diagnosis information is incomplete, and 

points to a group of variables as the probable cause. The current practice is to use heuristic 

rules to reduce the information to one faulty variable. Usually, the variable with the highest 

contribution is taken as the faulty variable. Accordingly, a 100% faulty state is assigned 

(commonly known as hard evidence) to the highest contributing variable from the 

multivariate contribution plot. In this approach, the contribution of other variables to the 

fault is ignored. This has several limitations. Firstly, the evidence generated from the 

multivariate contribution plots is uncertain in nature. The BN is updated considering the 

observations certain. Secondly, two or more variables can have very close contributions to 

the fault; selecting a particular variable as faulty is challenging in those cases. Finally, the 

root cause variable can be an intermediate node, and it can have highest contribution in the 
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multivariate contribution plots. This means that the statistical tool already accurately does 

diagnosis. When a statistical tool diagnoses a root node as the root cause, a BN is not 

required. A BN is used to diagnose the root cause, when a child node has the highest 

contribution in the multivariate contribution plot. If hard evidence is used in this case, it 

causes diagnostic error. These limitations can be overcome by updating the BN with 

multiple uncertain evidence. However, this type of evidence has very limited use in fault 

diagnosis due to being complex in nature. Uncertain evidence in a BN has not yet been 

used in process fault diagnosis to authors’ best knowledge. There are three main types of 

uncertain evidence- likelihood or virtual evidence, fixed probabilistic evidence and not-

fixed probabilistic evidence (Mrad et al., 2015). In this work, we will focus only on the 

likelihood or virtual evidence. 

The focus of this work is to improve the diagnostic capability of a BN based model using 

the information received from the multivariate contribution plots. A new hybrid 

methodology has been proposed integrating, principal component analysis (PCA) with T2 

statistics with the BN model. It is henceforth referred to as PCA-T2-BN. This methodology 

considers multiple likelihood evidence to improve the diagnostic capacity of conventional 

PCA and PCA with BN (using a hard evidence based approach). The methodology has 

been applied to two benchmark processes – the continuous stirred tank heater (CSTH) and 

Tennessee Eastman (TE) chemical process. It is proven that the proposed PCA-T2-BN 

methodology performs better than convectional PCA and its derivatives.  

This paper is organized as follows: Section 3.2 presents preliminaries on PCA and BN. 

Section 3.3 will discuss the methodology in detail. Section 3.4 will show the application 
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and suitability of the proposed methodology. Results and discussion will be summarized 

in Section 3.5. The contribution, advantages, and future work scope will be discussed in 

Section 3.6. 

3.2. Preliminaries 

3.2.1. Principal Component Analysis (PCA) 

PCA is a dimensionality reduction technique, and is also used for process fault detection 

and diagnosis (Bakshi, 1998). PCA projects data from a high dimensional data space to a 

lower dimensional subspace, which preserves the maximum variation of the original space 

in reduced dimensions (Mallick and Imtiaz, 2013). It provides a new set of uncorrelated 

variables from a set of correlated variables using linear transformation. If a process 

contains m variable and n samples, the data matrix can be represented as X∈ℜn×m. The 

covariance matrix, R, is given by:  

 R = cov(X) =
XTX

n − 1
 (3.1) 

Singular value decomposition (SVD) of R is performed in such a way so that R=VVT.  

is a diagonal matrix, which contains the eigenvalues in a descending order (λ1> λ2>…….> 

λm). V are the eigen vectors. 

Selection of the number of principal components (PCs) can be done either by SCREE plot 

or the cumulative percent variance (CPV) approach (Jackson, 2005). SCREE is a graphical 

method, where eigenvalues are shown on X axis in descending order, and their 

correspondence variances are shown on Y axis. CPV is a simple approach. Equation 3.2 

represents it: 
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 CPV(b) =
∑ λi

b
i=1

trace(R)
× 100% (3.2) 

b is the selected number of PCs. Usually, b is selected when CPV(b)≥90%. The 

transformation matrix, P, is generated based on b. P contains m number of rows and b 

number of columns. The columns of P are called loadings. Scores are the values of the 

original space in a reduced feature space. Score, T:  

 T = XP (3.3) 

T can be transformed into original space using Equation 3.4: 

 X̂ = TPT (3.4) 

The residual matrix, E can be calculated as: 

 E = X − X̂ (3.5) 

Two types of statistics: Hotelling’s T2 and squared prediction error (SPE) statistics are 

typically used in PCA based process monitoring. T2 measures the correlated distance 

between the center of the feature space and projected data samples, while SPE measures 

the Euclidean distance between the PC feature space and the residual space (Yu et al., 

2015). 

For PCA: 

 Ti
2 = titi

T (3.6) 

where ti=xiP˄b
-1/2PT is the contribution of the ith monitored sample. 

The control limit of Hotelling’s T2 can be calculated with a level of significance, α, using 

Equation 3.7: 



 

34 
 

 Tcritical
2 =

(n2 − 1)b

n(n − b)
× Fα(b, n − b) (3.7) 

where Fα (b, n-b) is the probability obtained from F distribution with (b, n-b) degrees of 

freedom with 1-α level of confidence.  

The SPE or Q value is calculated as:  

 Qi = eixi
T (3.8) 

where ei=xi(I-PPT) is the contribution of the ith monitored sample. 

I is an m by m diagonal matrix with diagonal values as 1. The upper control limit of Q 

statistics with a level of significance, α, can be computed as: 

 
Qα = Ɵ1 [

hocα√2Ɵ2

Ɵ1
+ 1 +

Ɵ2ho(ho − 1)

Ɵ1
2 ]

1

ho
 

 

 

(3.9) 

where Ɵi =  ∑ λj
im

j=b+1   and  ho = 1 −
2Ɵ1Ɵ3

3Ɵ2  

cα is obtained from normal distribution for α level of confidence (Jackson and Mudholkar, 

1979). 

3.2.2. Bayesian Network (BN) 

A BN is a strong tool for probabilistic reasoning, and helps to reach a certain conclusion 

using uncertain observations (Neapolitan, 2004). It is the representation of knowledge in 

graphical form. It provides the logical relations between variables through graphical 

representation in terms of conditional probabilities. Three terms are frequently used in a 

BN: prior, conditional, and posterior probability. ‘Prior’ reflects the initial information 

about a variable. ‘Conditional probability’ represents the mutual information shared among 
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the variables. ‘Posterior’ is the degree of belief a variable contains based on an evidence. 

The priors can be renewed based on the collected information. This information is also 

known as evidence. Bayes’ theorem (BT), shown in Equation 3.10, is the heart of the 

network. 

 P(θ X⁄ ) =
P(X θ) × P(θ)⁄

P(X)
 (3.10) 

where P(Ɵ) is the prior belief, and P(X) is the probability of an observation or evidence. 

P(X/Ɵ) is the conditional probability of X given Ɵ. It is also called the likelihood. P(Ɵ/X) 

is the conditional probability of Ɵ given X. It can also be referred to as posterior 

probability, since it contains the degree of belief relying on observation.  

For a fixed value of X, Equation 3.10 can be written as, 

 P(θ X⁄ ) ∝ P(X θ) × P(θ)⁄  (3.11) 

So, posterior is proportional to the product of likelihood and prior probabilities. Dividing 

the right-hand side of Equation 3.11 by a normalizing constant will give the posterior, 

P(Ɵ/X). This normalizing constant depends on the achieved evidence. For a certain 

evidence of X:  

 P(θ X⁄ ) = P(X θ) × P(θ)⁄  (3.12) 

Equation 3.12 is called the Bayesian belief updating equation (Gharahbagheri et al., 2017). 

A BN is a directed acyclic graph (DAG). It is actually a combination of nodes, arcs, prior 

and conditional probabilities. Each node represents a random variable, and arcs represent 

the causal relationships among the random variables. The direction of the arc depicts the 

dependency between the nodes. The node from which the arc is generated is called the 
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parent node, and the node to which the arc is directed is called the child node. The nodes 

which do not have any child node are called leaf nodes, and the nodes which do not have 

any parent node are called the root nodes. An intermediate node acts as both a parent and 

child node in a BN (Y. Wang et al., 2017; Yu et al., 2015). The state of any node can be 

updated depending on the observed evidence, and decisions can be made based on renewed 

probability (Nielsen and Jensen, 2009). Figure 3.1 shows a simple BN of four nodes to 

illustrate the types of nodes in a BN.  

 

Figure 3.1: A simple BN  

Both A and B are parent nodes of C. C is the parent node of D. D has no child node, while 

A and B have no parent node, so both A and B are root nodes, C is an intermediate node, 

and D is a leaf node. It is worth noting that no arch can come back from D to A or B, as it 

will make the network cyclic. In essence, a BN works in five simple steps in fault diagnosis 

by:  

1. Collecting the information about the variables. 

2. Determining the causal relationships among variables. 

3. Estimating the prior and conditional probabilities from collected information. 

4. Updating the belief based on the observed information. 

5. Making decision from renewed prior beliefs. 
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3.3. PCA-BN with Multiple Likelihood Evidence 

Figure 3.2 shows the flow diagram of the proposed methodology. This methodology is a 

combination of PCA-T2-BN with multiple likelihood evidence. PCA is the primary 

detection tool and the observed information provider to the BN, which is the second stage 

root cause diagnosis tool. PCA has been used because of the simplicity in its application 

and reliable performance. Only a sufficient number of historical data is needed to determine 

the PCA loading vectors and threshold values of T2 and SPE statistics. In this work, only 

T2 based monitoring is shown; since the diagnostic performance of SPE is not consistent 

for the tested fault scenarios.  

BN has been selected for its suitability in representing the relationships among process 

variables in pictorial view, and its ability to incorporate the expert opinion with in-depth 

process knowledge.  The causal relationships of the BN have been determined based on 

prior knowledge, and process flow diagrams (PFDs). CPTs have been calculated based on 

maximum likelihood estimation (MLE) from the PCA residuals of faulty samples. 

(Gharahbagheri et al., 2017) showed that it is more suitable to estimate the CPTs from PCA 

residuals than from normal process data, since residuals contain causal variations, 

mitigating the variations due to noise and process abnormality. The residual data which fall 

outside one standard deviation around the mean value are considered to be faulty samples.  

The off-line application of the methodology consists of four steps: 

Step 1: A sufficient number of samples in NOC is collected. These samples are auto-

standardized to zero median and unit variance. 
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Figure 3.2: Proposed PCA-BN with multiple likelihood based methodology for FDD 

Step 2: The required number of PCs are selected using Equation 3.2. The threshold value 

of the T2 control chart is calculated from Equation 3.7. 

Step 3: Prior knowledge and PFD are utilized to construct the qualitative BN. If the network 

is cyclic, the duplicate dummy nodes are created. 
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Step 4: CPTs are estimated from PCA residuals and the BN in NOC is constructed. 

On-line monitoring is done in five steps: 

Step 1: The T2 value of each sample is computed using Equation 3.6 and compared with 

the threshold value. It should be noted that on-line samples have been auto-standardized 

based on the same median and standard deviation value as are calculated in the off-line 

mode. 

Step 2: The T2 contribution plot has been generated. These contributions are rescaled from 

0-80% according to their relative weight. The highest contributing variable has been 

considered as having an 80% probability of being in a faulty state, and other variables have 

been assigned a probability of fault relative to the contribution of the highest contributing 

variable. Suppose A, B and C are three variables with 45%, 40% and 15% contribution to 

the fault, respectively, in the multivariate contribution plot. After rescaling, the relative 

contributions to the fault will be P(A)fault=0.80, P(B)fault=0.71 and P(C)fault=0.27.  

Step 3: The variables which have more than 10% contribution to the fault after rescaling 

have been used to update the BN. The advantages of steps 2 and 3 in updating the BN are: 

• In a contribution plot, all variables may have individual contribution less than 50%. 

If this evidence is used to update the BN, it will show all variables have increased 

probability in the normal state; which is impractical, since the process is in the 

faulty state. Rescaling will allow the BN to show an approximately accurate picture 

of the state of process variables. 

• Two variables may have contributions of 55% and 42%. If the BN is updated with 

this evidence, it will show a decision in favor of the variable with 55% contribution. 
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Rescaling will allow the BN to consider the variable with 42% contribution, since 

its relative contribution will be more than 61%. 

• If variables with small a contribution have been used to update the BN, it will create 

diagnostic error.  

Step 4: Percentage change in probability for all the variables is observed after updating the 

BN. The root cause is the variable; which has the highest percentage increase in the faulty 

state if it is a root node. If it is a child node, the search for the highest percentage change 

in the faulty state among its parent nodes is carried out to diagnose the root cause.  

Step 5: After diagnosing the root cause, hard evidence (P(faulty state)=100%) is given to 

the corresponding node, and an increasing tendency of other variables towards the faulty 

state has been observed. The variables which have an increasing inclination to the faulty 

state, are included in the fault propagation pathway. 

3.3.1. Pearl’s Belief Propagation (BP) Algorithm  

Belief propagation (BP) in a BN is known as BN inference or message passing. Several 

inference algorithms are used in BNs depending on the structure and type of the network. 

These algorithms can be divided into two types: exact inference and approximate inference. 

Exact inference includes the forward-backward algorithm (also known as Pearl’s Belief 

Propagation algorithm), the variable elimination, and the junction tree algorithm. 

Approximate inference includes the loopy belief propagation, the factor frontier algorithm, 

the Rao-Blackwellized particle filtering, and the Boyen Koller algorithm (Łupińska-

Dubicka, 2012; Murphy, 2002). Despite having several algorithms, sometimes it is difficult 

to infer in a BN if the network is too complex and a large number of states exist for each 
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node. The forward-backward algorithm proposed by (Pearl, 1988) is the most widely used 

message passing algorithm for discrete BN. This algorithm has been used in this work, as 

it allows to incorporate both hard and likelihood evidence. According to this algorithm, the 

messages going from the parent to child nodes are called “π” message and the messages 

going from the child to parent nodes are called “λ” message. This algorithm assumes the 

BN as to be a singly connected DAG. Figure 3.3 shows how a message is passed from one 

node to another node in a singly connected network.  

 

Figure 3.3: Message passing in a singly connected network 

The prior probability of a node, π(x), equals to the product of the conditional probabilities 

of x given to the values of all possible combinations of its parents and the π message is 

passed down from its parents.  
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 π(x) = ∑ P

u

(x/u) ∏ πx(uk)

n

k=1

 (3.13) 

The likelihood of a node, λ(x), equals the product of the entire λ messages from its child 

nodes (shown in Equation 3.14). 

 λ(x) =  ∏ λvj
(x)

n

j=1

 (3.14) 

The belief of any node, BEL(x), will be the product of likelihood and prior probability.  

 BEL(x) =  α [∏ λvj
(x)

n

j=1

] [∑ P

u

(x/u) ∏ πx(uk)

n

k=1

] (3.15) 

When evidence is provided after receiving certain information about an event, λ and π 

messages are updated according to the Equations 3.16 and 3.17. 

 
λx(ui) = β ∑ λ(x) ∑ P (x/u) 

uk k≠ix

 ∏ πx(uk)

k≠i

 (3.16) 

 
πvj

(x) = α ∏ λYk
(x)π(x)

k≠j

 
 

 So, πvj
(x) = α [BEL(x)/λYj

(x)] (3.17) 

Therefore, the message going to a parent node, X, from a child node, Y, is equal to the 

belief of that node divided by the message sent by the child. α and β are normalized 

constants.  

The boundary conditions for X will vary depending on the type of node. Table 3.1 shows 

the initial values of X for three distinct types of nodes: root node, child node and evidence 

node.  
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Table 3.1: Boundary condition setting criteria for different node types 

Node Type π (Node) λ (Node) 

Root Node Prior Value (1,1) 

Child Node BEL (Node) (1,1) 

Evidence Node Prior Belief of Node Evidence Belief of Node 

 

3.3.2. Explanation of Pearl’s BP Algorithm with Example  

To understand the Pearl’s BP algorithm, let us consider a simple BN, shown in Figure 3.4. 

A and B are the root nodes and parent nodes of D. A is the parent node of C. 

 

Figure 3.4: A simple BN of four nodes 

The priors are P(A) = 0.15 and P(B)= 0.05. The conditional probability of C and D are 

shown in Table 3.2 and 3.3 respectively. The initial boundary condition is shown in Table 

3.4. The π messages of C and D can be calculated using Equation 3.13 from the prior values 

of A and B. 

π(C) = [(P(C=Yes/A=Yes)*P(A=Yes) + P(C=Yes/A=No)*P(A=No)),     

           (P(C=No/A=No)*P(A=No) + P(C=No/A=Yes)*P(A=Yes))] 

        = (0.90*0.15 + 0.20*0.85, 0.80*0.85 + 0.10*0.15) 

        = (0.305,0.695) 
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Table 3.2: CPT for node C 

A Yes No 

C 
Yes 0.90 0.20 

No 0.10 0.80 

 

Table 3.3: CPT for node D 

A Yes No 

B Yes No Yes No 

D 
Yes 0.98 0.95 0.85 0.10 

No 0.02 0.05 0.15 0.90 

 

According to Equation 3.15, BEL(C) = (0.305,0.695) 

Similarly, π(D) = [(P (D=Yes/A=Yes,B=Yes)*P (A=Yes)*P(B=Yes) + P (D=Yes/A=Yes,         

B=No)*P (A=Yes)*P(B=No)+P (D=Yes/A=No,B=Yes)*P(A=No)*P(B=Yes)+ P(D=Yes/ 

A=No,B=No)*P(A=No)*P(B=No)), (P(D=No/A=No, B=No)*P(A=No)*P(B=No) + 

P(D=No/A=Yes, B=No)* P(A=Yes) * P(B=No) + P(D=No/A=No,B=Yes)*P(A=No)* 

P(B=Yes) + P(D=No/A=Yes, B=Yes)*P(A=Yes)*P(B= Yes))] 

 = (0.98*0.15*0.05+0.95*0.15*0.95+0.85*0.85*0.05+0.10*0.85*0.95, 

                0.90*0.85*0.95+0.05*0.15*0.95+ 0.15*0.85*0.05+0.02*0.15*0.05) 

 = (0.26,0.74) 

And, BEL(D)= (0.26,0.74) 

Table 3.4: Initial boundary condition for the BN of Figure 3.4 

Node BEL (X) π(X) λ(X) 

A (0.15,0.85) (0.15,0.85) (1,1) 

B (0.05,0.95) (0.05,0.95) (1,1) 

C     (1,1) 

D     (1,1) 



 

45 
 

GeNIe 2.0 has been used for simulation based on stated data. Figure 3.4 supports the result 

obtained in Table 3.5.  

If any certain evidence shows that D has occurred, λ(D)= (1,0). This evidence will 

propagate throughout the network and update the node states. λ messages of A and B can 

be calculated using Equation 3.16.  

Table 3.5 shows the updated condition of the BN after belief propagation throughout the 

network. 

      Table 3.5: Updated node condition after belief propagation 

Node BEL (X) π(X) λ(X) 

A (0.15,0.85) (0.15,0.85) (1,1) 

B (0.05,0.95) (0.05,0.95) (1,1) 

C  (0.305,0.695)  (0.305,0.695) (1,1) 

D (0.26,0.74)  (0.26,0.74)  (1,1) 

 

λ(A) = [(e=1*P(D=Yes/P(A=Yes,B=Yes) * P(B=Yes)+ e=1 * P(D=Yes/P(A=Yes,B=No)* 

P(B=No) + e=0 * P(D=No/P(A=Yes,B=Yes)*P(B=Yes)+ e=0*P(D=No/P(A=Yes,B=No)* 

P(B=No)), (e=1*P(D=Yes/P(A=No,B=Yes)*P(B=Yes)+e=1*P(D=Yes/P(A=No,B=No)* 

P(B=No)+e=0 * P(D=No/P(A=No,B=Yes) * P(B=Yes)+e=0 * P(D=No/P(A=No,B=No)  * 

P(B=No))] 

        = (1*0.98*0.05+1*0.95*0.95+0*0.02*0.05+0*0.05*0.95, 

            1*0.85*0.05+1*0.10*0.95+0*0.15*0.05 +0*0.90*0.95) 

        = (0.952,0.138) 

A has been marginalized considering D has occurred due to A and P(A=Yes)=1. 

Similarly, λ(B) = (0.87,0.228) 
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Table 3.6: Updated node condition after providing evidence 

Node BEL (X) π(X) λ(X) 

A (0.549,0.451) (0.15,0.85) (0.952,0.138) 

B (0.167,0.833) (0.05,0.95) (0.87,0.228) 

C  (0.585,0.415) (0.585,0.415) (1,1) 

D (1,0)  (0.26,0.74)  (1,0)  

 

π messages of A and B will not change. However, the beliefs of A and B will be changed, 

and can be calculated using Equation 3.15. 

BEL(A) = (0.15*0.952/0.26,1- 0.15*0.952/0.26) = (0.549,0.451) 

And, BEL(B) = (0.05*0.87/0.26,1- 0.05*0.87/0.26) = (0.167,0.833) 

The new π message of C can be calculated using Equation 3.13. The π message has changed 

due to the change in belief of node A. 

π (C) = (0.90*0.55+0.20*0.45,0.10*0.55+0.80*0.45) 

         = (0.585,0.415) 

 

Figure 3.5: Node status after giving evidence to node D and belief propagation 

Table 3.6 shows the updated status of nodes after giving evidence and the propagation of 

the message. Figure 3.5 shows the updated BN after giving evidence and belief 

propagation, which supports the beliefs of different nodes, stated in Table 3.6. 
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3.3.3. Hard Evidence vs Uncertain Evidence 

When certain information has been obtained about an observation, usually the 

corresponding node is updated with a 100% true value for that state. This type of evidence 

is called hard evidence. However, often 100% certainty is not achievable from an 

observation, especially when another statistical tool has been assigned to determine the 

contribution of each variable to an incident. In these cases, the reliability of the obtained 

evidence is doubtful. This type of evidence is called uncertain evidence. A BN can be 

updated with multiple uncertain evidence to reach a certain conclusion. This type of 

evidence can play a significant role in root cause diagnosis.  

The dissolution tank model described in (Mallick and Imtiaz, 2013) has been considered 

to illustrate how updating a BN with multiple likelihood evidence can improve diagnosis. 

The dissolution tank model has four variables: water flow, solid flow, water level, and 

density. Both water and solid flow have an impact on the state variables- water level and 

density. Hence, a fault in water flow or solid flow will affect these two state variables 

significantly. For the sake of simplicity, the same prior failure probability has been 

assumed for both water and solid flow. The CPTs for water level and density are shown in 

Table 3.7 and 3.8 respectively. 

Table 3.7: CPT for water level 

Water Flow Not_Ok Ok 

Solid Flow Not_Ok Ok Not_Ok Ok 

Water 

Level 

Not_Ok 0.90 0.60 0.45 0.15 

Ok 0.10 0.40 0.55 0.85 
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Table 3.8: CPT for density 

Water Flow Not_Ok Ok 

Solid Flow Not_Ok Ok Not_Ok Ok 

Water 

Level 

Not_Ok 0.92 0.35 0.70 0.10 

Ok 0.08 0.65 0.30 0.90 

 

Consider that a fault has occurred in solid flow and that the T2contributions of water level 

and density to the fault have been obtained as 48% and 45% respectively. According to the 

rescaling technique, the water level and density will possess 80% and 75% rescaled 

contributions respectively. 

                              (a)                                                                           (b)                                             

                

(c) 
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                              (d)                                                                           (e) 

                         

Figure 3.6: Comparison of performance of likelihood and hard evidence in dissolution 

tank, and working principle of likelihood evidence (a) BN in NOC (b) updated BN with 

hard evidence (c) updated BN with two likelihood evidence (d) creation of likelihood 

nodes Z1 and Z2 (e) providing hard evidence to Z1 and Z2 

For root cause diagnosis, hard evidence will be set to the Not_Ok state of the water level 

node in the conventional approach, and water flow will be falsely diagnosed as the root 

cause (Figure 3.6(b)). However, Figure 3.6(c) shows that if the BN is updated with two 

likelihood evidence, density is accurately identified as the root cause of the process 

abnormality. Hence, it can be inferred that multiple likelihood evidence can improve the 

diagnostic capacity of a BN depending on the observed information and degree of 

dependency among variables.  

Figure 3.6(d) and 3.6(e) explain how likelihood evidence works in a BN. First, two 

likelihood nodes, Z1 and Z2 are created, which possess the likelihood ratio of the observed 

information from the T2 contribution plot for water level and density respectively (Pearl, 
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1988; Peng et al., 2010). Sufficient information indicates that density has 75% probability 

to be in the Not_Ok state. This means the likelihood ratio for density in the Not_Ok to Ok 

state is 3:1. This is reflected in the CPT of Z2. Then, hard evidence is given in the Not_Ok 

state of Z2 to compute the updated probabilities of other nodes. The likelihood node Z1 is 

created using a likelihood ratio of 4:1 for water level in the Not_Ok to Ok state, and the 

Not_Ok state is updated with hard evidence. Updated probabilities in Figure 3.6(e) reflect 

node status in Figure 3.6(c). Table 3.9 shows CPT for Z2. 

Table 3.9: CPT for likelihood node Z2 

Density Yes No 

Z2 Yes 0.75 0.25 

No 0.25 0.75 

 

3.4. Applications of Proposed Methodology 

The proposed methodology has been applied to two benchmark processes, the continuous 

stirred tank heater (CSTH) in 2 fault scenarios and the Tennessee Eastman (TE) chemical 

process in 10 fault scenarios. Among the 10 fault scenarios of the TE chemical process, 

two fault scenarios will be discussed in detail. Sampling frequency is 1 second for both the 

process models. 

3.4.1. Continuous Stirred Tank Heater (CSTH) 

The continuous stirred tank heater (CSTH) is a common unit in the chemical processes. 

(Thornhill et al., 2008) developed a CSTH simulator based on the first principle model, 

which possesses real disturbances data from the pilot plant, at the University of Alberta. In 

a CSTH (shown in Figure 3.7), both cold and hot water are supplied to the continuously 
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stirred tank and further heated by a steam heated coil. The output measurements are the 

water level in the tank, water flow rate and temperature. All measurements are presented 

as electric signals on a scale of 4-20 mA. Water level in the tank, water flow rate and 

temperature are also measured in cm, m3/sec and ºC respectively. This model is highly non-

linear due to the presence of the heating coil at the bottom of the tank.  

 

Figure 3.7: The continuous stirred tank heater 

There are two standard linearized operating points. Hot water flow does not prevail at 

standard operating point 1. In both operating points, hot and cold water temperatures are 

kept constant at 50ºC and 24ºC respectively. Two fault scenarios have been generated in 

standard operating point 2 (Table 3.10) to test the proposed methodology.  

Table 3.10: Fault descriptions in a CSTH 

Fault scenario no Fault description Root cause 

1 Leak in the tank Level 

2 Steam valve stiction Steam valve 

 

For determining the threshold value of T2 statistics using PCA and construction of the BN, 

500 fault free samples have been collected. 3 PCs can explain more than 90% variations. 
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Threshold for Hotelling’s T2 is calculated as 7.90 with 95% level of confidence. Figure 3.8 

shows the BN in normal operating condition. Diagnosing true root cause in standard 

operating point 2 is challenging due to multiple parent nodes for level and temperature. 

 

Figure 3.8: BN for CSTH in standard operating point 2 

 

3.4.1.1. Fault scenario 1 (leak in the tank) 

The tank can have a leak, especially if it is old. After operating for 500 samples in normal 

operating condition, a small leak occurs at the bottom of the tank, and a small amount of 

water goes out of the tank, resulting in level loss. Since the system is operated in a closed 

loop system, the controller can identify the level reduction, and increases the cold water 

valve demand to make up for the water loss to maintain the set point of level. This fault 

does not disturb the outputs (level, flow rate, and temperature) to a greater extent, but will 

increase operational cost. Therefore, this type of abrupt faults needs to be identified.  
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Figure 3.9: T2 control chart for fault scenario 1 

 

Figure 3.10: T2 contribution plot for fault scenario 1 

The T2 control chart can identify this fault very quickly.  Since it is a very small leak, the 

controller takes corrective actions and compensates for the leak. After a brief violation of 

the threshold, T2 values return to being within the control limit. Figure 3.10 shows the 

original and rescaled T2 contribution plot. The left and right-side bar for each variable 

represent the original and rescaled T2 contributions respectively. Level is identified as 

being the variable contributing the most to the abnormality in Figure 3.10. 
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 (a) 

 

(b) 

 

Figure 3.11: Root cause diagnosis by proposed methodology for fault scenario 1 (a) 

updated BN with rescaled multiple likelihood evidence (b) percentage change in 

probability 

Level, cold water valve and hot water valve have more than a 10% rescaled contribution, 

and are selected to update the BN. The updated BN is shown in Figure 3.11(a). Figure 

3.11(b) shows the percentage change in probability of all the variables. Level has the 

highest percentage increase (34.09%) in the faulty state in the updated BN. Level has two 
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parent nodes, cold and hot water valve. Both these nodes have an increased proclivity in 

the normal state, which confirms level as the root cause of the abnormality. It should be 

noted that any increase towards a negative direction in the change in probability graph 

indicates the increasing tendency towards the normal state for a variable. 

 (a) 

 

(b) 

 

Figure 3.12: Root cause diagnosis by conventional approach for fault scenario 1 (a) 

updated BN with hard evidence (b) percentage change in probability 
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In the conventional approach, hard evidence will be given in the faulty state of level node. 

Figure 3.12(a) shows the updated BN with hard evidence. In the updated BN, cold water 

valve has the highest percentage increase (35.40%), and is one of the parent nodes of level 

(Figure 3.12(b)). Hence, cold water valve will be falsely diagnosed as the root cause. 

 

Figure 3.13: Fault propagation pathway for fault scenario 1  

Next, hard evidence is given in the Not_Ok state of level node to check the fault 

propagation pathway. The variables which increase in the faulty state, lie inside the fault 

propagation pathway. Level will upset both temperature and output water flow rate. 

Temperature will have a minimal effect. However, cold water flow will change 

significantly because of the control action of the level loop to indemnify the leak. These 

phenomena are accurately captured by the fault propagation pathway shown in Figure 3.13.  

3.4.1.2. Fault scenario 2 (steam valve stiction) 

Valve stiction is a very common operational problem in process industries. In this fault 

scenario, steam valve gets stuck from 501 samples. As a result, temperature decreases due 

to reduced steam supply. The T2 control chart quickly detects the fault. Controller tries to 

maintain the set point, and after a while the T2 value goes below the threshold value. The 

reason may be that the linear correlation between variables remain, which does not 

significantly shift the process mean (Zeng, 2016). 
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Figure 3.14: T2 control chart for fault scenario 2 

 

Figure 3.15: T2 contribution plot for fault scenario 2  

The next step is to generate the contribution plot and rescale the contributions (Figure 

3.15). The rescaled likelihood evidence of steam valve and temperature are used to update 

the BN. The updated BN is shown in Figure 3.16(a). The increase in the faulty state for 

steam valve, temperature, hot water, cold water valve, level and output water flow rate are 

126.22%, 93.43%, 13.54%, 2.83%, 1.43% and 1.30% respectively. All the root nodes (cold 
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water valve, steam valve, hot water valve) in the BN have an increasing tendency in the 

faulty state. Since steam valve has the highest percentage increase in the faulty state, it can 

be easily identified as the true root cause of the abnormality.  

 (a) 

 

 (b) 

 

Figure 3.16: Root cause diagnosis by proposed methodology for fault scenario 2 (a) 

updated BN with rescaled multiple likelihood evidence (b) percentage change in 

probability 
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A BN is not required to diagnose the root cause in this fault scenario in conventional 

practice, as steam valve is a root node and it has the highest contribution in the T2 

contribution plot (Figure 3.15).  

Hard evidence is given to the Not_Ok state of steam valve node in the BN to observe the 

inclination of other variables towards the faulty state. Only temperature has an increase of 

89.87% towards the faulty state. Stuck steam valve will provide less steam, which will 

result in reduced water temperature. The identified fault propagation pathway can 

accurately reflect the scenario (Figure 3.17(c)). 
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(c) 

 

Figure 3.17: Fault propagation pathway identification for fault scenario 2 (a) hard 

evidence to steam valve node (b) percentage change in probability for other variables (c) 

identified fault propagation pathway 

3.4.2. Tennessee Eastman (TE) Chemical Process 

The Tennessee Eastman (TE) chemical process has five major units: a reactor, a product 

condenser, a vapor-liquid separator, a recycle compressor and a product stripper. Three 

gaseous reactants are fed to the reactor, where a catalyzed chemical reaction forms the 

liquid products. The product stream enters the condenser as vapor, and get condensed. Then 

product stream passes through the vapor-liquid separator, where the condensed and non-

condensed products are separated. A centrifugal compressor recycles the non-condensed 

product back to the reactor, and the condensed product moves into the stripper to be 

stripped. The final product stream exits from the base of the stripper, and is pumped to the 

downstream for further refinement (Downs and Vogel, 1993). The PFD of the TE chemical 

process is shown in Figure 3.18. The TE chemical process consists of 41 measured 

variables and 12 manipulated variables. Among the measured variables, 22 variables are 

continuous process variables and 19 variables are related to composition measurements. 

These 22 continuous process variables have been considered in this work, and their 

description is shown in Table 3.11. There are 15 known and 5 unknown types of faults in 

the TE chemical process (Downs and Vogel, 1993; Yu et al., 2015). 10 fault scenarios have 
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been tested. The tested fault IDs and true root cause for each fault type are summarized in 

Table 3.12. 

 

Figure 3.18: Process flow diagram of Tennessee Eastman chemical process 

Table 3.11: Description of continuous process variables of TE chemical process 

Variable No. Description Unit 

XMEAS (1) A Feed (Stream 1)                    kscmh 

XMEAS (2) D Feed (Stream 2)                   kg/hr 

XMEAS (3) E Feed (Stream 3)                   kg/hr 

XMEAS (4) A and C Feed (Stream 4)               kscmh 

XMEAS (5) Recycle Flow (Stream 8)            kscmh 

XMEAS (6) Reactor Feed Rate (Stream 6)          kscmh 

XMEAS (7) Reactor Pressure                      kPa gauge 

XMEAS (8) Reactor Level                        % 

XMEAS (9) Reactor Temperature     ºC 

XMEAS (10) Purge Rate (Stream 9)                  kscmh 

XMEAS (11) Product Separator Temperature                  ºC 

XMEAS (12) Product Separator Level                      % 

XMEAS (13) Product Separator Pressure                      kPa gauge 



 

62 
 

XMEAS (14) Product Separator Underflow (Stream 10)  m3/hr 

XMEAS (15) Stripper Level               % 

XMEAS (16) Stripper Pressure                      kPa gauge 

XMEAS (17) Stripper Underflow (Stream 11)        m3/hr 

XMEAS (18) Stripper Temperature                  ºC 

XMEAS (19) Stripper Steam Flow                   kg/hr 

XMEAS (20) Compressor Work                       kW 

XMEAS (21) Reactor Cooling Water Outlet Temperature     ºC 

XMEAS (22) Separator Cooling Water Outlet Temperature     ºC 

 

Table 3.12: True root causes for tested fault conditions 

Fault ID True Root Variable 

IDV 1 XMEAS (4) 

IDV 4 XMEAS (9) 

IDV 5 XMEAS (11) 

IDV 6 XMEAS (1) 

IDV 11 XMEAS (9) 

IDV 12 XMEAS (11) 

IDV 14 XMEAS (9) 

IDV 15 XMEAS (11) 

Stripper steam valve stiction XMEAS (19) 

E Feed Loss XMEAS (3) 

 

IDV 4 and IDV 15 are presented as case studies, and the results of other tested fault 

scenarios are shown in the results and discussion Section. IDV 4 is difficult to classify 

because of data overlapping (Zhang and Dong, 2014), and IDV 15 shows how this 

methodology improves diagnostic capacity of PCA-T2. In both cases, the fault has been 

introduced after 1000 samples of normal operation. Auto-standardized (zero median, unit 

variance) data from 1000 samples in NOC, have been used to calculate the threshold value 
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of T2 statistics. The threshold value of T2 statistics is computed as 29.56 with a 95% 

confidence level. 18 PCs can explain more than 85% of the total variation.  

The TE chemical process has a recycle variable, XMEAS (5). A BN is acyclic in nature. 

To capture this cyclic nature in a BN, a duplicate dummy node of the recycle flow, XMEAS 

(5), has been created. Simply, XMEAS (5) has been used twice in the BN, one as a parent 

node, and another one as a child node, depending on the PFD. Figure 3.19 shows the BN 

in normal operating state.  

 

Figure 3.19: BN for the TE chemical process 

3.4.2.1. IDV 4 (step disturbance in reactor cooling water inlet temperature) 

This scenario has been generated by reducing the reactor cooling water flow. The T2 control 

chart detects the fault at the 1339th sample. The reason for the delayed detection is the small 
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magnitude of reduction in the cooling water flow. It results in an average increase of 

0.014% for the 500 test samples from the 1000 NOC samples of reactor temperature. 

Hence, it takes longer to upset the reactor temperature significantly. The contribution plot 

is generated after detecting the fault. Figure 3.21 shows that six continuous variables, 

XMEAS (3), XMEAS (7), XMEAS (8), XMEAS (9), XMEAS (16) and XMEAS (21) have 

more than 10% rescaled contribution. Corresponding likelihood evidence of these six 

variables are used to update the BN. The updated BN with multiple likelihood evidence is 

shown in Figure 3.22(a).  

 

Figure 3.20: T2 control chart for IDV 4 

Figure 3.22(b) shows that XMEAS (9) has the highest increase in the faulty state (6.59%) 

in the updated BN. XMEAS (5) has an increase of 4.12% in the faulty state. XMEAS (7) 

is the only parent node of XMEAS (9). XMEAS (7) has 12.07% increase in the normal 

state, which implies that the fault has not been initiated form XMEAS (7), and it confirms 

XMEAS (9) as the true root cause of the abnormality. 
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Figure 3.21: T2 contribution plot for IDV 4  

(a) 
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(b) 

 

Figure 3.22: Root cause diagnosis by proposed methodology for IDV 4 (a) updated BN 

with rescaled multiple likelihood evidence (b) percentage change in probability 
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(b) 

Figure 3.23: Root cause diagnosis by conventional approach for IDV 4 (a) updated BN 

with hard evidence (b) percentage change in probability 

Conventional approaches will provide hard evidence to the Not_Ok state of XMEAS (9) 

and look for the root cause from other variables. The updated BN with hard evidence is 

shown in Figure 3.23(a). Figure 3.23(b) shows that XMEAS (7) and XMEAS (21) have a 

larger increase than other variables after updating the BN. XMEAS (7) is the only parent 

node of XMEAS (9), while XMEAS (21) is a child node of XMEAS (9). Hence, XMEAS 

(7) will be falsely diagnosed as the root cause. 

To find the variables that fall inside the fault propagation pathway, hard evidence is given 

in the Not_Ok state of XMEAS (9). Reactor temperature affects separator temperature and 

reactor cooling water inlet temperature. Separator temperature will upset separator pressure 

and level. Separator pressure will affect both the purge rate and compressor work. As a 

result, recycle flow will be affected, and total feed will change, which will affect both 

reactor pressure and level. Separator level will hamper separator underflow. The stripper 
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unit will be affected in similar fashion. Figure 3.24 shows the identified fault propagation 

pathway using the proposed methodology. 

 

Figure 3.24: Fault propagation pathway for IDV 4 

3.4.2.2. IDV 15 (condenser cooling water valve stiction)  

This scenario has been created by fixing the manipulated variable XMV (11). The T2 

control chart can detect the fault as soon as it affects the process significantly. The T2 

contribution plot diagnoses XMEAS (22) as the root cause of the abnormality (Figure 

3.26). Since it is a child node, a BN must be used to diagnose the true root cause.  

 

Figure 3.25: T2 control chart for IDV 15 
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Figure 3.26: T2 contribution plot for IDV 15 

(a) 
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(b) 

 

Figure 3.27: Root cause diagnosis by proposed methodology for IDV 15 (a) updated BN 

with rescaled likelihood evidence (b) percentage change in probability 

To do so, the contributions are rescaled. Only XMEAS (22) has more than a 10% rescaled 

contribution and is used to update the BN. The updated BN in Figure 3.27 finds XMEAS 

(22) as most likely to be in the faulty state, as it has an increase of 49.81% in the faulty 

state. XMEAS (22) is a child node. Therefore, search for root cause is performed among 

its successive parent nodes. Its only parent node, XMEAS (11) increases 16.84% in the 

faulty state after updating the BN. Other variables increase less than 8% in the faulty state. 

This confirms XMEAS (11) as the true root cause. 

In the conventional approach, hard evidence will be given to the Not_Ok state of XMEAS 

(22). Figure 3.28(a) shows the updated BN. XMEAS (10), XMEAS (11), XMEAS (13) 

and XMEAS (20) have greater probability to be in faulty state (Figure 3.28(b)). However, 
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XMEAS (11) has much larger increase in the faulty state and can be accurately diagnosed 

as the true root cause.  

 (a) 

 

(b) 

 

Figure 3.28: Root cause diagnosis by conventional approach for IDV 15 (a) updated BN 

with hard evidence (b) percentage change in probability 

 

0%

10%

20%

30%

1 2 3 4 5 5 R 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

C
h
an

g
e 

in
 P

ro
b

ab
il

it
y

Variable No.



 

72 
 

Next, the fault propagation pathway is checked by giving hard evidence 

(P(Not_Ok=100%)) to XMEAS (11). The aim is to observe the behavior of other variables 

towards the faulty state. Any upset in reactor temperature will upset the separator 

temperature and reactor cooling water outlet temperature. Separator temperature will create 

abnormality in separator pressure, separator pressure will cause abnormal behavior in the 

separator level and there will be underflow in the separator. Stripper unit will be affected 

in an analogous way. The compressor work will be changed, which subsequently affects 

the recycle flow, and the recycle flow will affect the total feed rate. Since feeds are gaseous, 

change in a feed will change reactor pressure, and reactor pressure will further upset reactor 

temperature and level. Figure 3.29(c) captures the phenomena accurately. 

 (a) 
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(b) 

 

(c) 

 

Figure 3.29: Fault propagation pathway identification for IDV 15 (a) hard evidence to 

XMEAS (11), (b) percentage change in probability for other variables (c) identified fault 

propagation pathway 

3.5. Results and Discussion 

This paper demonstrates the better suitability of PCA-T2-BN with multiple likelihood 

evidence over conventional PCA and PCA-BN using hard evidence based techniques in 

dynamic process monitoring. It appears to be very effective, while conventional hard 

evidence based techniques fail to diagnose the root cause of process abnormality. Table 
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3.13 shows the comparative diagnostic performance among the proposed methodology, the 

conventional PCA and PCA-BN with hard evidence based techniques for all twelve tested 

fault scenarios studied in CSTH and TE chemical process.  

Table 3.13: Diagnostic performance comparison among proposed methodology and 

different PCA-BN based techniques 

Process 

model 
Fault description PCA-T2 

PCA-T2-BN 

Hard 

evidence 

Multiple 

likelihood 

evidence 

CSTH 
Leak in the tank Yes No Yes 

Steam valve stiction Yes Yes Yes 

TE Chemical 

Process 

IDV 1 No Yes Yes 

IDV 4 Yes No Yes 

IDV 5 No Yes Yes 

IDV 6 Yes Yes Yes 

IDV 11 No Yes Yes 

IDV 12 No Yes Yes 

IDV 14 Yes No Yes 

IDV 15 No Yes Yes 

Stripper steam valve stiction Yes Yes Yes 

E feed loss Yes Yes Yes 

 

PCA-T2 performs well in diagnosing the root cause in CSTH. PCA-T2-BN with a 

conventional hard evidence based approach, fails to diagnose the true root cause in the case 

of a leak in the tank. Diagnostic performance of PCA-T2 is not consistent for several cases 

in the TE chemical process. It fails to identify the true root cause for IDV 1, IDV 5, IDV 

11, IDV 12 and IDV 15. It gives an indication that PCA-T2 may not fulfil the diagnostic 
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requirement for large scale processes. A BN with conventional hard evidence can relax the 

limitation of PCA-T2 by diagnosing the true root cause accurately in these five cases.  

The performance of these conventional hybrid approaches becomes unsuitable, while 

PCA-T2 already accurately diagnoses an intermediate node as the true root cause. By 

convention, hard evidence will be given to that intermediate node, and a search for the root 

cause will be carried out among other variables. Because of this inherent characteristic, 

PCA-T2-BN with a hard evidence based approach fails to diagnose the true root cause for 

a leak in the tank in CSTH and IDV 4, IDV 14 in the TE chemical process. The updated 

BN with multiple likelihood evidence overcomes this limitation for all these cases, as it 

also takes the highest contributing variable of the multivariate contribution plots into 

consideration, while searching for the root cause.  

3.6. Conclusion 

A new hybrid methodology (PCA-T2-BN) has been proposed in process FDD. PCA has 

been used at the first stage to detect and diagnose the fault. A BN has been used to reach a 

certain conclusion from uncertain observed information provided by PCA. Higher 

diagnostic accuracy has been achieved by applying a multiple likelihood evidence based 

updating technique in the BN which curtails the possibility of false diagnosis. Although 

PCA takes a little longer to detect the fault in many cases, its combination with BN and 

multiple likelihood evidence make it a comprehensive tool for accurate diagnosis. 

However, detection delay is normal when the fault magnitude is very low, or when it takes 

longer to affect the process significantly. The methodology has been examined in twelve 

fault scenarios in two benchmark processes, the CSTH and TE chemical process. The 
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results suggest that it can diagnose the root cause accurately, where convention PCA and 

PCA-BN based approaches fail. It also preserves the strength of conventional techniques.  

The main contributions of this research work are: (1) it improves the limited diagnostic 

capacity of the conventional PCA, (2) it provides superior performance over conventional 

PCA-BN with hard evidence based techniques, (3) it proposes a unique multivariate 

contribution rescaling technique, which helps the BN to represent the variable states 

approximately accurately and (4) it provides a guideline to improve the diagnostic capacity 

of other BN based hybrid methodologies. The main advantages of the proposed 

methodology are: (1) it utilizes the advantage of data-driven and knowledge based 

methods, (2) it can diagnose the root cause of abnormality in any node of a BN, (3) it is 

very easy to apply and computationally inexpensive, (4) it can identify the fault 

propagation pathway and (5) it enhances the uncertainty handling capacity of a BN by 

enabling it to get updated with real time multivariate contributions.  

Future work may include the application of the proposed methodology to industrial systems 

and combining the BN with non-linear MSPM tools to capture the non-Gaussian features 

also to have better detection capability. In industries, it is not expedient to monitor all the 

variables due to cost optimization. The methodology needs to be applied to diagnose true 

root cause in an unmonitored variable. 
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Chapter 4 

Fault Detection and Pathway Analysis using Dynamic Bayesian Network  

Abstract: A dynamic Bayesian network (DBN) based fault detection, root cause diagnosis, 

and fault propagation pathway identification scheme is proposed. The proposed 

methodology generates evidence from monitored process data and uses the information to 

update DBN that captures the process knowledge. A new dynamic Bayesian anomaly index 

(DBAI) based control chart is proposed for detection purpose. Following the detection of 

the fault, root cause(s) is diagnosed using the smoothing inference of a DBN, and fault 

propagation pathway is identified from the cause-effect relationships among the process 

variables. The proposed methodology is applied to a binary distillation column and a 

continuous stirred tank heater (CSTH). The result shows that it can detect the fault and 

diagnose the root cause of the fault precisely. The result has been compared to the 

performance of the Shewhart control chart, principal component analysis (PCA) and static 

BN. The comparative study confirms that the proposed methodology is a more efficient 

fault detection and diagnosis (FDD) tool. 

Keywords: Fault detection, fault propagation pathway, root cause diagnosis, dynamic 

Bayesian network, cause-effect relationship 
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4.1. Introduction 

Process industries suffer significant economic losses due to abnormal situations emerged 

from the faults during operation (Nimo, 1995). Fault detection and diagnosis (FDD) are 

the first steps of abnormal situation management (ASM) (Kresta et al., 1991). Timely 

detection and diagnosis of the root cause of the fault are important to assure process safety, 

reliable operation, product quality and optimum operational cost. Data driven methods rely 

on the process data collected from normal operating condition (NOC). These fault free data 

are used to define the control limit (CL), and later fault is detected when on-line monitored 

samples violate the threshold of the CL (Venkatasubramanian et al., 2003b). These tools 

are easier to apply and provide very quick detection performance. Hence, data based 

statistical process monitoring (SPM) tools are very popular in the process industries (Qin, 

2012). 

Data based SPM tools are mainly classified into two categories: univariate and multivariate 

tools. Univariate tools monitor the individual signal of process variables to detect and 

diagnose the fault. The Shewhart chart is one of the earliest univariate control charts 

applied in process monitoring (Shewhart, 1930). This chart defines the CLs (e.g. upper 

control limit (UCL), lower control limit (LCL)) using mean and standard deviation of 

individual variable. UCL and LCL are determined based on the target standard deviation(s) 

from the mean depending on the product quality requirement. In spite of ease of application 

and reliable performance, the Shewhart chart is vulnerable to process noise since it only 

considers current measurement from the sensors without filtering. Exponentially weighted 

moving average (EWMA) and cumulative sum (CUSUM) control charts are two other 
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univariate control charts, which possess memory effect of data and suitable for small mean 

shifts. However, these techniques require expert opinion for desired performance and are 

computationally more expensive than the Shewhart control chart (Montgomery and 

Runger, 2010). The major disadvantage of the univariate control charts is that these make 

the monitoring complex since a dedicated control chart is required to monitor each variable. 

Moreover, these charts ignore the change in operating condition. 

To overcome the aforementioned limitations of the univariate monitoring techniques, 

multivariate statistical process monitoring (MSPM) tools are widely used in the process 

industries. These tools monitor the process by a combined index as the CL using different 

multivariate statistics such as T2, SPE and I2 statistics. Thus, monitoring of numerous 

control charts is avoided.  MSPM tools detect the fault by observing the breakdown in 

correlation among process variables and diagnose the root cause by generating the 

multivariate contribution plots. Principal component analysis (PCA) and partial least 

square (PLS) are the most widely used MSPM tools (Bakshi, 1998; Nomikos and 

MacGregor, 1995). However, these tools are most suitable when process data follow a 

multivariate Gaussian distribution. Nonlinear PCA (NPCA) and kernel PCA (KPCA) have 

been proposed to handle non-linearity (Choi and Lee, 2004; Kramer, 1991). These tools 

can detect the fault effectively. Although these MSPM tools provide robust detection 

performance, diagnosis of root cause is often misleading and incomplete. Support vector 

machine (SVM) and artificial neural network (ANN) has also been applied (Hoskins et al., 

1991; Kulkarni et al., 2005). However, SVM and ANN are suitable when in-depth process 

knowledge is available, since they need both normal and faulty data for training purpose.  
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The knowledge based tools (e.g. fault tree, signed digraph, possible cause-effect graph, 

Bayesian network etc.) are popularly used for fault diagnosis. These tools are mainly built 

on the expert opinion and using if-else-then logics (Venkatasubramanian et al., 2003a). 

While the knowledge based tools provide excellent performance in fault diagnosis, they 

lack in robust detection capacity. Hybrid methods have also been proposed to eliminate the 

limitation of an individual method. In many hybrid methods, a data based MSPM tool is 

used to detect the fault in the first stage, and a knowledge based tool is used in the second 

stage to diagnose the root cause of the fault utilizing the diagnostic information provided 

by the first stage detection tool (Gharahbagheri et al., 2017; Mallick and Imtiaz, 2013; 

Vedam and Venkatasubramanian, 1999; Y. Wang et al., 2017; Yu et al., 2015).  

Bayesian network (BN) is an emerging tool in process FDD. It has ample application in 

the fields of risk analysis, dependability, and maintainability (Weber et al., 2012). BNs are 

mostly used for root cause diagnosis in process monitoring. It is constructed combining 

process historical data and expert knowledge. However, it is possible to build a BN using 

expert opinion only when process data are unavailable. (Mehranbod et al., 2005, 2003) 

used BN in sensor fault detection and isolation in both steady and transient operating 

conditions. (Dey and Stori, 2005)  proposed a BN based root cause identification technique 

for several process variations. (Azhdari and Mehranbod, 2010) demonstrated the 

application of a BN in detecting and diagnosing the faults in the Tennessee Eastman (TE) 

chemical process. An application of a BN in dimensionality reduction is available in 

literature (Gonzalez et al., 2015). The BN used in existing literature is mostly static in 

nature. (Yu and Rashid, 2013) used a dynamic BN (DBN) for process fault detection, root 
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cause diagnosis and fault propagation pathway identification. Two indicators abnormality 

likelihood index (ALI) and dynamic Bayesian probability index (DBPI) were proposed to 

detect the fault, and dynamic Bayesian contribution index (DBCI) was used to diagnose 

the root cause of the fault. (Zhang and Dong, 2014) incorporated the output of a Gaussian 

mixture model (GMM) with a three time-slice DBN to detect and isolate the fault. Hence, 

it is evident that a DBN has the potential to perform as an efficient solitary process FDD 

tool. 

The main objective of this research is to develop a technique which can detect the fault and 

diagnose the root cause of the fault accurately by utilizing the power of DBN. A DBN 

based methodology has been proposed and tested on two common industrial sub-systems: 

a binary distillation column and a continuous stirred tank heater (CSTH). The results show 

that the proposed DBN based methodology can detect the fault as well as precisely 

diagnose the root cause. The performance of the proposed methodology has been also 

compared with static BN and two data driven methods: a univariate tool (the Shewhart 

control chart) and a multivariate tool (PCA). The comparative performance evaluation 

suggests that the proposed approach is a more efficient process monitoring tool for fault 

detection and root cause diagnosis. 

The rest of the paper is organized as follows: Section 4.2 will provide a brief description 

on the BN and DBN. The methodology will be explained in Section 4.3. Application of the 

proposed methodology will be demonstrated in Section 4.4. Comparative results will be 

shown in Section 4.5. The contribution and merits will be discussed in Section 4.6. 
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4.2. Preliminaries 

4.2.1. Bayesian Network (BN) 

A BN is a causal network which belongs to the family of probabilistic graphical models 

(Pearl, 1988). It represents the knowledge in the graphical form. It is a directed acyclic 

graph, which links up the uncertain observations and helps to reach a certain conclusion 

(Neapolitan, 2004). It contains node and directed arcs. Each node represents the probability 

distribution of a random variable, while an arc determines the probabilistic relationship 

between the two connected variables. The node from which the arc is created is called the 

parent node, and the node to which the arc is directed is called the child node. An arc from 

a child node can never come back to its parent nodes. The node which does not have any 

child node is called a leaf node. On the other hand, any parentless node is called a root 

node. An intermediate node serves as both a parent and a child node in the network (Yu et 

al., 2015).  Bayes’ theorem (shown in Equation 4.1) is the governing equation of a BN. 

 P(θ X⁄ ) =
P(X θ) × P(θ)⁄

P(X)
 (4.1) 

where P(Ɵ) is the prior belief, and P(X) is the probability of an observation or evidence. 

P(X/Ɵ) is the conditional probability of X given Ɵ. It is also called the likelihood 

probability. P(Ɵ/X) is the conditional probability of Ɵ given X. It can also be referred to 

as the posterior probability, since it contains the degree of belief relying on an observation 

of X. For a certain evidence of X, the updating equation can be written as: 

 P(θ X⁄ ) = P(X θ) × P(θ)⁄  (4.2) 
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A BN works by propagating the belief in the entire network. So, it is often termed as a 

Bayesian Belief Network (BBN) (Mallick and Imtiaz, 2013). The joint probability 

distribution (JPD) of the network can be obtained from the product of all likelihood 

probabilities (Y. Wang et al., 2017). Using chain rule, the JPD can be expressed as: 

 P(X1, X2, … , Xn) = ∏ P(Xi Pa(Xi))⁄

𝑛

𝑖=1

 (4.3) 

where Pa (Xi) is the parent set of any node Xi.  

A BN is constructed in three main steps: (1) determining the causal dependency among the 

variables, (2) estimating the prior probability distribution, and (3) estimating the 

conditional probability distribution. The main advantage of using a BN is that any state of 

a node can be updated and the renewed probabilities obtained after belief propagation can 

be utilized in decision making. It also provides a pictorial view of the entire process 

operation. 

4.2.2. Dynamic Bayesian Network (DBN) 

The conventional BN is discrete and static. It cannot model dynamic systems. As chemical 

processes are dynamic, static BN fails to capture this dynamic nature. A dynamic Bayesian 

network (DBN) is an extension of a static BN. It can represent the temporal relationships. 

A static BN can be extended to a DBN by the following ways (Mihajlovic and Petkovic, 

2001): 

1. Adding the state of a node to describe the temporal relationship with time slice.  

2. Modifying the structure of the BN based on process dynamics. 
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3. Repeating the static BN with time if all the variables exert influence on the process 

and updating the belief of current time-step. 

Figure 4.1 shows a simple DBN of three nodes for N time-steps. The static BN has been 

converted into a DBN by applying the first order Markov chain. A and B are the parent 

nodes of C. The probability of node C depends on its parent nodes in a time slice, as well 

as on its own value of previous time slice.  

 

Figure 4.1: A simple DBN of three nodes 

The arcs can be connected to another node, as well as return to itself. The later type of arc 

is called a self-rolling arc. For example, if a self-rolling arc is used at node A in Figure 4.1, 

it implies that one more conditional probability table (CPT), P(At/At-1) is required to model 

the random variable A. The arcs are always forward moving among time slices. No arc can 

return to its previous time slices.  

If Z represents a family of random variables X1, X2,….., Xn (i.e. XZ); the transition model 

from the previous time slice to the current time slice for a DBN can be expressed as 

(Murphy, 2002): 
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 P(Zt/Zt−1  ) =  ∏ P(Zi,t/Pa(Zi,t)

n

i=1

) (4.4) 

where Zi,t is ith node at time t and Pa(Zi,t) is the parent nodes of Zi,t from same and previous 

time slice. n is the number of nodes in the network. 

The joint probability density function of a DBN for time t=1 to N can be expressed as: 

 P(Z1:N) =  ∏ ∏ P(Zi,t/Pa(Zi,t)

n

i=1

)

N

t=1

 (4.5) 

Unlike static BN, time dependency is required to be included in the CPTs to model a DBN, 

since variables are also dependent on the previous time slice. It introduces one more step 

in estimating the CPTs. Table 4.1 shows an illustrative example of a CPT of node C in 

Figure 4.1.  

Table 4.1: CPT of node C 

At Not_Ok Ok 

Bt Not_Ok Ok Not_Ok Ok 

Ct-1 Not_Ok Ok Not_Ok Ok Not_Ok Ok Not_Ok Ok 

Ct 
Not_Ok 0.998 0.954 0.923 0.871 0.534 0.641 0.462 0.119 

Ok 0.002 0.046 0.077 0.129 0.466 0.359 0.538 0.881 

 

The CPTs can be estimated either from historical process data or from expert opinion. 

Maximum likelihood estimation (MLE) and Bayesian estimation (BE) techniques can be 

employed to the data to estimate the CPTs. In MLE, CPTs are calculated counting the 

relative frequencies of variables that maximizes the likelihood of data. In the BE technique, 

the prior distributions are usually estimated and consolidated with respect to Dirichlet 

distribution or Wishart distribution (Spiegelhalter and Lauritzen, 1990). If there is any time 
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lag in the process, it needs to be adjusted before applying the MLE to have better 

estimation.  

A DBN has two robust features: smoothing and prediction inferences. Prediction is 

forecasting the future of a state in a node based on the current evidence, while smoothing 

refers to the estimation of the probability of a node in the past based on collected evidence 

up to current time slice. Consider a variable is continuously observed, an evidence of a 

fault is received at 50th time-step, it is possible to estimate the probability of a fault of this 

variable at 45th time-step (i.e.P(Faultt=45/evidencet=50)) and 55th time-step (i.e. 

P(Faultt=55/evidencet=50)). Smoothing inference enables to estimate the probability of a fault 

at t=45, and prediction inference helps to predict what will be the probability of a fault at 

t=55 given that a fault has occurred at t=50. When evidence is given, probability of fault 

increases in the adjacent time-slices due to the belief propagation. Smoothing provides 

vigorous conclusion, since sufficient information are available about the events that already 

have occurred (Łupińska-Dubicka, 2012). 

4.3. DBN based FDD Methodology 

Figure 4.2 shows the flow chart of the proposed methodology. A DBN is used to detect the 

fault, diagnose the root cause of the fault, and identify the fault propagation pathway. First, 

prior knowledge and process flow diagrams (PFDs) are utilized to build the DBN model. 

CPTs are estimated using MLE. Fault can initiate from any variable in a process. Hence, a 

first order self-rolling arc has been considered in this study for all the monitored variables 

so that the corresponding node can be updated, and fault is detected earlier. Time invariant 

network structure and likelihood probabilities have been used to model the DBN.  
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Figure 4.2: DBN based FDD methodology 

The network needs evidence to get updated and provide conclusion. The new information 

considered as evidence, is modelled as a Gaussian distribution. A fault is classified when 
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a variable starts to move from an expected value (mean, UCL, LCL). The probability of 

fault for a variable can be estimated using Equation 4.6. 

 P(Fault) = φ (
X − μ

σ
) (4.6) 

where X is any arbitrary value in the domain of Z,  is the mean and  is the standard 

deviation for a variable. 

A normal operating zone needs to be defined to reduce false alarms and efficient fault 

detection. The upper and lower threshold values for the normal operating zone are selected 

as +3 and -3 respectively. The probability of fault is considered as 0.50 at ±3 and 

0 at . The individual control limit for any variable is 0.50. From this point the variable 

can move towards a faulty state or come back to a normal state (Zadakbar et al., 2012). 

for xij>j,  

 P(Fault) = φ (
xij − (μj + 3σj)

σj
)  

 

                 = ∫
1

σj√2π 
e[{xij−(μj+3σj)}

2
/2σj

2]dx
xij

−∞

 (4.7)  

for xij<j,  

 P(Fault) = 1 − φ (
xij − (μj − 3σj)

σj
)  

 

                 = 1 − ∫
1

σj√2π 
e[{xij−(μj−3σj)}

2
/2σj

2]dx
xij

−∞

 (4.8)  
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where i=1,2, …., n and j=1, 2, …., m   

n and m represent the number of samples and variables respectively. Figure 4.3 illustrates 

how probability of fault is estimated.  

 

Figure 4.3: Visual depiction of the probability of fault estimation 

To eliminate the complexity of monitoring individual control chart for each variable, a 

single consolidated control chart is required. We propose a new dynamic Bayesian anomaly 

index (DBAI) based control chart for fault detection. Consider, each node consists of two 

states in a DBN: one state represents the probability of being in a faulty state and another 

state implies to be in a normal state. The DBAI at any time can be calculated by summing 

up the probability of abnormal state for all the variables and then dividing by the number 

of variables. So, the upper and lower limit of DBAI will be 1 and 0 respectively. When the 

process fails, the DBAI value may reach up to 1.  

The mathematical formulation of DBAI at any time slice, i can be expressed as: 
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 DBAIi =  
1

m
∑ P(abnormality)

m

j=1

 (4.9) 

The threshold value for DBAI can be calculated as: 

 DBAI =  
1

mn
∑ ∑ P(abnormality)

m

j=1

n

i=1

 (4.10) 

In essence, the proposed methodology works in nine steps. The monitoring model 

development part consists of five steps: 

Step 1: Prior knowledge and process flow diagrams (PFDs) are used to determine the 

qualitative network structure.   

Step 2: Collection of historical process data in normal operation condition. 

Step 3: Priors and CPTs are defined from this data set and integrated with the network for 

quantitative analysis. 

Step 4: P(Fault) is calculated using Equations 4.7 and 4.8. It should be noted that the DBN 

is updated only when the probability of fault for two consecutive samples exceeds 0.50 for 

any variable to avoid false alarms caused by noise. Both hard and likelihood evidence are 

used to update the DBN to preserve the nature of the evidence. Updating any state of a 

node in the DBN with 100% true value is called hard evidence based updating, while 

likelihood evidence implies updating the DBN with probabilistic evidence (i.e. 

P(Fault)=0.75). Details of different types of evidence used to update a BN can be found in 

literature (Mrad et al., 2015; Pearl, 1988). 
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Step 5: Threshold of DBAI is calculated using Equation 4.10. The probability of fault for 

all the variables get steady after a brief period. These values are used for root cause 

diagnosis. 

The online part of the methodology is comprised of four steps: 

Step 6: P(Fault) of on-line samples is calculated using Equations 4.7 and 4.8. If 

P(Fault)>0.50 for two consecutive samples for any variable, the corresponding node is 

updated with hard or likelihood evidence in these specific time slices. 

Step 7: Fault is detected when the threshold of DBAI is violated. 

Step 8: Smoothing capacity of a DBN is utilized in root cause diagnosis. The DBAI value 

in previous time-slices may exceed the threshold after updating the DBN and detecting the 

fault due to smoothing inference. Average probability of fault for all the variables from the 

time-step when the DBAI value exceeded the threshold for the first time up to the detection 

time-step is calculated and compared with the steady state failure probability. Percentage 

change in the probability in the faulty state for all the variables are plotted. If a root node 

has the highest percentage increase in the probability in the faulty state, it is diagnosed as 

the root cause. When a child node gets the highest increase in the probability in the faulty 

state, root cause is diagnosed among its parent nodes.  

Step 9: Fault propagation pathway is identified using the cause-effect relationships among 

the process variables. It includes the root, intermediate and leaf nodes. Fault propagation 

pathway starts with the root cause variable (cause) and ends up with the affected variables 

(effects). All the intermediate variables that lie between the cause and effect variables are 

also included in the fault propagation pathway. 
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4.4. Application of the Proposed Methodology 

The application of the proposed DBN based FDD methodology is demonstrated on two 

process systems: a binary distillation column and a continuous stirred tank heater (CSTH) 

for four fault scenarios. Each test case consists of 500 samples. First 400 samples are fault 

free and used to calculate the threshold of DBAI. Fault is initiated at 401 samples in all 

four cases. Samples have been collected at 1 second interval. 

4.4.1. Binary Distillation Column 

The binary distillation column considered in this study has 40 stages that separates a 

mixture of relative volatility of 1.5 into products of 96% purity. Figure 4.4 shows the 

schematic diagram of a binary distillation column. Equilibrium condition in all stages, 

linearized liquid dynamics, constant pressure and relative volatility, no vapor holdup and 

total condenser have been considered to model the distillation unit (Skogestad, 1997).  

 

Figure 4.4: Schematic diagram of a binary distillation column 

There are six inputs and four output variables in the distillation unit. The input variables 

are feed rate (F), feed composition (zF), reflux flow rate (L), boil up flow rate (V), top 
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product flow (D) and bottom product flow (B). The output variables are top composition 

(xD), bottom composition (xB), condenser holdup (MD) and reboiler holdup (MB). In this 

study, five process variables: feed rate (F), feed composition (zF), reflux flow rate (L), top 

composition (xD) and bottom composition (xB) are monitored.   

First, 400 samples are generated in normal operating condition. Prior knowledge and PFDs 

are used to construct the qualitative part of the network. CPTs are defined from MLE. The 

probability of fault for all the variables get steady from 16th to the rest of the samples since 

no evidence of fault is received for two consecutive samples for any variable in between 

these time-steps. These steady state failure probabilities for all five monitored variables are 

recorded. The threshold of DBAI is calculated as 0.2942 from these 400 samples. The 

developed DBN model is shown in Figure 4.5. GeNIe 2.0 is used for modeling the DBN. 

Two fault scenarios have been generated. The fault descriptions are shown in Table 4.2. 

 

Figure 4.5: DBN model for a binary distillation column 
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Table 4.2: Fault descriptions in a binary distillation column 

Fault Scenario Description Root cause 

A1 5% feed loss Feed rate 

A2 
Random variation in 

feed composition 
Feed composition 

 

4.4.1.1. 5% Feed Loss (Fault Scenario A1) 

A step type signal is used to model this fault scenario. Figure 4.6 shows the probability of 

fault for all the variables. It can be seen that the feed rate gets more perturbation than other 

two input variables from 401 samples. Although it exceeds the CL twice at 431st and 451st 

samples, it does not exceed the limiting value of 0.50 for two consecutive samples. As a 

result of continuous feed loss, both top and bottom composition get reduced. Among the 

five monitored variables, top composition first exceeds the individual CL at 424th sample. 

Bottom composition also crosses the CL at 445th sample. Since no corrective measure was 

taken, these output variables do not come back inside the normal operating zone.  

All these evidence are provided in the developed DBN model (Figure 4.7). Then, DBAI 

value for all time slices are calculated and compared with the threshold value. The fault is 

detected at 425th sample with a sharp jump in the DBAI value (Figure 4.8). The DBAI 

value never returns under the threshold for the rest of the test samples.  
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Figure 4.6: Probability of fault for fault scenario A1 in a binary distillation column 

 

Figure 4.7: DBN for fault scenario A1 in a binary distillation column 

 



 

96 
 

 

Figure 4.8: Dynamic Bayesian control chart for fault scenario A1 in a binary distillation 

column 

The next step is to diagnose the root cause of the fault. Due to smoothing inference, the 

DBAI value first exceeds the threshold at 417th sample after updating the BN with the fault 

information received for top composition at 424th and 425th samples. The average 

probability of fault from 417th to 425th time-steps for the monitored variables are computed 

and compared with the steady state values. Figure 4.9 shows the percentage change in the 

probability in the faulty state. Top composition has the highest increase (3.97%) in the 

faulty state. However, it is a child node. It has three parent nodes: feed rate, feed 
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composition and reflux flow rate. Among these three input variables, feed rate has the 

highest increase (3.5%) in the faulty state and can be accurately diagnosed as the root cause.  

 

Figure 4.9: Root cause diagnosis for fault scenario A1 in a binary distillation column 

 

 

Figure 4.10: Fault propagation pathway for fault scenario A1 in a binary distillation 

column 

After diagnosing feed rate as the root cause of the fault, we check for the fault propagation 

pathway. Feed rate has two child nodes: top composition and bottom composition. A fault 

in the feed rate will affect both, and these variables are selected as the terminating nodes 

in the fault propagation pathway (Figure 4.10). 
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4.4.1.2. Random Variation in Feed Composition (Fault Scenario A2) 

A random variation starts in the feed composition after 400 samples of normal operation. 

A lot of fluctuations in the probability of fault is observed in Figure 4.11 for feed 

composition. Feed composition exceeds the individual CL from 407th sample for three 

consecutive samples. Top composition crosses the CL at 422nd sample and returns within 

the limit at 498th sample. Bottom composition shows higher fluctuation than top 

composition.  

 

Figure 4.11: Probability of fault for fault scenario A2 in a binary distillation column 

This new fault information is used to update the DBN. Figure 4.12 shows the DBN for a 

random variation in feed composition. The DBAI values for all the time slices are 
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calculated and plotted in the dynamic Bayesian control chart (Figure 4.13). It exceeds the 

threshold immediately after updating the DBN with the evidence of abnormal behavior 

received from the feed composition. If the DBN structure was determined only using the 

self-rolling arcs on the state variables (top and bottom composition), a delayed detection 

would happen in this fault scenario. Fluctuating DBAI values are observed due to the 

random nature of the fault. However, it never returns below the threshold limit.  

 

Figure 4.12: DBN for fault scenario A2 in a binary distillation column 

To find out the root cause of the abnormality, we look for the time slice when smoothing 

inference first reported anomalous activity. It is observed that the DBAI value first exceeds 

the threshold at 401st sample. The average probability of fault for all the variables from 

401st to 408th samples are calculated and compared with the steady state values. Figure 4.14 

shows the percentage change in the probability to be in the faulty state. It can be seen that 

the feed rate and reflux flow rate have no significant increase in the probability to be in a 

faulty state, while feed composition, top composition and bottom composition show 
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increased probability. Feed composition has the highest percentage increase and can be 

successfully diagnosed as the root cause of the process abnormality. 

 

Figure 4.13: Dynamic Bayesian control chart for fault scenario A2 in a binary distillation 

column 

 

Figure 4.14: Root cause diagnosis for fault scenario A2 in a binary distillation column 
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Figure 4.15: Fault propagation pathway for fault scenario A2 in a binary distillation 

column 

The fault propagation pathway can be obtained from Figure 4.14, as it can identify the 

affected variables due to a fault in the feed composition. This fault affects both top and 

bottom composition. The fault propagation pathway is shown in Figure 4.15.  

4.4.2. Continuous Stirred Tank Heater (CSTH) 

The continuous stirred tank heater (CSTH) is a common unit in the chemical process 

industry. The CSTH model considered in this study was developed by (Thornhill et al., 

2008). It is built using the first principal models and possess the real disturbance data from 

a pilot plant located in the University of Alberta. The schematic diagram of a CSTH is 

shown in Figure 4.16. There are six variables: cold water valve demand, steam valve 

demand, hot water valve demand, level, output water flow rate and temperature. The first 

three variables are the inputs in the system, while the rest of the three variables are the 

outputs. All measurements are converted to electrical signal and presented on a scale of 4-

20 mA. However, level, output water flow rate and temperature can also be measured in 

cm, m3/sec and ºC respectively. In a CSTH, cold water comes to the tank to maintain the 

level. Steam valve mainly controls the temperature of the tank by providing required 

quantity of steam to maintain the desired temperature. Cold water flow has minimal effect 
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on the temperature. Hot water supply can also influence both level and temperature. Two 

PID controllers are controlling the cold water and steam valve demand depending on the 

set points of level and temperature. In this experiment, hot water flow is kept constant at 

5.5 mA, while set points for level and temperature are selected as 12 and 10.50 mA 

respectively. There is a heating coil at the bottom of the tank which makes the model highly 

non-linear. 

 

Figure 4.16: Schematic diagram of a continuous stirred tank heater 

Prior knowledge and PFDs are utilized to construct the qualitative part of the DBN. 400 

samples are generated to define the priors and CPTs.  The probability of fault for all the 

variables become steady after 22nd sample. These steady state failure probabilities for the 

monitored variables are recorded. The threshold of DBAI is calculated as 0.2546. The 

developed DBN model of a CSTH is shown in Figure 4.17. Two fault scenarios have been 

considered in this paper. The tested fault scenarios in a CSTH are shown in Table 4.3. 
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Figure 4.17: DBN model for a CSTH 

Table 4.3: Fault descriptions in a CSTH 

Fault Scenario Description Root cause 

B1 
Gradual increase in cold water valve 

demand 

Cold water 

valve 

B2 Steam valve stiction Steam valve 

 

4.4.2.1. Gradual Increase in Cold Water Valve Demand (Fault Scenario B1) 

A ramp type signal is used to generate this fault scenario. First probability of fault for all 

the variables is calculated (Figure 4.18). Cold water valve, level and output water flow rate 

are highly affected by this fault and keep fluctuating around the individual CL. Increase in 

cold water valve demand results in increasing cold water supply. Hence, both level and 

output water flow rate will be increased. To maintain the set point, controller reduces the 
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valve opening. Once level comes to 10.50 mA position, this fault again starts affecting the 

valve opening.  

 

Figure 4.18: Probability of fault for fault scenario B1 in a CSTH 

Output water flow rate exceeds the individual CL at 411th, 412th and 413th samples and 

come back within the normal operating zone again. Probability of fault for level first 

exceeds 0.50 at 417th sample. Although cold water valve demand exceeds the CL at 405th 

sample, due to the controller action it immediately comes back to normal operating regime. 

It violates the CL at 438th sample for four consecutive samples. Steam valve, temperature 

and hot water valve remain inside the fault free zone for the test samples.  
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Figure 4.19: DBN for fault scenario B1 in a CSTH 

  

Figure 4.20: Dynamic Bayesian control chart for fault scenario B1 in a CSTH 

Whenever a variable exceeds the individual CL (P(Fault)=0.50) for two consecutive 

samples, evidence are provided in the DBN. In this case, collected evidence of fault for 



 

106 
 

cold water valve, level and output water flow rate are used to update the DBN. Figure 4.19 

shows the DBN for a gradual increase in cold water valve demand in a CSTH.  

Figure 4.20 shows the dynamic Bayesian control chart for this fault scenario. The fault is 

detected at 412th sample as soon as it receives the evidence of a fault from output water 

flow rate. Although the probability of fault for the monitored variables keep fluctuating, 

the DBAI value continuously stay above the threshold till 489th sample. It returns under 

the threshold at 490th sample and never exceeds again for the rest of the test samples. 

 

Figure 4.21: Root cause diagnosis for fault scenario B1 in a CSTH 

After providing the evidence at 411th and 412th samples, it is observed that the DBAI 

violates the threshold at 407th sample. The average probability of fault for the variables 

from 407th to 412th samples are calculated and compared with that of steady state 

probability of fault. Figure 4.21 shows the percentage change in the probability of fault for 

all the variables. It shows that this fault does not affect steam valve demand and 

temperature. Cold water valve, level and output water flow rate have the most prominent 

0

1

2

3

4

Cold Water

Valve

Demand

Steam Valve

Demand

Hot Water

Valve

Demand

Level Output Water

Flow Rate

Temperature

C
h
an

g
e 

in
 p

ro
b

ab
u
li

ty
 

in
 f

au
lt

y
 s

ta
te

 (
%

)

Variables



 

107 
 

increase in the faulty state. Output water flow rate has the highest increase (3.80%) in the 

faulty state. Level is the only parent node of output water flow rate, which has an increase 

of 2.92%. Level has two parent nodes: cold water valve demand and hot water valve 

demand. Among these, cold water valve has the highest increase (2.97%) in the faulty state 

and can be diagnosed as the root cause of the fault.  

Level is the only intermediate variable between the root cause variable: cold water valve 

demand and terminating variable: output water flow rate, and the fault propagation pathway 

can be drawn as shown in Figure 4.22.  

 

Figure 4.22: Fault propagation pathway for fault scenario B1 in a CSTH 

4.4.2.2. Steam Valve Stiction (Fault Scenario B2) 

Valve stiction is a frequently encountered problem in the process industries. In this fault 

scenario, steam valve gets stuck at 6.75 mA position from 401st sample till the rest of the 

test samples. As a result, temperature get increased and crosses the threshold limit at 417th 

sample and never returns below the CL. It is because the controller is unable to handle this 

type of operational problem. Human intervention is required to solve it. The probability of 

fault never rises over 0.50 for steam valve demand, since the valve got stuck within the 

normal operating zone. Fluctuation in cold water valve demand is observed 477th to 481st 

sample, which affects the output water flow rate. 

Figure 4.24 shows the DBN for this fault scenario. It can show which sub-system of the 

process system is highly affected by this fault. The dynamic Bayesian control chart detects 



 

108 
 

the fault at 418th sample, when the likelihood evidence received from temperature, are used 

to update the DBN for 417th and 418th samples (Figure 4.25). The DBAI stays well above 

the threshold for the remaining test samples. 

 

Figure 4.23: Probability of fault for fault scenario B2 in a CSTH 

 



 

109 
 

 

Figure 4.24: DBN for fault scenario B2 in a CSTH 

 

Figure 4.25: Dynamic Bayesian control chart for fault scenario B2 in a CSTH 

To diagnose the root cause, we look for the time-step when DBAI first exceeds the 

threshold. It is observed that it crosses the threshold at 413th sample. Then, average 
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probability of fault for all the variables are calculated from 413th to 418th samples and 

compared with the steady state values. Figure 4.26 shows the percentage change in the 

faulty state for all the monitored variables. It is observed that steam valve has the highest 

percentage increase (10.26%) in the faulty state and can be swiftly diagnosed as the root 

cause. Its only child node: temperature has 9.41% increase in the faulty state and can be 

identified as the terminating variable in the fault propagation pathway (Figure 4.27).  

 

Figure 4.26: Root cause diagnosis for fault scenario B2 in a CSTH 

 

Figure 4.27: Fault propagation pathway for fault scenario B2 in a CSTH 

4.5. Results and Discussion 

The proposed methodology is compared with a univariate monitoring technique (the 

Shewhart chart), and multivariate FDD tools (PCA and a static BN) for various fault 

scenarios. The performance measurement criteria are false alarm rate (FAR), detection rate 
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(DR) and accurate diagnosis capacity. FAR is the number of trained samples exceeding the 

threshold divided by the total number of trained samples, while DR is the number of faulty 

samples successfully detected divided by the total number of faulty samples. The 

comparative study on these four test cases is shown in Table 4.4. 

Mean () and standard deviation () for all the variables are calculated from 400 trained 

samples. To have a fair comparison, UCL and LCL of the Shewhart chart for all the 

variables have been selected as +3 and -3 respectively, and when two consecutive 

samples of any variable exceed the UCL or LCL, fault is detected, and this variable is 

considered as the root cause of the fault since the Shewhart chart cannot provide any causal 

information.  

Two statistics are commonly used in PCA based monitoring: Hotelling’s T2 and squared 

prediction error (SPE) or Q statistics. T2 indicates how far a sample lies from the center of 

the feature space, while SPE is the measurement of lack of fitness of a sample from the 

residual space. Whenever any test sample exceeds the threshold of T2 or SPE value fault is 

detected, and multivariate contribution plots are generated at the detection point. Required 

number of principal components (PCs) to monitor the process is selected from the 

cumulative percent variance (CPV) approach. Two PCs can explain 99.85% of total 

process variation for a binary distillation column while three PCs can explain 86.78% 

process variation in a CSTH. These PCs are used to build the monitoring model.  

The threshold of Bayesian anomaly index (BAI) for fault detection by the static BN is 

calculated for time, t=0 using Equation 4.9. This index has been also calculated from the 

arithmetic mean of abnormal states of all the variables, and it is computed as 0.3092 and 
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0.3899 for the binary distillation column and CSTH respectively. Evidence of fault is 

generated using Equations 4.7 and 4.8 to update the BN. For an equitable comparison, the 

BN is only updated when two consecutive samples exceed the individual CL for any 

variable. Root cause diagnosis technique slightly varies from DBN, since static BN has no 

smoothing inference. In this case, percentage change in the probability to be in the faulty 

state for all the monitored variables between the steady state and updated BN is used to 

diagnose the root cause of the fault. Cause-effect relationship is utilized if required. 

Table 4.4: Comparative performance of the Shewhart chart, PCA, static BN and the 

proposed DBN based methodology (best performance is marked bold for each condition) 

Process 

Model 
Fault Description 

Performance 

Criterion 

Shewhart 

Chart 

PCA-

T2 

PCA-

SPE 

Static 

BN 
DBN 

Distillation 

Column 

5% feed loss 

(Fault Scenario 

A1) 

FAR (%) 0 4 5 0 1 

DR (%) 76 72 99 76 76 

Diagnosis No No Yes Yes Yes 

Random variation 

in feed 

composition (Fault 

Scenario A2) 

FAR (%) 0 4 5 0 1 

DR (%) 75 85 98 75 93 

Diagnosis Yes No Yes Yes Yes 

CSTH 

Gradual increase 

in cold water valve 

demand (Fault 

Scenario B1) 

FAR (%) 0.25 4.25 12.75 0.25 1.75 

DR (%) 36 70 61 36 78 

Diagnosis No No No Yes Yes 

Steam valve 

stiction (Fault 

Scenario B2) 

FAR (%) 0.25 4.25 12.75 0.25 1.75 

DR (%) 83 76 99 83 83 

Diagnosis No No Yes Yes Yes 

 

The Shewhart control chart and the static BN has the lowest FAR for all four faulty 

scenarios. PCA-SPE provides the maximum FAR in both process models. Although the 

DBN gets updated taking evidence from the univariate monitoring, it provides higher FAR 
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than the Shewhart chart because of the initial time required to get stable in the probabilistic 

domain. PCA-SPE provides the best detection rate in the fault scenario A1, A2 and B2. 

Static BN has the same DR as the Shewhart control chart. DBN gives better DR than the 

static BN in the fault scenario A2 and B1. It provides the best detection rate in case of a 

gradual increase in the cold water valve demand in a CSTH because of the prediction 

inference.  

PCA-T2 provides the worst diagnostic performance. PCA-SPE can identity the root cause 

in the fault scenario A1, A2 and B2 while the univariate Shewhart chart can diagnose the 

root cause for a random variation in feed composition in the binary distillation column. 

Both static and dynamic BN can consistently diagnose the root cause.  

4.6. Conclusion 

In this paper, a DBN based process fault detection, root cause diagnosis, and fault 

propagation pathway identification methodology is proposed. Fault information from the 

monitored variables has been modelled as a Gaussian distribution, and evidence are 

generated from the output of these distributions using the cumulative Gaussian distribution 

to update the DBN. A new dynamic Bayesian anomaly index based control chart is 

developed to detect the fault. Smoothing inference of a DBN and cause-effect relationship 

among the process variables are utilized to diagnose the root cause of the fault. 

Furthermore, fault propagation pathway is identified taking the advantage of networked 

process monitoring. The methodology has been tested for four fault scenarios in two 

process models. The result suggests that the methodology can provide desired FDD 

performance. Although there is a delay in detecting the fault compared to PCA, it 



 

114 
 

persistently diagnoses the root cause of the fault which is not obtained by the conventional 

univariate or multivariate monitoring methods. The main contributions of this work are:  

• Converting the continuous process variable into a probability index appropriate for 

using as evidence to the DBN. 

• A new dynamic Bayesian anomaly index (DBAI) for process fault detection. 

• Use of the smoothing capacity of DBN for robust fault diagnosis. 

• Fault propagation pathway showing how fault propagated in the system from the 

root variable, thus helping in the recovery of the system.   
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Chapter 5 

Summary Conclusions and Future Work Scopes 

A hybrid methodology combining PCA, BN with multiple likelihood evidence is presented 

in the first part of this research which provides a comprehensive solution for real time fault 

detection and diagnosis. This methodology updates the BN with more fault information to 

ensure precise diagnosis that is not obtainable by conventional PCA and PCA-BN with 

hard evidence based approach. Furthermore, a DBN based scheme is proposed which 

enables FDD in a single tool which is still a challenge in the existing literatures. It discusses 

how continuous process data can be converted to generate evidence to update the DBN. A 

new DBAI based control chart is proposed for fault detection. Both these methods can 

provide in-depth information about the fault propagation pathway which may help the 

operators to restore the process quickly from the abnormal state. Several process models 

are used to demonstrate the efficiency of the proposed FDD algorithms by comparing with 

some other conventional approaches.  
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5.1. Conclusions 

• PCA is sensitive to the process variations. Although it takes longer time to detect 

the lower magnitude faults, it can detect the faults as soon as the process is 

significantly affected.  

• PCA cannot guarantee accurate diagnosis. However, it provides significant 

information about a fault which can be utilized to diagnose the root cause of the 

fault (Section 3.4.2.2). 

• Updating the BN from PCA contributions using heuristic rule based method can 

lead to false diagnosis. A BN needs to be updated with multiple likelihood evidence 

to ensure accurate diagnosis. However, PCA contributions are required to be 

rescaled in this approach (Sections 3.4.1.1 and 3.4.2.1). 

• DBN can provide a comprehensive solution in FDD (Chapter 4). 

• Smoothing inference of a DBN secures robust root cause diagnosis (Sections 

4.4.1.1, 4.4.1.2, 4.4.2.1 and 4.4.2.2). 

• Fault propagation pathway can be identified using the predictive feature of a BN as 

well as cause-effect relationships among the process variables. 

5.2. Future Work Scopes 

• PCA is optimal when process data follow a multivariate Gaussian distribution. 

Other MSPM tools such as semi-parametric PCA, KPCA can be used as the first 

stage detection tool which will ensure robust detection in case of non-Gaussian and 

non-linear process data.  
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• Sensor faults are often encountered in the process industries. Including sensor fault 

module in detection stage will strengthen the proposed methodologies. A bank of 

Kalman filters can be used to identify the sensor faults. 

• Prior knowledge and PFDs have been used in qualitative network construction. 

Different algorithm for determining the structure of the Bayesian network from data 

mentioned in Section 2.3 can be applied to build the network. 

• Kernel distribution can be used to generate the evidence to update the DBN. This 

will allow to make assumptions about any specific data distribution. 

• Detection by a DBN can be made earlier by reducing the span of the normal 

operating zone.  

• Loss function can be integrated with these methods to develop real time dynamic 

risk management frameworks. 
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