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ABSTRACT

To fabricate a reliablentegrated circuichip, foundries follow specific design rules
and layout processing teafiques. One of the parameters, which affeatcuit
performance andinal electronicproductquality, is the variation of thicknes®r each
semiconductotayer within the fabricated chg The hickness isclosdy dependent on
the density ofjeometric fetures onthat layer. Therefore, tensureconsistenthickness,
foundriesnormally have to seriously control distribution of tfeaturedensity on each

layer by using posprocessing operations.

In this research, themethod of controlling featuredensiy distributionon different
layersof an analog layout during the procesdagfout migrationfrom an old technology
to a newone or updateddesign specifications in the same technoldgwe been
investigated We aim to achieve densityuniformity-aware layout retargeting for
facilitating manufactuing processin the advanced technologieShis can offer an
advantage right to the design stage tfog designers to evaluate the effects of applying
density uniformity to theirdrafted layouts, whichare otherwige usually done by the
foundiies at the final manufactuing stage withoutconsideing circuit performance.
Layout modifcationfor density uniformity includecomponenpositionchang andsize
modification whichmayinduce crosstalk noissaused by extrparasiticcapacitance. To
effectively control this effect, we have also investigated and proposed a simple yet
accurateanalytic method to model thparasiticcapacitanceon multi-layer VLSI chips.

Supportedby this capacitance modelingesearcha unique methodology to deal with



densityuniformity-aware analog layoutretargeting withthe capability of parasitic
capacitance cdrol has been presentetihe proposedperationsnclude layougeometry
position rearrangemerihterconnect sizenodification andextra dummyfill insertion for
enhancingayout density uniformity. All of theseperatios are holistically coordinated
by a linear programmingptimizationschemeThe experimental results demonstrate the
efficacy of the proposed methodology comparethepopulardigital solutionsin terms

of minimum density variation and acytarasitic capacitance control
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CHAPTER 1

INTRODUCTION

1.1Background

Competitive consumer electronics demands Heigtl technologies to better serve the
daily life of human beings. Fast growing intated circuits play a significant role in
making various modern technologies (such as communications and multimedia) both
powerful and immersive, as demonstrated by the widely affordable mobile devices in use
by the general public. iprecedentethnovationin microelectronics chip manufacturing
technologies calls for redesigniodthe entire chip, which was functional in the outdated
technologies, for newly emerging more advanced technologies. As the chip redesigning is
a timeconsuming process, compuiaded design (CAD) tools are introduced to help

designers to complete this procedure more effectively and efficidptly

Thereis a lot of work done on the CAD tools to support the redesigning of digital
circuits. Nowadays,tiis already possible to use hardware description languages and
scalable technology libraries to automate the entire process of designing a complex
digital system¢ircuit for any specific technology and/or migrating to a different
technology. But in starlcontrast, the situation for analog aradio-frequency (R
integrated circuits is completely different due to the high sensitivity and nonlinearity
nature of analog signals and devices. The CAD tools to retarget an existing analog design

to a newer techrdogy process or specification are under research and development.



Although some methods and corresponding CAD tools have been proposed in the

literature, they are far from maturity as itheigital counterpart.

ChemicalMechanical Polishing (CMP¥} a manéacturing processwhich uses both
chemical and mechanicaleans to make the surface of waf#anar[2]. As a normal
practice in thevery-largescaleintegrated (VLSI)chip fabrication CMP has beenwidely
utilized to satisfythe local and global planarity requirements imposed by the advanced
photolithography methodg3]. To reliably fabricate mukiayer VLSI chips with high
yield, the deposition density of each layer occupied by any geenddicks should be
maintained uniform in order for the CMP process to work bétferTherefore, foundries
usually modify the layout on the wafer at the back end by inserting dummy features,
which do not have any logic functiality but only change the layer density. Obviously,
the signal and functional integrity of the circuits (especially sensitive analog and RF
blocks) originally well done by the designers might not be guaranteed during the

fabrication.

Depending on the lotaensity of the wafer, CMP may cause unwanted effects such
as erosion and dishing. This can cause variation in thickness of interlayer dielectric,
which may change interconnect properties (e.g., capacitance and resistance) and lead to
timing uncertainty a well as other phenomena. To improve layer property and enhance
reliability in the IC manufacturing process, the global material deposition within a layout
must be uniformly distributefb]. One solution is to use dummy fifisertion to improve

pattern density6]. Dummy fill blocks are noffunctional features inserted into sparse



area of a layout to increase local density in that region. Howéwey,may increase

parasiticcapacitance betweent@connects and thus affect circuit performajige

1.2 Statement of Roblems
1) Simple yet accurate model pérasitic capacitance

Based on théntroductionabove accurate modeling of parasitic capacitance in VLSI
chips iscritical if one needs to understand and control the dummy fill inserficourate
modelingusually comesalong with complex formulation and expensive computational
process Therefore the demandfor simple and accurate modeling quite obvious
Researchers alwa have to make @radeoff between accuracy and simplicitgr an
analyticmodel based on the applicat®iror theoptimization algorithmsa model to be

utilized is preferred to be simplget accurate
2) Design for manufacturability of analog layouts

Integration of manufacturabilitgonsiderationsnto the design stage of chip layouts
will increase the final product quality and yield. In tinaditional process oflesigning
circuits and their layoutsdesignfor manufacturabilitymay not be considereskeiously.
Therefore, manufacturability issudsave to be addressed by the foundri@s the

fabricationstage. This maynfortunatelyalter and degrade circuit performance.
3) Improvinganaloglayout retargeting process

Layout generation orayout retargeting may be performed automatically by

computeraideddesign toolsA vast number of commercial toofgve been introduced



for synthesizing digital layoutsvhereawery limitedpromising tools are available for the
analog counterpart3.he area of atomatic analg layout generation and optimization is

still under development.

To the best obur knowledge, none of the currenbmmercialautomated analog
layout retargetingtools can deal with the density uniformity challenges with a dedicated
method that is tailoaefor analog layouts. Instead they have to solely rely on the solutions
developed for general digital layouts. It has been well recognized that analog layouts,
which look much sparser, are largely different from digital ones due to complex analog
constraims. Moreover, the capability of density uniformity is especially beneficial to the
analog layout retargeting tools, which typically convert layouts from old technologies to
advanced ones. In the old technologies, density rules are normally not critsaronot
required, whereas they become mandatory for the advanced technologies. Therefore, the
analog layout retargeting tools demand the functionality of density uniformity as one
prerequisite for them to be accepted by the analog designers in the adaaoted

technologies.

1.3 ResearchObjectives

Although the sole solutiofor digital layouts by means of dumniyl insertion has
been already studied in the previous publicatidessity uniformity optnization has not
yet been seriously addressed in thtoanated analog layout generation cont&kte main
objective in this thesis work is to investigate a new layout retargeting methodology to

generate a layout with uniform density distribution. The proposed layout retargeting



methodology can automaticallyquuce an output layout following the same geometric
floorplan of the input layout. To facilitate complex iterative loops in the optimizagion,

simpleyet accuratenodel to include the parasitic capacitance into constrainisecd

Towards these objages, this PhD researchhas been conductetb gain the
following achievementsA parasiticcapacitance modelingpethodologyfor a multilayer
VLSI chip has been develope@ihena linearprogramming formulation and optimization
methodhas beendevised to gibally schedule the resource allocation f@rious means
to meet the density uniformity goaksinally, severakpecial functional features including
layout density control,geometry modification and dummy fill insertion have been
integrated to fornthe proposediensityuniformity-awareanalog layout retargeting flaw
Our experiments show thatl ahe featuresabove are properly combinedtogether to
effectively contribute taptimum output layowt in compliance with densityniformity

without compromisingelectrical performance

1.4 Structure of the Thesis

This thesis is organized as follows. Chapter2, a comprehensive literature review
including capacitance modelinglensity analysjsautomaéd layout generationand
layout retargeting is conducted In Chapter 3, the proposed modeling of parasitic
capacitance gideVLSI chips isdiscussedChapter 4describesthe second phase tfis
PhD research, that isthe control and optimization scheme thie proposed density
uniformity-aware analog layout retasting processThe implementation detailof the

proposed methodology are explained in Chapter5. Chapter 6 is dedicated to the



experimental results and verification of the proposed methodolitppter7 concludes
this study withsomecontributiors listedand providessomerecommendations for future

research.



CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

In this chapterthe previous work 1 the major aspects othis dissertation research
will be reviewed Parasiticcapacitance modelingpproachesresurveyedn Section 2.2
Then the work on automatic layout syntisasireviewedin Section2.3. In Section2.4,
the previouswork onlayoutdensity analysis andummyfill synthess is studied Finally,

a brief summary is presented in Sectbh

2.2 CapacitanceM odeling

To ensure sufficient reliability margin, it is indispensable to effectively evaluate
performance of laigut circuitry before chip fabration. Interconnect parasitic
capacitance is one of the major contributors to performance degradation and signal
integrity problemg[8] [9]. As stateof-the-art technologies have multiple metal day,
calculation of parasitic capacitance between these layers is challenging due to the
required accuracy and highly intensive computation effort. Unlike commercial tools that
typically use empirical equations specialized for a particular technology,neraje
reliable modeling methodology for deriving simply expressed yet accurate reusable

equations is strongly demanddd].



Parasitic capacitances can make severe impact on circuit performance if they are not
correctly modeledand taken into account in the circuitry design. They may lead to
performance degradation due to the issues of signal integrity and crosstalk noise. In
particular, capacitance modeling in the context of complex geometry of leadgey
technologies is evemore difficult [11]. Without simply expressed analytic models,
extraction of a complicated layout with thousands even millions of interconnects would
be extremely time&onsuming and thus impractical for circuitry optimizatioumrgose
[12]. Fringe capacitance, which is normally formed by sidewalls of interconnect blocks,
has an increasingly important contribution in the tpeasiticcapacitancen advanced
technologies. Due to small absolute valoé fringe capacitanceshey used to be safely
ignored for the old technologies. However, for the modern-deémicron or nanometer
technologies, smaller geometries, which usually generate smaller patakitic
capacitance, are widely used. Thus, tingpact of fringe capacitance cannot be
overlooked any longer. Moreover, according to our experiments, the contribution of the
fringe component within overall capacitance increases if the size of the related geometry
is shrinking (as shown iRigurel). For example, in CMOS 90 nm technology, the fringe
contribution within the entire substrate capacitarinereases from 9% for 40 psize

geometry to 28% for 10 psize oneandevenmore for smaller size§ herefore, accurate

! Substrate capacitance is a capaciaformed between any geometry pattern on one layer and the
substrate ground plane inside the chip.



modeling of the fringe capacitance is becoming more important in the

technologies.
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technologies.

Adding dummy fill is one of the Desigior-Manufacturability (DFM) attempts to

meet density requirements for higleld chip fabricatior{3]. Although inserting dummy

fill can help make uniform layers, this practice may degrade the performance of sensitive

analog circuitry or higtspeed digital blocks due to added parasitic capacitance.

Therefore, accurate modeling of dummy ifilipacton the parasitic capacitance is crucial

[13] [14]. For this reasonthis dissertation researchas been first focused on the

modeling study of parasitic capacitance in the advanced technologies.



ComputerAided Design tools using optimization loops can optimally add dummy
fill to a chip layout while minimizing negative impact of dummy blocks on circuit
performance. However, adding thousands or millions of dummy fill to adesigned
layout makes it dficult for CAD tools to invoke accurate commercial capacitance
extractors to estimate a huge number of capacitors and associated performance
degradation within loops of optimization. Instead, traditional rough capacitance
estimation equations have to Wwalely used in the statef-the-art optimization worl{3]
[15]. This is just a vivid example that exhibits the necessity of this resddech. the
motivation is to investigate simple yet acat@ analytic parasitic capacitance models,

which can be used in the CAD algorithms for loops of optimization.

The reported techniques for capacitance modeling can be classified into three
categories: numerical methods, analytic methods, anebaéssd or mpirical methods.
Finite Element Method (FEM), Boundary Element Method (BEM), and multipole
algorithms [16] are some of the available numerical methods. These methods solve
electromagnetic equations and usually provide accureselts. However, they are
typically computationally expensive when applied in the modern VLSI cirflifig[18].

Thus, they are normally deployed for terification purpose before tapaut ratherthan

being used as an estimateithin loops of optimization.

As an alternative, analytic methods use approximate equations derived from
electromagnetic or mathematical models. Since the computation of overlap capacitance is
easy to handlg11] [19] focus on different analytic models, which are used to account

for fringe capacitance between interconnects by using conformal mapping. These

10



methods try to model electric flux between plates by mappmeligptical shape to a
rectangle. Due to intensive mathematical computation, the developed models are not
recommended for extracting the layout with a great number of interconnects although

accuracy of the models is acceptable.

BuenoBarrachinaet al. [20] presented electrostatic field equations to calculate
capacitance between inclined plates. FEM software like ANSYS was used to solve
electrostatic equations and plot them to validate their assumption. The authors verified
ther equations with the geometries much larger than the feature size of modern
submicron or nanometer VLSI circuits. Although their model was specialized for a
certain case (i.e., metal blocks with the same size), our experiments show that such a
model can sl be used for smaller feature size with reasonably good accuracy. Samudra
and Lee evaluated special interconnect geometry in their red@aiciAs their analytic
equations were derived for a specific shape of interconnegafgefoid), such equations
cannot be generalized to cover other interconnect shapes. eZhalo [22] proposed
analytic modeling of interconnect capacitance based on electric filed distribution. They
used several empirical fams in their model. Although the reported accuracy was
promising, the authors did not report their model computation time. Moreover, in the
analytic approaches above, the proposed equations require use of some teehnology
dependent factors, which are noripalerived from experiments. However, the way how
to obtain those factors is not clarified in the publications. This makes reproduction of the

published methods, in particular for the modern technologies, extremely hard.

11



The third category is the empiridgichniqueg23], where plenty of experimental data
for a particular technology are collected and fitted to a certain model. In these methods
some technologgependent parameters have to be obtained for the best match. These
methods are widely used in commercial tools where the capacitance extraction equations
are different for special situations appearing in the layout. Using computationally
intensive operators (e.g., exponentiation or logarithm) and many equations for one

generascenario is deemed as the drawbacks of the empirical technique.

Barke[24] compared previous work on the estimation of-iagground capacitance,
which are analytic equations combined with several empirical factors. Sirscstuiaiy
was targeted at an old technology (where the author verified the equations with geometry
sizes around 1 um), several proposed equations function well for large geometries in the
modern submicron technologies. However, these equations often fadrtowell for
smaller geometries. Taet al. [18] also proposed approximation equations for parasitic
capacitance extraction with promising results for some particular cases (e.g., two crossing
metal lines). Their analytic metld also includes several empirical factors that are hard to
determine for new technologies. Moreover, estimation of couplrapacitance for

adjacent interconnects was postponed as their future work.

2 Coupling capacitance is a capacitance formed between two parallel patterns belonging to different
electrical nets inside a VLSI chip.
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After comparing three numerical methods (FEM, BEM, amddom walk method
[25]) and analytic methods, Husaif26] suggested some guidelines to extract
interconnect capacitances of a large layout. Several methods were also compared with
each other along whi the error sources analyzed for each of them. In conclusion, the
author stressed that the numeroathodbased field solvers are too slow in extraction
of parasitic capacitances for large layolreover,it was suggested thalbe existing
analytic nethods need to be modified foeing used in thaew technologies. Ithe work
by Changet al. [27], a ChargeBased Capacitance Measurement (CBCM) method was
introduced to measure total capacitancemd interconnect. Using a testructure and a
test signal, the authors could measure the capacitance of a pin. This is a general method,

but out of our interesh this dissertation research

Accurate modeling of parasitic capacitance has vast applications in VLSI industries.
Hyun et al. [28] used a model similar to the one proposeflLit] for ThroughSilicor+
Via (TSV) coupling capacitance. The average reported error is aro«@%. SThe
sidewall parasitic capacitance in nasmle trench isolated MOSFET29] and gate
capacitance in gatall-around cylindrical silicon nanowire MOSFET30] were also
modeled by using a conformal mapping method, which is simildilid and [23].
Furthermore, capacitance modeling is important in Chemical Mechanical Polishing and
density analysisKkahng and SamadB] reported the significance of accurgiarasitic
capacitance estimation in dummy fill insertion stage where imprecise filling process
without considering effect of parasitic capacitance from the layout can dramatically

degrade circuit performance.
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2.3Layout Synthesk and Retargeting

Automated anlag layout generation has always been one of the appealing topics in
the area of electronic design automation. Such efforts can be categorized into two
different streams. In the first division, an analog layout can be generated from scratch by
using sequeral operations of device generation, placement and routing. The associated
methods have been studied so well that a variety of academic and commercial tools are
currently available for decent layout generation directly from analog schematic.
However, diferent from the mature digital hardware description language and physical
design flow, these methods are still unable to convert adesigned layout to fit for
updated specifications or new technologies. Therefbessecond research streamthis
disseration called layout retargeting, has been called upon to address this issue in the
context of restless technology upgrade. Normally, a modern analog layout retargeting
method uses a silicgoroven input layout as template to produce an optimal solution
suitable for modified specifications or updated technologies with simultaneous placement

and routing operations.

LAYLA [31] is a hardware description language to develop parameterized cell
libraries for VLSI layouts mostly focesl on digital circuits. Hongt al.[32] introduced a
performancedriven analog layout compiler. Their proposeampiler includes device
generationplacementand routing with performance consideratam orderto meetthe
desgn specificatios. KOAN/ANAGRAM 1l [33] is a tool based on macrocell layout
automation to produce a complete analog layout from scratch. It includes two main

modules: KOAN is responsible for device generation and placemehAMAGRAM Il
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handles interconnections among the devices. The analog layout synthesis is broken down
into sequential steps. To improve this work, the authors pointed out that a good
understanding and communication between placement and routing is nedésdavgsi

et al. [34] presented a methodology for automatic synthesis of a full custom IC layout
with complex analog constraints. By using this approach-leigél specifications can be
translated into lowevel constraints,which can control the supporting tools for
placement, routing and compaction. Although parasitic constraints are taken into account
in the layout generation, the projected parasitic bounds may create acoosgained

problem, which renders the problemsolvable.

Zhang et al. [35] proposed a layout synthesis flow for RF circuits to consider
parasitic closure issues. Their method utilizes performdngen placement and global
routing along with device tuning. Since layouteeffs related to performance are only
modeled in terms of net length, parasitic coupling intricacy in the advanced technologies
may not be considered by this methtd[36] a layout synthesis method, ALADIN, was
proposedwith sequential steps of module generation, placement and rodtinggthird
version of the Analog Layout Generator (ALE&7] was improved by Yilmaz and
Dundar. Similarly this tool is capable of module generation, placement atidgrolt
offers optimizatiorbased and rulbased module generation. The generated modules are
fed to a placer to finalize the module locations in the layout. Finally in the routing stage,
all of the modules are electrically connected globally and lodallying these sequential
steps, this tool utilizes optimization algorithms to minimize performance degradation

caused by parasitic effects and process variation.
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An important factor for layout automation is how to use expert design knowledge in
the physich design. In the following layout retargeting works, the expert design
knowledge is normally reflected from the old layout or input template. Chépezet
al. [38] presented their work of analog layout retargeting by creadimgextensive
hierarchical template from an input layout. By generating constraints from input layout
and applying new design specifications plus objectives, an iterative simuibaiseal
optimization algorithm can generate a resized layout. In contn@suthors used slicing
tree to represent a layout in the layout synthesis pr¢88§sSince both methods require
a lot of simulation and computation effort in the iterations to reach final solutions, the

efficiency of thesalgorithms needs to be improved.

Jangkrajarnget al. introduced a layout retargeting tool called Intellectual Property
Reusebased Analog IC Layout (IPRAIL), which uses a symbolic template to preserve
input layout properties and eventually generate aualzat meets all new design rules
and specification§40]. The symbolic template introduced in their work is directed
constraint graphs, which are optimized in the context of new design constraints to
generate a retargetedydaut fit for new technology processes and/or specifications. In
[41], Zzhang and Liu improved the retargeting process by considering performance
bounds when handling the symbolic template. Circuit performance sensitivitieissare f
identified and modeled, and then the corresponding parasitic bounds are added to the pool
of constraints. Finally the optimization problem is resolved by using combination of a
graphbased technique with mixedteger norlinear programming. Althougkhe basic

design rules and parasitic effects have been well covered, some -figsign
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manufacturability tactics emerging in the advanced technologies cannot be handled by

these methods.

Wanget al.[42] used layout symbolic tertgie and Geometric Programming (GP) in
the process ofayout regatgeting. The presentedperimentshows some promising
resuls compare to the previous works.Chin et al. [43] presents an analog layout
prototyping method by resing layout knowledge while preserving routing behavior. The
layout routing information is extracted into a graph with Constrained Delaunay
Triangulation (CDT) algorithm. Multiple placements of the modules are explored, while
for each placement candidatee graph containing routing information is updated and
resolved to derive the interconnected layout. For anyoldt unrouted nets, manual
routing is needed at the end of the process. Finally, the layout is turtbe basis of
simulation results witlcertain aid of users. Although this method can reduce layout
prototyping time, it is hard to be fully automated and the final result heavily relies on

expert knowledge.

LAYGEN Il [44] proposed by Martinst al.is a tool for atomated analog IC layout
generation based on input template and optimization techniques. As an input, the layout
template information, which is used for guiding placement and routing, is converted to a
B*-tree representation by a placer. Once the laydobrglan is identified, an
optimizationbased router completes the interconnection with an evolutionary algorithm
as the optimization engine. Although effective, the applied optimization method may
cause degradation in the computational efficiency fordakeut with a large number of

blocks. Furthermore, an automated analog IC design flow from circuit level
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specifications to physical layout description is included in AID#5]. The fully
automated circuitevel synthesis is doneby a multiobjective multiconstraint
optimization approach. Then a layout is generated considering design rule constraints
from a sized circuitevel description and high level layout guidelines. In this work,

LAYGEN Il is used to generate and optimizetfinal layout.

Wenget al.in [46] proposed an analog layout migration methodologgftecienty
generatemultiple layouts while keeping similar or better circuit performance. Various
placement constraints are extracted friwn original layout and hierarchically stored into
a topology slicing tree. Paet al. [47] proposed a prototyping framework for analog
layout migration with planar preservation. In their work, constrained Delaunay
triangulaton is used to extract placement and routing features from an input layout into a
crossing graph, which can be migrated into multiple layouts with placement and routing

reconnection.

2.4 Density Analysisand Fill Synthesis

All of the analog layout automationdls above strive to meet design specifications
and technology design rules. To fabricate a chip in deepmsétion or nanometer
technologies, a layout should normally meet certain density design Ageshown in
Figure2, layerthickness and local density has a tight relationft). Variation in layer
thickness may cause some unwanted degradation in chip performance. To control layer

thickness, foundries try to control the local densityrhpasing density design rules.
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If these rules are not met, foundries would usually have to modify the layout by
inserting norfunctional dummy blocks to achieve the desired density coverage for
increasing the chip yield. Typically, density analysis comihk areafill synthesis as a
part of CMP process. The goal of density analysis is to tfiedvindows that violate
density constraints (upper bound or lower bound). When the density analysis is combined
with fill synthesis, the optimal number of demandednanhy blocks is calculated by using
an optimization approach. Following such a recommendation, some dummy blocks are
inserted into the layout to achieve better pattern density distribution in terms of

uniformity.

Foundries have enforced density rules difedent layers to minimize the effect of
CMP variation, which can consequently control variation of the layer thickness. For
exampl e, in 0.35 em and below technologi e:
metal layer to be maintained between 35% af86.7 These density design rules are
defined based on a specific technology and/or context (such as application specific

integrated circuit (ASIC), digital or analog layouf438].
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oxide thickness

.

| density

Figure2i Relationshipbetween layer thickness alwtal density48].

Kahng et al. [48] investigated three major approaches of analyzing layout density,
including fixed dissection method, optimal extrerdehsity window analysisand
multilevel density analysis. All of these methods are based on scanning layout with
differentwindows to find maximum and minimum window densiti€ee density of all
wxw windows in the layout is checked to verify density uniformity distribution in the
layout. The size of windoww( is a factor of a few parameters (e.g., process technology,
CMP pracess,etd. Checking all eligiblewxw windows in the layout to find extremal
windows is a time consuming procedure. Therefore, foundries normally utilize some

simpler methods to analyze the density of a layout.

One of such simpler methods called fixed dssection density analysis method
which is nowadaysjuite popularand often used by foundries. In the fixed dissection
regime as shown ifrigure 3, a layout is partitioned to smaller partitioells, and the

density of allthe windows are calculated over the layout to find the extremal windows.
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As arother methogdall of the window cornerare always ornthe Hanan grid49], which

is formed wherdrawing vertical and horizontal lines passing through adl tife edges as
shown inFigure 4. The author also proposed a midivel density analysis approach,
which recursively subdivides the layout until the number of tiles in each cell is femall
improving accuracy while its runningme is still fast. Although the presented algorithms
appeaito be accurate, the experimental results show they are very slow when the number

of tiles is large.

0

?k Tiles

Z

W

\

Partition-Windows Partition-Cell

Figure3i An Ix| layout is partitioned into smaller cells, each of which has a siz
(wW/r)x(wir). Eachwxw partitionrwindow (light gray) conists ofrxr partition-cells.
A pair of partitiorwindows from different dissections may overlap with each otl
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Figure4i Generating Hanan grid over a lay¢48]

Besides that, thauthors of[48] also studied the fihg problem by using linear
programming (LP) to minimize the density variation of windows (i.e., the maximum
window density minus the minimum window density). This formulation is called-MIN
VAR, which can suggest the amount of needed dummy fill to betétsén different
regions of the layout. This work is one of the earliest endeavors in the area of dummy fill
insertion optimization. Although its optimization coverage and uniformity performance
are relatively limited compared to the consequent worksyetsatility of the LP

formulation has profound impact on the further research of dummy fill synthesis.

In another work, Xianget al. [50] presented a methodology based on the fixed
dissection method. The main idea ofithvesearch is to recursively use fixed dissection
approach with smaller cell size. To efficiently reduce-tiore of the algorithm, the

authors used a specific structure for mapping the tiles in the layout anedcuoigble
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counting in their equations.his method was claimed to be faster than the previous

methods yet accurate.

Chenet al. [51] presented Mont€arlo-based filling methods with similar runtime
compared to the previous Hiased methods. In their Mor@arlo appoaches, each
partition cell is assigned with a certain priority, which is calculated as a function of
multiple parameters, such as density upper bound, available filling etce&hen one
partition cell is chosen based on its priority and filled withghedetermined amount of
dummy fill. Although the reported accuracy looks somewhat promising, the drawback of
this method is that an excessive amount of dummy fill may be inserted into the layout.
The sameauthors improved their work ip2] by presenting iterative methods based on
linear programming, Mont€arlo and greedy algorithms. To reach optimum solutions,
they alternate between two main formulations, minimum window density variation (i.e.,
MIN-VAR) and minimum amount ofnserted dummy fill (called MIN-ILL). The
experimental results show that the new methods can derive better solutions at the cost of

slightly longer running time over the ndaterated methods.

Another fill synthesis method was proposed to consider thadtwf fill insertion on
the circuit performance if63]. The authors first developed a method of estimating the
effects of dummy fill on parasitic capacitance and timing overhead in the digital layout
design. Then the problemas formulated to minimize the total delay based on integer
linear programming and greedy algorithm. In comparison withatter works this
scheme showed a reduction in the total delay of digital circuits. However, since the

accuracy and scope of the apdlcapacitance modellingerenot clearly reported in this
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work, it is uncertain whether the same modeling scheme can be applied to the advanced
technologies. Tiaet al.[54] also presented a modeling method for density aizatfsa

layout considering all dies on a wafer. Their formulation of fill placement is similar to
MIN-VAR, but with an addition of variation budget. Although the reported results were

promising, this paper failed to provide some comparison results with apiproaches.

Mukherjee and Chakraborty [55] presented a random greedy algorithm to insert
pixel-wise dummy fill. In their density analysis method, they tried to use floating window
to improve density uniformity. Howevetack of the details in their implementation
makes it unclear for the readers to understand how dummy insertion was performed.
Despite the promising test results that showed the efficacy of their proposed method, they
actually compared the experimental feswvith only one distinct method, which was
literally aimed at different functionalities. Femrg al. [56] developed a polynomidime
approximation algorithm for covering LP (CLP) problem of dummy fill insertion, based
on which they presented a greedy iterative algorithm to achieve better performance.
While the run time of the proposed algorithm was shrunk significantly, the number of the
inserted dummy blocks could be reduced only up to 3%. Moreover, the experimental
resultsof the proposed greedy algorithm were only compared with a Moatk-based

algorithm.

A novel density analysis method with the objective of minimizing gradient density
was proposed if57]. The density analysis was done withndéw coarsening and
uncoarsening to minimize gradient density until the optimal number of dummy blocks

was identified. In this work, coupling capacitance constraints were also considered.
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However, although the proposed method could significantly reduceetingty gradient

and the number of inserted dummy blocks, there was no report on the final density
variation of the experimental layouts in the paper. Dhumane and K&8fiproposed a
method of concentrically growing windows check density uniformity for better dummy

fill insertion. With a focus on yield improvement, they intended to balance the competing
goals between surface planarity and critical area minimization. However, in spite of the
growing window approach for dumnifill insertion, their problem formulation is actually
quite similar to the fixed dissection method used[48]. Saha and StKolay [59]
developed a planarization method to address thealimn of the conventional square
partitionwindows for dummy fill synthesis. They proposed a Voretiagrambased
tessellation for better selection of the positions where dummy fill blocks need to be

inserted.

A novel design flow for dummy fill insertionsing Boolean mask operations was
presented if60]. To improve computational efficiency, the authors claimed that dummy
fill insertion can be moved to mask generation steps when a ddsigoing to be
fabricated by foandries. In this process, a mask for dummy blocks is prepared, optimized,
and then combined with the masks for the active patterns included in the original design.
This proposed flow can significantly reduce the product delivery time. Nevertheless, the
performance of the modified layouts was not discussed in the paper although it may be
affected due to dummy fill insertion. In a recent work, &fal. [61] proposed three new
filling approaches, which first find fillable areas @ layout and then insert dummy

features in a way to minimize the total overlap. In another similar worket_ad. [62]
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introduced a dummy fill insertion method for digital layout design with coupling
constraints considereddy using integer linear programming and remst flow graph

optimization, the proposed method can effectively improve the layout density variation.

2.5Summary

This chaptelis started witha review of the previous works oparasiticcapacitance
modelingon mnrulti-layer VLSI chips.Thenthe existinglayout generation and retargeting
methods/tools arsurveyed in the domain of analog and RF integrated circliisally
the previous works ofayer density analysis anthyout density uniformityoptimization
method are reviewed The above literature review would providéetterunderstading
of the history and thestateof-the-art on the major aeascovered in this dissertation
research The next chapterwill be focused onthe discussion ofthe proposed

methodolog for parasiticcapacitancenodeling inmulti-layer layouts.
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CHAPTER 3

ANALATIC MODELING OF PARASITIC CAPACITANCE °

3.1 Introduction

In this chapter, the analytimodebk developed for different fringe capacitance
components irparasitic capacitanceare explained.First a brief discussion abouhe
preliminariesof capacitance modeling is presenté&tienthe proposedanalytic modek
for substrate capacitance, coupling capacitaael, lateral capacitance are discussed.
Finally, the approximated linear models and theliz#id curvefitting technique are

discussed.

3.2Preliminaries of CapacitanceM odeling

To facilitate the modeling, as generally used in the literature, we can define two
parasitic capacitive components as follows:olerlap capacitancewhich is formed
between two overlapping parallel conductors on different layers or the same layer; 2)
fringe capacitancewhich is formed between newverlapping sidewall of one conductor
and surface or sidewall of a second conductor on the same or different layer with

refererce to the first conductor.

® The research of th chapter has been published in [A2], [A4], [A8] and [A10].
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The capacitance of overlapping metal interconnects can be easily computed by using

the following parallel plate equation,

6  -- = (1)
where (J is the relative dielectric coefficienty is the vacuum permittivityA is the
overlap area, and is the distance between two parallel plates. In the cases where there
are multiple delectric layers, we use weighted average of dielectric coefficients to

calculate average dielectric coefficiemhis issimilar to themethod documented [28].

Figure5 exhibits electric flux betwen two metal surfaces (i.e., blokkl on Metail
layer and blockM2 on Metal2 layer), which generates different fringe capacitive
components (i.e.sidewaltsidewall and sidewalurface). Analytic models of fringe
capacitance often deploy technology ceometry dependent parametg¢®6]. Fringe
capacitance modeling also has a close relationship with geometric parameters. In modern
technologies, due to technology scaishgwn and the trend of using smaller size
geometries, fring capacitance is playing an increasingly more important role in parasitic

capacitance.
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M1 ! M1

- M1

(a) (b) ()
Figure57 Fringe capacitances (a) sidewall to sidewall fringe in the case where two
blocks (M1 and M2) exactly overlap, (b) sidewall to top surface fringe capacitance

two metal blocks (M1 and M2) have overlap and displacement, (c) fringeitzapze
between sidewall of top metal block (M2) and top surface of bottom metal block (N

Capacitance appearing in circuits can also be categorized from another point of view:
Substrate Capacitancis formed between an interconnect block and the groundepla
Coupling Capacitancés generated between two interconnect blocks on different layers,
andLateral Capacitances produced between two interconnect blocks on the same layer
[63]. These terms are widely used in the literatdn some literature otipling andateral
capacitancearegenerally called coupling capacitan&ach of the substrate capacitance,
coupling capacitance, and lateral capacitance may have overlap and fringe components as
described aba: In the followingsubsectiors, the detas of modeling these capacitances

areexplained.

3.3Modeling of Fringe Capacitance

Our proposedmodeling approachwhichis aimed to be used asgeneral method for
any kind of technologwnd geometry,is based orphysics concept of ettric field and

charge between platesThe derived analytic equations are formulated based on
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electrostatic field analysis and approxnated to simple equationsbut preserving
promising resultsWe divide the modelinginto three different categoriesFirst, we
propose an equation to calculate fringe component of substrate capacitancet Ehen
extendedto compute fringe component obupling capacitance=inally, the method is

appled for computation ofateral capacitance.

3.3.1SubstrateCapacitance

Substrag¢ capacitance is a type of capacitance between an interconnect block and
substrate plane (usually as ground). An interconnect block may have four fringe
capacitance @amponents, one for each sid&'e will first derive equations for one side
and thenwe will apply them to the others. lour method, the key point of accurately

calculating fringe component is to split it to several majorsuinponents.

As shown inFigure7, the fringe capacitance between one side of a metal rectangle
M1 and the substrate plane is made ugfC,, Cs, andC,. We can calculateC, based
on electromagnetic equations by using geometric parameters such as metal tlfitkness
and vertical distancfl) between the metal block and surface of the ground p&rend
Cs are also calculated in terms ©f based on charge density distribution conc€ptcan
actually be neglected due to very less contribution. Then the fringe capacitance for this

side would be the sum of the first three ®almponents as theyeaconnected in parallel.

To calculateC, we assume the electric field lines are circular as shoviigure 6
andFigure?7. Figure6 shows the simulation of electric field whidorms the capacitance

between a metal block and the ground plangthout loss of generality, we can also
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assume the block is on Methllayer and the substrate plane is connected to ground. Then
the voltage between the metal block side wall and thengrplane can be calculated by

using(2):
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Figure6 i Electrostatic field simulation shows electric field between the dashi
lines can be approximated by the circular lines.
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Figure7 i Splitting fringe capacitance of one side to severalguhponents.

@ . OXPa_ 'Oi AaM—0i A2, )

>v

In (2), the voltage is calculated by integrating vector multiplication between electric

field vector@and length vectof®over arcL. As shown inFigure8, electric field vector
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can be converted to a function of radilr), which is independent of angie Vector(Pa

is also converted to 00 —
The superficial charge density, which is regented byl at the distance from the

origin labeled a® on the ground plate, is:

,i  -- 018 )

After combining(2) and(3), we can obtain

Figure8i CalculatingC; in a circular electric fieldt is the thickness of
Metall layer andl is the vertical distanceetween Metal layer and
substrate.

S s @

An element of charge for unit length is defined as follows:

Qy , i QY ,i pX0n (5)
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wheredS (shown inFigure9) is the elemetnof area, which iglr for unit length (i.e.dy =
1).
Now by integratingdg, the total stored charg®; between theM1 sidewall and the

shadowed areA2on the substrate plane surface can be represented in the f@)m of

) . Qi c- -
R, S 8 (6)

0
Q

Ground Plane

Figure9i Actual charge density (shown in colorful density) reduces as the
distance from origirD increases.

Note that the calculated charge is not the total stored charge in the scenario above.
Instead it only represents portion of the gjeathat is associated with capacitaize

Due to thatjt can be named &3..

The general equation for calculating capacitance @es, Q/V) can help calculate

C,, that is,for unit length:
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o C-- + =

0] —1 | = 7

13 p Q ( )
To calculatethe other components, we refer to charge density obthstrateplane
surface. The actual charge dengigcreasesvhen the distance from origi@ increags

(as shown irFigure9).

If the averagecharge density,( is consideredfor the surfacethe relatiorship

betweerC; andC, can beapproximagdto thefollowing equation:

O=| O:
¢

(8
whereV is the voltage between two plate®; andQ, represent the charge of eaetated
region andA; andA; stand forthe corresponding area of easdgment on the substrate

plate surfaceThus,we will have

Q
0 <08 9
0
Cs can becalculated ira similarway.

W
-0 10
o08 (10)

5
Now the most ballengingissueis how to determinea correct distance fok. As
observed fronfigure9, beyondx, electric fluxis not strong enough to contribute towards

the fringe capacitance formatio®o the curvefitting technigueis usedto select theight
value of x for onespecifictechnology Other factors such as corner capacitive effect as

well as the error due to applg average charge density can be accounted for by

choosing suitable technologiependent values fot The detas of the appliedcurve
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fitting technique will bediscussed i13.3.5 Therefore the finge substratecapacitance for
oneside is calculatedly summing upghethree componenisbove
0 o 6 06 O © 08 (1D
h O P O
The finge capac#dnces othe othersides can becalculated in the same way. Thus,

the substrate capacitance frsquaremetal blockcan becomputedby adding overlap

capacitance anfibur sidewall fringe components as follows:
0 0 10 ro8 (12

3.3.2Coupling Capacitance

Coupling capacitance is the capacitance between two metak®lon different
layers. Figure 5 showsdifferent examples of this capacitance. It includes one overlap
component (if applicable) and several fringe componeAss.discussed in3.2, the
overlap component is easy to compute by ugil)g whereas the computation of the
fringe components is much more coipted We can categorize the fringe capacitance
into 3 different situations. IrFigure 5(a), fringe capacitance is formed between two
sidewalls when they are in a line Figure 5(b), fringe capacitances defined between
sidewall ofM2 and top surface df11. Fringe capacitance iRigure 5(c) has the same
definition, but two metal blocks have no overlap. For each of the situations algove
have developed an equation as explaibetbw. Those equations will cover all of the

coupling fringe capacitance situations appearing within a design.
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Figure 5(a) shows a fringe capacitance when two metal blocks {gayand M2)
exactly overlap on one side. In this eathe fringe component can be approximated to a
capacitance, which is formed by semicircular shape electric flux between two side walls.
If we change the upper bound angléZhtod  =and’continue the rest of the derivation,

we can reach the following equation for the fringe capacitance in unit length:

" - - L. cO
— - 13
6 —llb 58 (13
Calculating the fringe capacitance kigure 5(b) is similar to calculating the fringe
component of substrate capacitaft#), wherex can be determined by the cusfiting

technique.

In case the displacemenw (n Figure 10) amount of the top surface of the bottom
metal block is less thafQ 0 @, a proper value in calculating fringe capacitance
should be consideredVe can categorize it in the following four different cases as
depicted inFigure10(a)-(d):

- If wis less than vertical distancé) between two ntal layers as shown iRigure

10(a), only a portion ofC; in (11) is considered as the fringe capacitance.

Therefore, the coefficient @, in the rightmost expression ¢f1) would be -,

that is, the unit fringe capacitance for that side would be - 0.

- If wis betweerd and @ + t) (wheret is the thickness of the top layer) as shown in

Figure 10(b), we can considet; plus a portion ofC; in the formulation. In this
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case, we first calculat€; and then use the coefficient G in the rightmost
expression ofll) as - -,wherew 0 Q

If wis greater thand(+ t) but less thanQ 0 & as shown irFigure10(c), the
coefficient ofC; in the rightmost expression ¢f1) would be - p -, where
w 0 Q o.

If wis greater than’Q 0 @ as shown irFigure10(d), the coefficient o, in

(12 would be - p - as described earlier.
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Figure1l07 Choosimy a proper factor to calculate the fringe capacitance based or

displacement betwedvil andM2.
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If two metal blocks have no overlap as displayedrigure 5(c) andFigure 11, a
partial solution from[11] is borrowedfor a similar scenario, that is, the unit fringe

capacitance is proportional to the expression as givéi¥)n

# X RROF] 14
0 (14)

where y is the orthogonal distance between corners of two metal blocks, which is

expressed as

® Q i h (15

whered ands are vertical and horizontal distances of two corners ctsedy.

The suitablédechnologydependent factor (i.e., the best fit foin (16)) should befor

the following equation in order to calculate fringe capacitance in this scenario:

0 f 08 16
0 - ® ( )
Eventually coupling capacitance would be the sum of overlap (if applicable) and

different fringe components. Based on different situations, the fringe components can be

different combination of the equations above.
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Figurelli Modeling details of fringe capacitancekigure5(c).

3.3.3Lateral Capcitance

Lateral capacitance can be actually treated as a type of coupling capacitance between
two metal blocks on the same layErgure12 depicts examples of lateral capacitarite.
rotating two inline metal blocks as shown kiigure 12(a) by 90 degrees clockwise, a
configuration similar taFigure 5(a) in terms of electric fluxs obtained Therefore, the
same logarithmic equations derived for coupling capacitan@3.2 can be applied to
calculate lateral capacitance between two metal blocks. As shavigurel12, the entire
scope of metal blocks may not be uniformly competent in capacitance calculation. Based
on the distance between tvrdine metal blocks, we can consider a portion of the entire
surface area, because only the adjacent boundary region between the two metal blocks

contributes the majority of the electric flux in forming the lateral fringe capacitance.

Here, concept of &ctive width (V) is deployedto adjust the equations for lateral
capacitance. The electric flux beyond the effective width is actually not significant any

more to contribute towards capacitance formation. Such an effective width is a function
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of distancebetween two metal block3he curvefitting techniqueis usedto determine
We. Following the observation above, we can see that the nature of lateral fringe
capacitance is exactly the same as that of coupling fringe capacitance but with the

consideratiorof utilizing new parameters.

Thus, for the top, bottom, or side (as the case showfrigure 12(a)) unit

capacitanceg(13) is changed to the following:

" - - L cv .
o 7 7 —— Il lp —h (17)

wheresis the distance between two metal blocks and the effective width coefficient
obtained from the curvétting technique that will b explained ir8.3.5 For Ciop, Coottom
or Csige the corresponding should be usedAnd for side capacitance iRigure 12(b),

(11) is applicable.
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Figurel2i Lateral capacitance with its different components. (a) Two meta
blocks are in a line. (b) Two metal blocks have displacement.

3.3.4Linear Model

To make the derived model even simpler for being applied to the dummy fill or any
other loops of optimization in the CAD algorithms, we also consider the following
substitution to make our equation linear:

aeEp O LVME w ¢h (18)
wherea andb are the lower and upper bounds of the region where we can model the
logarithm function to a linear function. This linear approximation is shown as an example
of c=0.75in Figure13. As canbe seen fronfrigure13, two curves are very close to each
other within the range ofbetween 0.65 and 1.2. Therefore, the modelling error would be

ignorable. On the other hands this linear equation is much simpler in compigxihe
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computation time can be definitely reduced compared to the logarithmid beeange

for linearization is selected based on the technology parameters.

18-
164 oo 0.75x In(1+x) .

1.4 - -7

12 - -

0.8 - _-Z
0.6 -
0.4 -
0.2 - z<

Figurel31 Linearization of In(1%) to 0.75x in range of 0.65x<1.2

3.3.5CurveFitting Technique

There are twaypesof technology parameters. The first one is techgwlprofile
parameters, e.g., layer thickness, laiyesubstrate distance, and dielectric coefficients.
They can normally be directly obtained from technology files or foundry process
documentation. The secongpe is technologydependent parameters forrgoroposed
modeling methodologye.g.,x/t, b, andws). We deployed curvefitting technique to tune
the templates derived in the previous section in order to determine the suitable

technologydependent parameters.
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To achieve thiswe seleced several samps for each technology characterization
scenario. The corresponding parasitic capacitanege extracted for those samples and
thetrend of the datavasobtained. To fit our template equations to the selected samples,
we determine the parameters thateadefined in the previous sect®hese parameters
are normally considered as a function of displacement as illustrated for each capacitance
category belowFor instance, to get the proper valuexdf for substrate capacitance
modeling in a specific témology, we used four cases of 1, 3, 5, an&m blocks. As
another example, to determine the valua/ofor the coupling capacitance modelingg
selected several test cases in the following mamesize and displacement in tkeand
Y directions maype changing, four samples with fixed size and fixed displacement in the
Y direction, but different displacement in tedirection (with the same interval within

the entire feasible range)ereselected

The derived technologgependent parameters werern inserted to the modeling
equations, which were later used to estimate other test cases so that estimation errors with
reference to the extracted results could be analyzed and reported. Note that the process of
determining technologgependent coefficids is done only once for each technology
and then theproposedequations along with the determined parameters can be fed to
optimizers or extraction tools. Our test scenarios include different geometry sizes and
distinct relative displacement values. Bection 6.2, parameter determination and
experimental verification are detailed for substrate capacitance, coupling capacitance and

lateral capacitance.
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3.4Summary

In this chaptersimpleyet accurateanalyticmodel forcalculatingsubstratecoupling,
and lateratapacitancebased on geometrparametertasbeen presertl The proposed
method can cover all the different parasitic capacitance fohatsmay appearin the
VLSI layouts.In addition, itis easy to be utilized in any technologripcessesvith little
tuning effort.Next chapter willbe focused omhe general flow proposed for controlling
density uniformity during layout generation process and its corresponding optimization

formulation.
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CHAPTER 4
DENSITY -UNIFORMITY -AWARE ANALOG LAYOUT

RETARGETING *

4.1 Introduction

As explained inSection2.3, analogIC layout automations normally performed in
two different waysBy using analog layousynthess tools, a desigrypically presented
in schematidorm can producets corresponding layoutased on the applied constraints
With the second methodalled layout retargetingthe knowledge of ailicon-proven
layout is utilized to generate a new laydoit updateddesign specificatiomand/or new

technologyprocesss[64].

In this dissertatiorresearch, théayout retargetingmethodis selectedsinceit is not
only still immaturefrom the technical perspective, but also owns great potentide
current VLSI CAD commercialmarket. The demand of conducting automatiagout
migration from an old technology to an advanced nanometer technolegpested to
grow in the current technology exploding evss a matter of facti is fairly flexible to
add more constraints and optimizatischemeso our existing constrairgraphbased

layout retargeting methodrhus we areable to add density uniformity feature and

* The research of this chapter has been published in [A1], [A3], [A6] and [A7].
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parasiticcapacitance consideration neake the layout retargeting process in compliance
with the advanceddesign formanufacturability In this chapter our layout retargeting
approachwill be first described And then the detadlof the proposeddensityuniformity-

awaremethodology will be explained.

4.2 Regular Retargeting Rocess

To conduct layout migration for updated design specificatiwnmew tebnologiesa
platform has been develope extract and storéhe layout information for further
processing. The initial layout, normally a finened silicorproven one, is extracted and
stored by using cornestitch [65], an efficient @ta structure for layout representation
[40]. There aresolid andspacetiles on each layer within the layout where the solid tiles
represent functional rectangles and the space tiles denote emptyFagaesl4 shows
an example of cornestitch data structure usedanir establisheglatform to store layout
information. The gray tiles are solides and the white tiles are space tilée solid and
space tiles are mutually connecteith the aid ofcornes’ informationjust like stitches in
the cloth sewingfor easy accesskigure 15 shows a simple flow diagram of the

implementedetargeting platform.
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As shown inFigure 15, the Symbolic Template Extractor module can derive a
symbolic template from the initial layout for retargeting procéssymbolic emplate is
actually a group of constraints reflecting the abstract layout properties, such as devices,
connectivity, technology design rules, and analog layout integrity features (such as
symmetry and matching constraintBuring the symbolic template eretcion, the initial
layout is scanned using schme algorithm[66] to recognize all layout features. Then the
entirelayout features such as active and passive devices, ,natistectivityand layout
symmetry features arteacted All of these extracted layout propertiedl be reflected
in the symbolic templateSuch generated constraints help preserve the structure of the
layout and ensure correctness of the design rdlés. constraints enforced by the
technology desig rules fall into the following three categories: (hnimumsizeof a
tile, (2) minimum spacingoetween two electrically unconnected tiles on the same or

different layers, and (Ininimumextensiorof two overlapping tiles on different layers.

The symmaty and matching constraints can be extracted from the original layout by
the Symbolic Template Extraction module as showRigure 15. These analog special
constraints can help preserve the topological featuresenditive devices during the
layout retargeting process. These constraints are represented in the weighted directed
constraint graphs (CG), on which a longpath algorithm (e.g., Bellm@&ford algorithm
[67] deployed in thisvork) can be performed to optimize the size and location of each
tile in the layout. Moreover, the current flow and current density requirements from the

analog circuit design perspective can also be represented as predefined electromigration
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constraintswhich are certain minimum sizes of the corresponding interconnect tiles in

the constraint graphs.

The onstraint graphs are generated in both horizontal and vediieadtionsand
solved separately. Each solid tile is represented by two nodesnaatc in between
within each of the constraint graphs. The space between two solid tiles is reflected by
another arc.Figure 16 shows a sulgraph representation example of 3 tiles in the

horizontal direction.

Tle2 , Tile3

Figure1l61 An exemplaryhorizontal constraint graph including a syitaph
representing the placement of three solid tiles.

The nodes in the consina graph along with their corresponding tile edges

visually marked (as croseferencg with red dash doublended arrows in the figure.
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Herg we explain in detail how the horizontal constraint graphrigure 16 is generated

from the layout geometries:

After analyzing the layouytall of the solid tiles, their corresponding edges sl
locations are identified.et uscall the locations othe left edge andheright edge ofTile
1, Lt1 and Rt1 respectively. We choose tlsame naming style foFile 2 and Tile 3 as

well. Therefore, thdollowing constaintsare extracted from the layout shownHRigure

16:
Yo 0p &Q¢ QgidQaQ (19
06 Yp &'Q¢ Qaiorpdan Qe Q (20
Yq 06 "QQuIQTHQ (21)
06 Yq T (22)
Yo 00 &'Q¢ QgidoQaQ (23

The equations or inequalitiesbove demonstrate the layout symbolic template
according to the technology design rulegquality (19) shows that thevidth of Tile 1
cannot be smaller than the minimum size imposedth®ydesign rule constraints.
Inequality(20) shows that the distance betwehe left edge ofTile 2 andtheright edge
of Tile 1 should not be smaller than the minimwwpacingenforced bythe technology

design rules. We assuntiee width ofTile 2 should be fixedaccording to the designer

® Given_size is the size of a tile determined by designer as one of the inputs to the program.
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preference. Thysquation(21) implies that the distance betwete right and left edge

of Tile 2is consant. Equatior{22) shows thaflile 2andTile 3are electrically connected
while their distance is described as 0. Based(28), the width of Tile 3 is also
considered to be greater thidn@ minimum sizemposed by the technologiesign ruls.

As shown in the equatiorsbove all the edge locations are not fixethe extracted
templatecan onlyshow the relativepositionsbetween them. The final location of each
tile and consequentlyhe size of each tilehave to beidentified after runningan

optimizationsortingon the constraint gragh

Once each geomatrcomponent is recognized, the laymatn berepresented by its
symbolic templatewhere ach tile edge is assignedth a node in theonstraintgraph
andthe arcs betweetwo nodes areonnectedFor example Tile 1 corresponds to two
nodessourceand N; for its left ard right edges, while are; represents the width
constraint ofTile 1 betweernSourceandNs, which is extracted fronl9). The arc weight
of & is the minimunsizerequirement defined by the technology design rigamilarly,
Tile 2 (or 3) has two nodeBl, (or N1g) andNs (or Sink for both side edges. A, whose
weight can be the minimurspacingdefined bythe technology design rules, represents
the distance betwee€hles 1 and 2 (as shown in(20)). If the length ofTile 2 has to be
kept fixed, two arcsag and ag in the opposite directions with the same weight but
different signs sbuld be defined between noddsandNgs as shown irFigure16. These
two arcs in fact represent equati@i). Moreover, arcs,, anda;3 with both weights of 0
show the connectivity constint between nodells and Nio so that Tiles 2and 3 can

always abut with each othésimilar to equatiorf22)). The other nodes (e.d\p, N3, N,
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N7, Ng, Ng, and Nj;) represent the surrounding geometries arolilds %3, which

however are not exhibited Figurel16.

When the graph is generated based on the original technptoggssoptimization
process will be started as shownFigure15in thefi Gr a p h  &odule. Fist, the
device sizes are updated to the new sizes providethdygesigrers, and the target
technology design rules are applied to thastraintgrapls. In the next stage, the graph
compaction algorithm is applied to the constraint graphs to optimizéndidocation of
each nodeTo get estimation about the minimum and maximum locations of each node in
the constraint graphs, a longgsith algorithm is performed twice to pull all the nodes to
left/bottom and right/top for each horizontal and verticatstmaint graphsln the final
round, tle optimum location of each node identified based on their minimum and
maximum locationsby using wire length minimization algorithrf68]. And then the
Resized Layoutan be generated fmo the updatedtonstraintgraphsvia the fiLayout

Generatod modulewitht h e rfimablecaidnsas inputinformation

4.3 Density-Uniformity -Aware Analog L ayout Retargeting ProcessFlow

In the proposed methodologwe opt to modify solid or space arcs tophpdesired
changes irthe layouts.In contrast to the previous density control work that hasiited
layouts mainly for digital circuitsthe applicatiors of our methodologyin the context of
analog layout migration has no constraint on sbédity of geometries irthe layouts
although the relative location of devices should be followed as per the extracted symbolic

template. That is to safy using our proposed approachye arenot necessarily only
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bound to dummy fill insertion to achieve density onmity. Insteagd we areable to

modify any geometries (including the sizes and locations) as long as these changes
impose no impact on the circuit performance. A suitable fixture for this is our weighted
directed constraint graphs, which can supply goddedmes to govern the modifications

and balance the various factors to reach the most bendiadisiic solution. This is the
advantages obur proposed schemes, which can offer the designers more flexibility to

gain density uniformity through multipkeptions.

Our proposed densityniformity-aware analog layout retgeting flow is composed
of several steps as shownhigure17. First, a regular retargeting process (the left part
within the dotted block oFigure17) is performed on the input initial layout to derive a
new layout calledesized layoytsince new device sizes are already taken in along with
the target technology design rules. And then a density analysis followed by an LP
optimization wil determine the solution (in terms of density budget) in order to plan
where and how much to improve the density distributidfe use fixed dissection
approach for density analysis (as detailedsantion 4.4.1). The obtained information
from the density analysis is used as the input to the density planning module. Different
from the previous works that solely rely on dummy fill insertion for density uniformity,
in this dissertatiorresearclwe have devebped an innovative technique to reposition and

enlarge the functional geometry features for the analog layouts.
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Figurel71 Flow diagram of the proposed density uniforrratyare layout retargeting
methodology.

We advocate to firsshift some geometries and thendify somefeatures (mainly
interconnects due to the stringent performaredated geontey requirements for
devices) in analog layouts as per the planned density bulgeetrecommended density
allocation is integrated into the graphsed analotpyout retargetingrrocess as special
constraints to impose the symbolic template. Then thetegdeonstraint graphs are
solved to generate thearranged layoutas shown inFigure 17, where the core afur
densityoriented handling in the proposed analog layout retargeting flow is shown within

the right dotted block. As ¢hlast resort, for empty spaces without interconnects inside
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the rearranged layout, the traditional dummy fill insertion scheme will be applied to
generate thdinal layout as shown inFigure 17, which features the improved patter

density distribution.

Therefore, by usinghe proposed methodologye areable to increase density in
three different ways(1) by applying Area Shift (AS)where we shift tiles from their
current cell to neighboring cells; (2) by usihgterconnect Wideing (IW) where the
interconnects are mainly widened to increase the pattern def®itgnd bylnserting
Dummy Fill (DF)if the area shift andnterconnect widening approaches cannot reach the
best solution due to limited available resources (i.e., digtigg geometries) in the
layout. We can choose one of the schemes above or combine them to achieve better
density uniformity. Based on the recommended solution and selected schbmes,
designed algorithntchangs or moves interconnect tiles in the layouBy investigating
each tile and considering its maximum allowable size as well as the location range of its
edges, the amount of increase in the size of each tile or its new losatialculatedn
order to be applied to the constraint graphs. Aftetile are explored, a longest path
optimization algorithm is executed on the constraint graphs.last option, dummy fill
insertion, may be utilized to further decrease layout density variation. As sh&igune
17, after soling the modified constraint graphae can use dummy fill insertion as a
complementary approach to finalize the generated layout if the layout density variation

still needs to be improved.

The rationaleof our handling strategy abows, in the retargetig process of analog

layouts,we do not need to consider the interconnect geometries in the layout as fixed
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blocks. As a matter of fact, the symbolic template can change a fixed layout to the ones
with floating rectangles featuring variable sizes and lonatfor various applications.
Therefore, we can modify any existing geometrjesvhich are not involved with
performanceelated sensitive analog building blocks,the initial layout to increase the
coverage density in different regions of a layout nathan only depending on insertion

of external dummy fill to the layout.

4.4 Linear-Programming Formulation and Optimization

In Figure 17, our approach iglistinguished from the other worksy the modules
inside the right dotted blockn this sectionwe will discussthe general flow to tackle
densityuniformity-aware retargeting approach lgcusing onthe first two modules
inside the right dotted block. First, the layout generated fllo@regular retargeting
approach, i.etheresied layout, is analyzed for its pattern density distribufidren by
performing the density planning, the solution to impliag density uniformity is

identified. The detadlof our approach iexplainedin thefollowing two subsections.

4.4.1Density Analysis

In our approach, a resized layout generated from the regular retargeting process (as
shown inFigure17) needs to be modified to improve its pattern density distribution. The
fixed-dissection density analysis is deployediur work to analyze the resized layout to
evaluate its current density status. As mentioneSeittion 2.4, fixed-dissection density

analysis is the most common method widely ubgahe foundries to control density
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uniformity of the layouts. In this approach, a layout is partitioned to smaller cells and a
sliding window scans the layout to find density violations within the layer. The size of the

window isdeterminedoy varioustechnology parameters.

The following notations are gd to express the fixed dissection density analysis

approach:

- The input is a given layout (with a size bfl), which includes rectangular
geometries calletles with any arbitrary sizes.

- A fixed window (calledpartition-window with a size ofwxw is sliding over the
layout to check and apply density requirementsis determined by a few
parameters, such as the technoldggign rulesCMP processetc

- Each window includesxr cells (calledpartition-cells, r is an integer divisor of
w). In the ¢fixed dssection approach, the input layout is partitioned into
(rxl/w)x(rxl/w) smaller cells, each of which has a size(wfr)x(w/r). In this
work, we use horizontal and vertical indices (ranging from @x@w) -1) to refer

to each partitiorcell.

The densityis checked omll of thepartitionrwindows each of whicthasa step size
of wir (i.e., one cell). For the example shownFigure 3, the given layout has a size of
800eml 800ls80 Q& me, ,the window swWw=2dO0icsn) 40 Ganm
each window includes 4x4 cells (i.e=4). The entire layout is partitioned into 8x8 cells
(i.e.,rx1/w=8). Upon finishing the density analysis, thensity of each partitiewindow
and partitioncell is identified. The result of densitgnalysis will be used in théensity

planningformulation to compute the optimusolution for density uniformity problenin
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the next suisection, the optimization formulation is presented. Density analysis is tightly
correlated to the density planning ptem. Therefore, using propemwindow size andén
appropriatenumber of partitiorcells inside eactpartitionwindow is important for
deriving better solution for thelensity planningproblem.As pointed out ir{48], asmall

value of r may reduce accuracy and cannot guarantee that the uniformity is completely
applied to the layoutHowever alarge valueof r may increase the number of partition
cells for high accuracy inthe layout density analysis. But in the meantintewould
dramaticallyincrease the complexity of the problers well as th&ensity analysis time

andsolutionconvergace time

4.4.2ProblemFormulation

Based on the current local densitiesa givenlx| layout that is partitioned into
smaller partitiorcells we formulate theoptimizationproblem to achieve uniform deity
distribution. In the fixeddissection method, partitionwindow scans the entire layout
(layer by layer separately) witha step size ofone partitioncell. In our proposed
approach,we intend to modify the resized layout by rearranging pattern elements,
increasing size of interconnects, and/or inserting dummy fill. In the problem formulation,
we use one set of variables for added area to each paiteibrand the other set of

variables fo transferring area between different partitmalls as follows:

- CA;: theamountof the added area to partiti@ell C; (wherei is used as row
index andj is used as column index wit@yo referring to the leftop corner

partition-cell within a layout. This variable can be implemented either by
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increasing size of any functional tiles in the partiteall or by dummy fill added

to the partitiorcell.

AXL;: the amount of the occupancy area to be shifted from partatiC; to its

left neighbor paition-cell.

AXR;: the amount of the occupancy area to be shifted from partathiC; to its

right neighbor partitiorcell.

AYT;: the amount of the occupancy area to be shifted from partadiC; to its

top neighbor patrtitiorcell.

AYB;: the anount of the occupancy area to be shifted from partitelhC; to its
bottom neighbor partiticeell.

Aj: a general parameter for occupancy area shift variables associated with
partition-cell Cj, which might beAXL;, AXR;, AYT; or AYB;.

CDj: the arrent pattern density of partitiezell Cj, which is obtained from the
density analysis.

D;: the summation density of partitimell Cj, which includes the current
density plus all the added and traded densities, th@Djsz CD; + CA;j + AXL;

+ AXR; + AYT; + AYB;. Note that the occupancy area shift variables can be
interpreted as follows: a positive occupancy area shift represents the amount of
the occupancy area that is moved in from the corresponding side of its neighbor
partition-cell into C;j, while a negative occupancy area shift represents the amount
of the occupancy area moved out fr@ninto its neighbor partitiorcell on the

corresponding side.
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- WD;: the density ofpartitionrwindow W, which includesrxr partition-cells.
Therefore, it is calculated from average of all partitioells: @O
— B B YO .

- M andN: two auxiliary variables for restricting partitiomindow densitiesM is
smaller than the minimum partitiemindow density and\N is greater than the
maximum partitioAwindow densy.

- MaxCafC;): the available area for density control operations inside partgdin
Cij, which is calculated during the density analysis process based on the upper

bound of local density imposed by the technology design rules.

By using the notations ale, we formulate the LP problem of minimum variation

between sweeping windows as the defined objective and constraints below:

Objective:Maximize (M-N)

Subiject to:
T #! - Ag##ADPh BE mh— p] (24)
— ! —h BE mh— p] (25)
! i, for the area shift variables @ayout borders (26)
18, 182 mhE th— pHE ph— p (27)
194 1 9" nh E ph— pHHE m- p] (29)
- 7% BE m- 1 »p (29
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7% h EE T[hU— i p (30)
R J o,
.79 58 HE T[hU— i p (31

In the formulation above(24) is to ensure thathe demanded arezariables are
positive and less thatiie maximum available capacitylaxCadC;). If variable CA; is
supposed to be implemented by usidgmmy fill, MaxCadC;) is calculated by
collecting all the available empty spaces in the corresponding paxtéibas the upper
bound ofCA;. But if CA; is used as a guide for interconnect widening operation, the
maximum amount of possibly added ada calculatedbased on the interconnect
occupancy within the current partitimell. For instance, for a completely empty
partition-cell, itsMaxCagC;) is zero as there is no interconnect to be enlarged. However,
it is equal to the density upper bouofithe corresponding partitiecell if using dummy
fill insertion is chosenThereforeMaxCafdCj) amount is able to guide LP to provide

more realistic solutions.

Equation(25) ensures that the area shift variabége limited to the current density of
each partitiorcell divided by 4. Ashere ardour variables corresponding to four sides of
each partitiorcell, only onefourth of the current density is allocated for each area shift
variable. Equatior{26) is only applied to the boundary cells, which ensures there is no
area transferred to the outside of layout. Therefakd,, (i.e., left area shift variables of
the cells located at the first colummWXRw-1) (right area shift variables of all the cells
located at the last column\YTy; (top area shift variables of all the cells located at the

first row), andAYBw-1); (bottom area shift variables of all the cells located at the last
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row) are all zero. Equation(7) and (28) express that the sum of the area shifts among
neighbor partitiorcells are zero. This ensures the amount of the transferred area towards
the left neighbor paition-cell of Cj is equal to the amount of the transferred area towards
the right neighbor partitiorell of Cij.1) but with the opposite sign. So do the neighboring
top and bottom partiticoells. For example, for partitiecell Cy,, AXLyx+AXRz;=0 and

AYTo+AYB2=0.

In (29), M, one of the auxiliary variables, behaves as the lower bound of density for
all the partitioawindows. Each partitiowindow includesrxr partition-cells, each of
which has the summation ilgty among the current density, added areas, and shift areas.
In (30), N is another auxiliary variable functioning as the upper bound of density for all
the partitioawindows. Equatior{31) defines the upper bound and lower bound for each

partitionwindow density, which are imposed by technology design rules.

With the objective function, by maximizin/-N, the formulated program can
minimize the density variation among #fle partitioawindows, which is similar to the
MIN-VAR formulation presented if48]. M is smaller than the minimum partition
window density andN is greater than the maximum partitisdindow density.Thus the
maximum anount of the ternM-N is zero. In the best scenario, the LP solver may reach
the objective function of zero, which means we have achieved zero density variation.
Obviously, this meets the goal of achieving a uniform layout in terms of density

distribution.

On the other sidepur formulation above has a significant difference from the

original MIN-VAR formulation by introducing area shift variables and their
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corresponding constraints. Moreover, the traditional MIAR formulation has only
been applied to thdummy fill insertion scheme, wherel&axCap(G), in our proposed
formulation can address any feasible options including both interconnect widening and
dummy fill insertion as long as the coverage of partitielis can be increased. In
addition,anotherauxiliary variableN is deployedeside the regular auxiliary varialVg

which is used in the traditional dummy fill insertion formulations to increase density of
the lowest coverage window and consequently to reduce density variation. In the
traditional dummy fill insertion approaches, window density can only be increased by
adding dummy features, whereasour methodologythe density of the highest coverage
window can be reducedoy moving area outwards. Therefore, our proposed
formulation, the varidle N is usedto reduce the highest density window in addition to
increasing the lowest density window by usikpvariable in order to achieve better

solutions.

By solving the aforementioned linear programming problem by a solver engine
(Here simplexalgarithm [69] is usedfrom MATLAB [70] linear programming solver)
optimum values forCA; and A; will be obtained.With this solution in hand our
algorithmunderstand®iow much density should be addedeach partitiorcell and also
how much density should be transferred from one partde&hto its neighboring

partition-cell.
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4.5 Summary

In this chapterwe have presented @ovel approacho improve density uniformity
for analog integrated circuits dog layout retargeting process. Unlike the previously
published works that are mainly focused on dummy fill insertaam, methodology is
based on the nature of analog layouts, which allows one to modify the location and size
of functional geometries to jmove density uniformity. This appealing aspect is
particularly effective when combined with symbolic template, which can determine the
location and size of any geometry based on the updated constraints in the analog layout
retargeting proces# the nextchapterwe will explain the implementatiogetailsof our

proposed densityniformity-aware analog layout retargetifaymulation.
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CHAPTER 5
DENSITY-UNIFORMITY  OPTIMIZATION AND CONTROL

ALGORITHM °©

5.1 Introduction

As mentioned in the previous chapter, the optimsmiution from the LRbased
formulationis the guide of the subsequent operations forproving the layoutdensity
uniformity. In this chapter, the fulfilment details of the densityiformity optimization
solution will be fully discussedrlhe operatiors of fulfilling the solutionmight include
shifting tiles between partitiogells enlarging interconnects, and inserting dummy
features In this dissertation researctie proposeddensity controlling approachese
integrated intothe analog layoutretargeing platform by smartly modifying the
constrains and allocatg proper weighs to the arcs irthe constraint graphsThus, our
special density controlling schemes includarga shift andéhterconnect widening can be
achieved in addition to the convent@rmethodof dummy fill insertion.By running
graph optimization algorithmgsuch as Bellmafrord longespath algorithny an
optimizedlayout featuring uniform density distribution can generated accordirtg the

updateddesign specificationandbr newtechnologydesign rules

® The research of th chapter has been published in [A1], [A3], [A6] and [A7].
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As shown inFigurel7, dummy fill insertion is deployed as a cplementary method
to generate the final layout. Sintee dummy fill insertion method lsbeen well studied
in the literature, their operans will not be detailed in this chapter. Instead, the focus of
this chapter would be on the special handioigarea shift andnterconnect widening
operations.The planning process, including density analysis, LP problem formulation,
and problem solvingis done in a layeby-layer manner, while the constraint graph
optimization and solution derivation are managed for all the layers together in a holistic
way for a multilayer layout.Thus,we will only elaborate ora simplified scenario of

singlelayer processn this chapteto mainly illustrate the underlying principles

In the following two sections,the weight allocation algorithnfor implemening
interconnect widening and areshift approachess presented And thenthe parasitic

coupling capacitareintegration to théayout retargetingrocess is explained.

5.2 Interconnect Widening Process

The optimization variabl€A; can be interpretedsthe amount of area that should
be added intahe existing functional interconnects within partitieell C; to implement
the recommended solution. The algorithm for the interconnect widening operation is
listed in Figure 18, which includes two nested loops to handle the demslgy
constrained layers one after anothen €ach of such layers in the resized layout, all the
solid tiles are enumerated and split into separate ones if they are shared among multiple

partition-cells. Layer density is analyzed in Line 3 by following the fixed dissection
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method as described in $iem 4.4.1 The LP problem formulation in Line 5 is detailed in

Sectiord.4.2

Algorithm: Interconnect Widening Operation
1. Foreach(all the densityrule-constrained layers in the layout)
2. Split any shared tiles among multiple partiticglls;
3. Analyze the layer density;
4, Calculate the available room for each node in the constraint graph (CG);

5. Formulate and solve the LP problem;

6. Foreach(all the tiles on the current layer)

7. Identify the recommended solution for the corresponding paridn

8. Calculate new size based on the given solution;

9. Remove extra arcs to unbind inline edges;

10. Allocate redundant space based on the critical path aildlale room for expansion;
11 Do depthfirst search to update node room in the CG;

12. Update the corresponding arcs in the CG;

13 Endfor

14 Solve the longegpath problem for the CG;

15. Endfor

Figure181 Pseudo code of the interconnect widgnirperation

For each densityule-constrained layer, all the solid tiles are processed one by one.
For the corresponding nodes of each solid tile in the canisgeaphs, the maximum and
minimum allowable locations are estimated (by running a lorggs$t algorithm on the
constraint graphs in forward and backward directions). Stheeweight allocation
algorithmis aware of the recommended density solutiontf@r partitioncell where the
tile is locatedjt can propose new dimensions for the tile by assigning enlarged weights to
the corresponding arcs in the constraint graphs. To take into accounititda path (as

shown in Line 1Mf Figure18) that determines the size of the final layoug always use
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the maximum room space as the quota for weight assigniMetd.that a critical path is
the longest path among all the paths that we can find in one directed icdregptaph

from left to right (or from bottom to top) to identify layout dimensions.

As an example, part of the horizontal constraint graph is shov#gire 16. The
process of the graph generation is explaine@eaction4.2 The minimum/maximum
locations of graph nodes obtained by running the lorgast algorithm on the constraint
graphs in forward and backward directions can serve as the guides for our algorithm.
Based orsuch minmum/maximum locationghe allowable range, calledom, for the
location of noden can be derived

G000 EdQEDE® (32

For each tilet and its corresponding width arc the horizontal direabn, the

maximum allowable weight can also be calculated from minimum/maximum locations as

follows:

GO QR dOwd £ ait 'QE 0§ (33)
wheremaxLoge is the maximum location of the hgedge ananinLog. is the minimum
location of the left edge. Likewiséhe maximum allowable weight of the tile length arc
in the vertical direction can be also derived by using the maximum location of the top

edge and the minimum location of the bottedye.

In Figure 16, there are several paths fro8ourcenode to Sink node, while the

longest one, which determines the layout horizontal size, is the critical path. The length
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of a path is identified as the sum afc weights along that path. Assume the path
includingay, a4, &, a2 andayy is the critical path with the length bf;iscal, i.€.,
0 O O O O O . (39
For each patlp from Source node to Snk node the path redundant spaceas

calculatel as follows:

1 QQ06¢ NRHAOD 0, (35
wherel, is the current length of pagh That is to say, we are allowed to ingse any
path length up to the length of the critical path by allocating the redundant space to any
arc weights within that path. Hence, this calculated redundant space is going to be shared
among all the arcs along the path, and changing any arc weighld sbe always
followed by updating the redundant space of the path and the room of all the associated
nodes dynamically, so that any path enclosing the updated arc showicaetiL ciscal
as indicted in Lines &nd 10of Figure 18. Here a deptffirst searchis performedn the
constraint graphs (Linel]l to update the room of the other nodes connected to that
updated arc in the graph data structure to facilitate the allocation of the rest of the
redundant spac®nce all tiles are processed, the constraint grajih®e solved with a

longestpath algorithm to generate tRearranged Layouws showrin Figurel17.

In case therés no enough room tproduce sufficient density by onigcreasng the
size of interconnectsn integralsolution has to bealled uporby first increasing the area
of interconnect geometries much as possibéand then inserting dummy fill to reach the

guota derived from LP optimizationNote that elarging interconnectscannot be
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performed incertain situations. For the geometries, which are used to determine the
electrical nominal parameters (e.g., channels of MOSFET devices, resistive stripes of
passive resistors, or pardlfgdates ofpassive capacitors), & not allowed to change tiie

sizes due to their significance titve circuit performance.

The other functional geometries, which work asricw@nectios, are the candidates
to be modified byour interconnectwidening process However, there is one challgng
situation for our proposedapproach to function well with full efficiency. If one
interconnect, which itself is one piece of tile in the resized layout, is shared by multiple
partition-cells, only one unique widening size with the minimum amount eaapplied
to the constraint graph even though some of the partitiasells may allow for more
widened roomin the next sectigrwe will present the smart splitting algorithm to resolve

this problem while improving interconnect widening efficiency.

5.2.1Smart litting

Before explaining the splitting approacie will look atonesituation more closely
as shown irFFigure 19, to understand the problem and its solutiigure 19 shows a big
tile when it is spti into two smaller tiles and the corresponding constraintgsaphs
generated in horizontal and vertical directions. The horizontal CG is shown on the top
and vertical CG is shown at the bottom of the tiles. All the edges and their corresponding
nodes inthe CGs are shown as wdllti, Rti, Tti and Bti show the left, right, top and
bottom edges for the corresponding nodes respectively. The two arcs with zero weight

betweerRtlandLt2 in the horizontal CG ifrigure19(a) show theelectrical connectivity
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constraint betweeifile 1andTile 2 In this way two tiles are always abutting with each
other. Two zero arcs between the top edgeSilef 1 and Tile 2 (i.e. Ttl and Tt2) in
vertical CG inFigure19(c) stows the locations of these two top edges are always equal,
which means they are always put in line with each other. This is exactly the same
situation for the bottom edges of these two tiles. Therefore, it is shown that splitting a tile
into two smaller 1es will not let the tile sizes change freely, unless the constraints of the
top and bottom edges are relaxed. As showRigire 19(d), to relax the constraints for

the top edges and bottom edges, we can remove one of the egro detween these
edges. Therefore, the locationT® can be higher than that @f1, while the location of

Bt2 can be lower than that &t1. This means the height dfle 2 can be greater than that

of Tile 1 Although this can partially solve the fmlem, the height ofile 2 will increase

consequently if the height @ile 1 becomes larger. Therefonse need a better solution.

As mentioned before, t@achieve better performanceur interconnect widening
algorithm can set out to split a epece tie to several smaller ones that are not shared
between adjacent partitiecells, meanwhile maintaining electrical properties of the
interconnect nets. Althougtihesemultiple tiles may have any connectivity constraints
their associated edges have to bet kapthe same line for abutting in order to guarantee
the electrical connectivity. Moreover, newly generated tiles should have no dependency

on each other if one of their sizes is changed.
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Figure191 Example of splitting a tilento smaller tiles and the corresponding
constraint graphs in (a) horizontal and (c) vertical directions, (c) for split tiles an
for the relaxd vertical constraint graph

We achievethis by introducing anntermediate tile between twosplit tiles in the
corresponding partiticoells as shown ifrigure20. The intermediate til&1 is kept as the
minimum size, while the connectivity constraints between two split tiles $ileand S2
and theintermediatetile are relaxedAs shown inFigure 20(b), there argwo arcs with
zero weight between the top edgespandM and similarly, between the top edgessef

andM. These four arcs would keep the top eddabethree tiles orthe same line. This
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actually discourages independent changing of each tile size. To resolve this preblem,
unbind the top edges & and$; by removing two lower arcs from the constraint graphs
as shown irFigure20(c). Therefore, the only two arcs left with zero weight would let the
top edges 0§, andS, to move independently from each otlheit more tharthetop edge
of M, while theintermediateile M is kept as is. A similar operationrcée done with the
bottom edges of tileS;, M, andS,. A possible shape of the interconnect after all of the

operationsaabove is shown ifrigure20(d).

(/4 Partition-Cells

Connectivity Arcs

®) S1 L}I\:\ / S2

(c) M (d)

Figure201 Updating connectivity constraints after splittitige shared tiles

After updating the constraint graphs by removing scomnetivity arcs (as listed in
Line 12 ofFigure 18) and modifying weight®f the split tiles withindifferent partition
cells, the longespath algorithmwould be performed on theonstraint graphs to generate
the rearangedlayout. Since the interconnect widening scheme is aimed to add more
patterndensity by changing the size of the originally existing geometwg do not

necessarily expect a satisfactory minimum variation by this stage alone due to probably
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limited available resources in the layout. Instead can still use the traditional dummy
fill insertion as a complementary process to further shrink the density variation of

partitionwindows.

5.3 Area Shift Process

Variables A; obtained from the LP solution suggethe scheme of moving
geometriesaroundin the layout to achieve better density uniformity. The contribution
from area shift for improving density variation is roegligible since the variables can
be up to plus or minus one fourth of the current desssith positive solution means the
area is moved into the partitiell from the corresponding side and the negative
solution for each variable indicates the area is moved out from the corresponding side of
the partitioncell. The algorithm pseudo code ftre area shift operation is listed in
Figure21. For each densityule-constrained layer, the arshift variables are first sorted

in the descending order (Line 3).

To achieve geometry movaut for a suggestedea amountywe need to first identify
the tiles inside the partitiecell close to the corresponding side boundary. If the tile
edges have enough room (the same room concept as described before) to move towards
the neighboring partitioxell, we calculatelte movement distance, which is consistent to
the suggested shift area amount. This is implemented by updating the corresponding arcs
in the constraint graphs (Line 6), which represent the spacing between different tile edges

on the corresponding sides.
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Algorithm: Area Shift Operation

=

Foreach(densityrule-constrained layers in the layout)
2. Conduct density analysis ftre current layer;

w

Sort the areahift variables in the descendingder;

A

Foreach (all positive aresshift variables on the sorted list)

5. Analyze feasibility based on the critical path and calculate capacity of shifting tiles or
between partitiorcdls;

6. Mark the shift by updating the corresponding arcs in the CGs;

7. Update the aresghift variables along with their mutual variables;

8. Update rooms and locations of the other associated nodes with didstsbarch;

9. Endfor

10. Endfor

Figure21i Pseudo code of the area shift operation.

For instance, ithe weight of arcas in Figure 16 is increasedwe can indeed move
Tile 2to the right and make it to stay farther frdnbe 1 After implementing one area
shift variable, its mutual areshift vaiable on the opposite side has been also
implemented, as described (B7) and (28). The handling of tharea shift variables is
only executed for all the positivenes on the sorted listin orderto implement the
obtained solution. When the amount of shift is applied to the constraint graph by updating
an arc weight, a depffirst searchs executedo update the room of any associated nodes
and their final locations so th#éhe entire paths passing through this arc can utilize the

redundant space properly.

Since the modified constraints already consider the critichl {hett is supposed to
be intact after the area shift operation, it is certain that the final layouteatiife an
improved density distributionVe have included two schemes in gaalizationof the

area shift operatiorglobal area shiftandlocal area shift In the global area shift scheme,
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we usethe formulation presented Bection4.4, where all of the partitioells contribute

their area shift variables in the formulation.

In contrast, in the local area shift scheme, only the area shift variables corresponding
to a few specific partitiorells are involved in the LP formulatiom this way,we can
simplify the formulation by significantly reducing the number of variables. Compared to
the global area shift scheme, the goal in the local area shift scheme is the same, which is
to minimize density variation of partitiewindows. Ths can be achieved by only
modifying maximum and minimum partitiewindows. The density of the maximum
partitionwindow can bereduce& by moving out some tiles, whereas the density of the
minimum partitioawindow can be increaseby shifting in some tilesThus,we reduce
the density difference between the maximum and minimum partitiodows to

consequently reduce window density variation in the layout.

As shown inFigure 22, for one maximum or minimum partitiemindow, we can
only include the marked area shift variables in the LP formulatiorthis way, the
number of the used variables can be reduced. Thus, in the best case we can reduce the
number of area shift variables frodw (Ixr/w)x(Ixr/w) in the global areahift scheme to
only 2x2x (r+r) in the local area shift scheme (when we ardysiderone maximunand
one minimum partitionwindow in formulation), wherd represents the layout size,
stands for the partitiewindow size, and is the dissection numbem & partitioawindow
of the fixed dissection density analysis regiie.implement the local area shift scheme
in this work, after densy analysis for a densityule-constrained layer, we look for

maximum and minimum partitiewindows (within the tolerarecof a usedefined factor,
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e.g., 5%) and group them into MA&roup and MINGroup partitiorwindows,

respectively

AYT

maximum or
AXL | minimum window

AXR

AYDB

Figure22i Area shift variables for the maximum or minimum partitigimdow in
the local area shift scheme.

Thatis to say, if the difference between density of the extreme partitindow and
the second extreme partitievindow is very small, wewvould include the area shift
variables of both extreme partitiavindows in the formulationWhen the groups are
createdwe only include moving out area shift variables for the M/&xXoup and moving
in area shift variables for the MNGroup partitioawindows in the LP formulationl his
cantake placeby setting proper negative and positive constraints for those variables
equation(25) respectively. Once the LP problem is resolved, we can only focus on the
realizationof the aea shift variables within the partitiaoells enclosed by the MAX

GroupandMIN-Group partitiorwindows.
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5.4 Parasitic CapacitanceControl during Layout Retargeting

In this researchye aim to take into account thgarasiticcapacitance effects in the
processof densityuniformity-aware analog layout retargeting. With the modeling
scheme proposed B@hapter 3we can addparasiticcapacitance consideration into the
optimization schemefor the density uniformity problem. To avoid increasitige
complexity of tle problemwe usethe proposed linear capacitance model (expressed in
Section3.3.4and equatior18)) for the constraints. As mentioned before, dkierlagping
capacitanceand thefringe capacitance can leodeled to beroportional togeometry
size Therefore, the entire capacitance models for diffecate¢gories and scenarios can
be made lineato tile size.Here,the capacitance budge definedfor each individual net
(for substrate capacitance) each pair of net(for coupling or lateral capacitarjcel he
capacitance budget can be read from adaféned file provided by the uses after
running a bunch of simulation3herefore for eachnet or eaclpair of nets in the input
layout, a capacitance value is assigned and usisllasiget during layout modification.
As shown inFigure 23, different capacitance components can be extracted between
adjacent tiledor two different net§ During therealizationof area shift andnterconnect
widening where the constraint graphs are updated by processing tiles,ctiveight
allocation schemeas described in Sectior&2 and 4.3 would always consider the

parasiticcapacitance budget.

" Electrically connected tiles and interconnects are considered as one net in a circuit.
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Each selected tile may be assigned witiew value to enlarge its size. The selected
tile should bealso checkedvith its parasiticcapacitanceelated toother surrounding
nets. The new dimension of the tile may changepidm@siticcapacitance betwedts

belongingnet and other surrounding nets.

The newparasiticcapacitance is calculated based on the newly assigned sizes and
distance between tiles. Th@ouns of enlargement in interconnect size and change in its
new location are reflected in the calculapadasiticcapacitancewhichwould consume a
portion of the budget betweerach net orach pair of nets. Theonstraint graph arc
weight allocationschemecontrolsthe amount of arcweight changen the constraint

graphs suchhatthe capacitance budgetnstraintis not violated.
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Figure231 parasitic capacitance components between two adjacent nets.

If a new capacitancealue is going to be more than the budget, ttiencontrol
schemewould adjust the new tile dimension to bengoliantwith the capacitance budget.
One example is shown in Figure 23, where five different parasitic capacitance
conponents are found between twtsely opposite tilegThe tiles can be in different
layers, therefore, proper capacitance equation is utilized to extract the capacitance value)
The capacitances are marked withwhoseformationis displayedoetweertwo closeby
correspondingiles. Ttus, the budget betweetwo netsT (consists of tilesT;)) and S

(consists of tile§) can bedefined as follows:

SO OO MG & 6 6 6. (36)

If the vertical dimension oftile T, intends toincrease bythe constraintgraph arc
weightallocationschemecapacitance€s, C, andCsare subjecto change because thie
overlap amount betweet, and S (for C3 component),increagd overlap amount
betweenT, and S, (for C4 component) and decreabvertical distance betweel, and S
(for Cs component) If the sum oftheseincreass in coupling capeitance between the
aforementioned nets is more thidwe capacitance budget, tlienstraintgraph araveight
allocation schemewill limit the intendeddimension change ofile T, to fit the
capacitance budget accordingBy runningthe capacitance contrechemeaboveduring
the process otonstraintgraph modification, the degradation effdotluced bythe

parasitic capacitance on circuit performamaauild be effectively controlled
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5.5Summary

This chapterexplains the control and optimization logiove have utilized to
implementdensityuniformity-aware analog layout retargeting methodoldgymulated
in the previous chapterFirst of all, interconnect wideningchemewas explainedAnd
then smart splittingschemeto improve interconnect widening performaneeas
discussedThen the area shift approach including its global and Isldl scheme was
explained. Finally the waliow parasiticcapacitance consideration is integrated i@
densityuniformity-aware analog layout retargeting methodologs presemd. The next
chapter is focused orhé experimental result®r verifying our parasitic capacitance

modeling & well asthe densityuniformity-aware layout retargetingerformance

81



CHAPTER 6

EXPERIMENTAL RESULTS °®

6.1 Introduction

In this chapterthe proposed methotbmies described irthe previous chapterare
tested and verified=irst of all, the developed model for fringe capacitard! be tested
by runningdifferent test scenarios and a case stUay.verify the proposedmodel, we
develomd scripts to generatéhousands ofayout samples which cover all possible
geometricsituations forCMOS 180, 90 and 65 nm technologies. Tgreposedmodel is
comparedwith previously published works in reference to #adractedresultsfrom
commercial tools The experimentatesults show thathe estimation errors of the
proposedmethod arenuch lower tharl0% (2%-4% or lessfor most of the casedjut
with significantly reduced computation efforfThe proposed model is a general
methodology that can be used for any nanonitetehnologies with different geometric

parameters.

In Section 6.3, the result of testinglensityuniformity-aware layout retargeting is
presentedOur experimental results show thidie proposed approach can account for up

to 80%improvement towards the ideal density uniformity in the regular analog layouts.

8 The research of this chapter has been published in [A1], [A2], [A3], [A4], [A6], [A7], [A8] and [A10].
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This promising option can significantly decrease the capacitardieced parasitic effects

due to the traditional sole dumnnysertion operation.

6.2 Verification of CapacitanceM odeling

Thisresearclaimsto develop less complex models for parasitic capacitanoeetsl
blocks used as interconnects or dummy fill within a layout. The desired equations are
supposed to be accurate enough yet simple to be fit for optimization algohtlesve
verified the proposethodelin different scenarioagainst the actual paias capacitance
extraction in different CMOS technologies including 180, 90 and 65 nm. For
simplification purpose, in all the cases, the geometries used are square metal blocks. For
substratecapacitance, square metal blocks on Métdhyer with differet sizes are
tested. For the coupling capacitance experiments, two square blocks having different
overlapping areas between Melahnd MetalR layers are used. Lateral capacitance was
examined for different geometries on Metalyer.These test casescinde two Metall
squares with different sizes as well as distinct distance and displacement from each other.
According tothe experimentsour proposed modeling methodology is independent of
choice of any layersThe extraction tool used faZMOS 180 nmprocessis Cadence
Diva [71], whereas Mentor Graphic3alibre PEX[72] is usedfor CMOS 90 nm and 65

nmprocessesThe extracted numbeaseused ashereference for comparison

We used Cadenc8KILL [73] scripts to generate thousands of test cases to verify the
proposed model. The modshsalso implemented i€++ program to generate the same

test scenarios and the final results are compared and shown in the followingltetbles.
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following subsectionswe also comparé¢he proposeanodels for substrate, coupling and

lateral capacitance with other published models against the extracted results.

6.2.1SubstrateCapacitance

A series of square metal blocks on Metalayer were useds test structures.
Experiments were repeated for different sizes in different technologies. Size of metal
blocks is from 1 um to 100 um with a step of 3 um. To demonstrate significance of this
research,we first assessd importance of fringe component substrate capacitance.

Figure 1 depicts the fringe contribution in 3 technologies dmadhle 1 shows the average

of fringe contribution in each technology. FroRigure 1, it can k& seen that the
contribution is as high as 75% for small geometries in all technologies. Even for the
geometry with singledge sizeof 16 m, t he contri bution of the

total substrate capacitance is well above 20% in all of the tbcbeologies.

Moreover, it is observed that the fringe component contributions within substrate
capacitance in the 90nm and 65nm technologies are larger than the contribution in the

180 nmtechnology for the geometry with the size between 1um and 100um.

Tableli Average of fringe contribution in substrate capacitance

CMOS CMOS | CMOS

Technologyl 159 m | 90nm | 65nm

Fringe

LI 10.81% 12.83% | 11.99%
contribution
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Somepublished wor ks, [11], n cEl urdfid)r gy @ B @ n sSaal kbusr a
methods[75] for fringe capacitangeand our model are compared against extracted
valuesin Figure 24. As mentioned before, athe models were implemented @©++ to
generate the same test scenarios. dtorproposed modef11) is used to compute the
fringe substrateapacitance an(¥) is employed to calculat€,. To tune the equation for
each technologywe chose a few samples from each test scenario and finally concluded
that the template equation with a constant value'tafan fit to the extracted values. The
values ofx/t for different technologies are shown Tiable 2. For a specific technology,
its profile parameters (e.g., lay®r-substrate distance, layer thickness, and dielectric
coefficients) directly determine the valuexdf FromTable2, it is read that the values of
x/t are increasing among80 nm 90 nm, and 65 nm technologies. It can be generally
understood that the amount of the fringe capacitance component gets larger for the same

size geometry wén a smaller technology node is used.

Table21 Proper values obtained from the cufiténg process

Technology CMOS | CMOS | CMOS
Y 180nm | 90nm | 65nm
X/t 0 0.4 25
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Figure241 Substrate capacitance error comparison for 3 different technologies

As observed fronfigure 24, all the previous methods involved in the comparison

have large errors (up to 69%) for small geometries. The error and fringe contribution
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reduce as the geometsize increases. On the other hand, our proposed model shows the
errors are less than 9% (in CMOS 90 nm and CMOS 65 nm) and less than 5% (in CMOS
180 nn) for very small geometries, and approaching zero when the size is incréamsing.
large geometries, ¢éherrors for different methods are getting close because the overlap
component, which is identical for all, becomes dominant and reduces the effect of fringe

components.

In the modern technologies, sizef interconnects or dummy filis getting
increasindy small. Therefore, the importance of the proposed method is obvious for the

new nanometer technologies.

6.2.2Coupling Capacitance

The test structure for coupling capacitance includes two square metal blocks on
Metatl and Metalk layers. Experiments were reped for different sizes and
displacemerst Figure 25 shows several examples of the test cases in the experiment. A
blue square (with orthogonal lines) represents a block on Melayer and a green
square (with vertical lines)hews a block on Meta layer. Two sets of experiments
were conductetb verify both equations proposed for coupling capacitance ((L®.and
(11) for the cases with certain overlap between two bla@eid(16) for the cases without

overlap between two blocks).
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Figure251 Several examples of coupling capgaoce test cases (blue squares with
orthogonal shadowed lines are on Metdhyer and green ones with vertical shadowed li
are on MetaPR layer).

7/

In the first set of experiments, we considered Meétdllock as fixed and shifted
Metal2 block to generate various test cases with different overlap area between two
blocks, as well as with different displacement in the X and Y directidmen this type of
experimentsvas repeateébr different block sizes. In the second set of experiments, to
generate nofoverlap test cases to veriffl6), we considered different distance and
displacement between two nownerlapping blocks.Then we repeated this type of
experiments for different block sizes. The cufieng technique is applied to tune the
template equations in terms of technolatgpendenparameters, that i/t in (11) andb
in (16). Thetuningof b for coupling capacitance is done for severatdi geometry sizes,
such as 1 meAndtlemtde ddrided factors along with the equation are applied

to calculate the other test cases.

For CMOS180 nmtechnology,(16) is not applicable because there is no extracted

capacitance for the case where two metal blocks have no overlap. From théttiogve
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processx/tin (11) tends to be a constanto  was selected to be 0.1 to reach the best fit.
For CMOS 90 nm technology, after examining 4 sampglesratio ofx/t is obtained in
terms of displacement ratio, which is the amount of displacement over size of the metal
blocks under test. From the we#fitting diagram outlined inFigure 26, the following
eqguation is determined:

GO pH X ¢ QQi n & & udQuvh (37)
where displaceR is the displacement ratio between displacement ane esfzthe
corresponding side. To evaluate the approximation error, the valuesqdded fo(37)

is calculated to be 0.994, which exhibits the closeness of the linear model representation.

Figure 26 alsoshowsthat there is no need to usé for less than 25% displacement
and more displacement needs to be compensated in capacitance calculation represented

by largerx/t ratio. More than 100% displacement changes the equatid®)to

To tune(16) for this technologyp is also obtained from the curfitting process as

follows
I Y wPQ Qi 1 & cpdh afo (38)

where displaceis the amount of displacement betweero tmetal edges. In this case,
commercial tools do not extract any coupling capacitance for distances more than 3 um.
Therefore, absolute value of displacement instead of relative value is used here. Increase
in displacement reduces the coupling capacitasreenatically. Figure 27 shows the
curvef i tt i ng diagram of four sampl es (with

obtaining this equation. The value ofdguared is 0.995.
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Figure261 Curvefitting diagram of four samples to tuf&l) for CMOS 90 nm
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Figure271 Curvefitting diagram of four samples to tue6) for CMOS 90 nm
technology.
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For CMOS 65 nm technologyll) is tuned based on the same principle with the
curve fitting diagram shown ifrigure 28. x/t is found dependent on displacement ratio

linearly as the following:
GO ¢c& Qi fadusn'Y (39
To evaluate the approximation error, the wahf Rsquared for the derived equation

is 0.988. For completeness, thexpression fo(16) is provided below

I T® o YeRQI N aaBIReu (40)
The value of RSquared is 0.97. The linegraph is shown ifrigure29.

After completing the curwitting process,we evaluatedthe developedmodel

against the experimental results obtained from commercial extraction tools. The

statistical analysisf the proposed methoth comparisorwith two previous works [11]
and[15]) as well as two derivative streams is showitable 3. In [15], Kurokawaet al.
introducedcapacitance maaing in presence of dummy filln that work the authors only
used basic overlap capacitance equation (i¢),in their modeling.n [11], conformal
mapping is used to derive a sdtamalytic fringe capacitance models. Considering the
significant contribution of fringe component in the parasitic capacitance for the- small
size geometrywe differentiate the test scenarios with ssfle and bigsize categories.
Geometry size below 1Am is grouped as smadize category, whereas geometry size

over 10 um is considered as lafgjge category.
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Figure281 Curvefitting diagram of four samps to tung11) for CMOS 65
nm technology.
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Table3 1 Comparison of coupling capacitance. All numbers represent error percgiAgeeans not
applicable, andNF means not feasible)

Technology CMOS 180 nm CMOS 90 nm CMOS 65 nm
. Overlap Non- Overlap Non- Overlap Non-
Test scenario C : overlap ) overlap ) overlap
oupling . Coupling . Coupling )
coupling coupling coupling
Average | 30.23 NA 59.03 NF 47.61 NF
Small| Std Dev 27.6 NA 30.98 NF 34.32 NF
Kurokawa Max 80.03 NA 100+ NF 100+ NF
[15] Average 9.27 NA 35.1 NF 27.79 NF
Big Std Dev 10.93 NA 41.76 NF 40.74 NF
Max 57.86 NA 100+ NF 100+ NF
Average 6.87 NA 13.19 3.68 15.47 45.7
Small| Std Dev 6.23 NA 11.88 9.14 13.8 25.06
Bansal Max 23.13 NA 35.28 11.52 43.21 67.73
[11] Average 1.95 NA 10.38 16.03 11.56 48.4
Big Std Dev 2.32 NA 13.8 11.79 17.79 28.17
Max 12.15 NA 35.01 31.64 43.21 67.72
Average 0.98 NA 5.84 4.34 4.88 8.88
Small| Std Dev 0.93 NA 6.64 3.75 8.16 13.76
Unified- Max 4.37 NA 31.69 9.11 38.36 46.37
EMCF Average 0.2 NA 1.66 4.34 0.51 2.01
Big | Std Dev 0.31 NA 1.25 3.75 0.56 1.77
Max 1.66 NA 6.51 9.07 3.88 5.03
Average 0.98 NA 2.9 4.34 2.08 2.06
Small| Std Dev 0.93 NA 2.06 3.75 1.72 1.74
Segment Max 4.37 NA 843 9.11 7.23 5.03
EMCF Average 0.2 NA 1.66 4.34 0.51 2.01
Big | Std Dev 0.31 NA 1.25 3.75 0.56 1.77
Max 1.66 NA 6.51 9.07 3.88 5.03
Average 2.5 NA 4.66 4.34 7.44 2.06
, Small| Std Dev 2.31 NA 3.66 3.75 5.55 1.74
U'-r']:}ieeag_ Max 6.8 NA 14.2 9.11 16.88 | 5.03
EMCE Average 0.67 NA 3.06 4.34 4.2 2.01
Big | Std Dev 0.9 NA 4.1 3.75 6.31 1.77
Max 4.87 NA 10.57 9.07 15.35 5.03
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Moreover two streamswere investigated for technologydependent parameter
determination with the aid of the curfiting technique. Uified-EMCF isour proposed
EM-based modeling method supported by the cfittiag technique for any size of
geometries. Thus, in UnifietEMCF, one identical equation, which was obtained by
running curvesifzda tgexgmeotnr yLOewas used for b
and big (equal or mor e t h a natiofh Stagen Segrgeato me t r
EMCF is also based othe proposed EMbased modeling method, but one set of
technologydependent parameters (exgt,andb) is tuned specifically for small size (less
than 10um) geometries, and the other set of technadeggndent arameters for large
size equal or more thahOum) geometrieg-inally, two sets of equations with different
technologydependent parameters are used in SegEBIEF. Our experimental results
show that each equation fits the designated size range wefhilsuto offer promising

accuracy to the other size range.

Besides, in the comparisome also include another derivative, LineaMCF, which
uses(18) to replace logarithm function with linear function. Each method was applied t
the different test scenarios in CMAB0 nm 90 nm, and 65 nm technologies and the
errors between estimated values and extracted results were calculalale 3, error
averages, error standard deviations, and maximum erogach modeling method are
listed. As mentioned in the previous sectiddg) is not applicable for CMO380 nm
technology, because there is no extracted coupling capacitance when there is no geometry
overlap. Referencfl5] is not able to provide neaverlap coupling capacitance. From

the reported experimental results Tiable 3, it can be read thdtl5] fails to provide
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satisfactory estimation. Bauase it only uses overlap component to model interconnect
capacitancesjeglected fringe capacitancentribution brings forth huge deviation from

the real case. For the coupling capacitance estimation, statistically its error averages and
standard deviabns are generally doubly or triply larger than any derivativesunf

proposed method.

It is also observed that SegmdEWICF outperforms UnifieEMCF, especially for
the smallsize geometries. This is obvious because more effort has been put on the tuning
of the technologydependent parameters for srrsile geometries. The general average
accuracy of SegmetiEMCF can reach well below 5% for all the situatiomberefore,

this is the recommended method for hagturacy estimation.

If there is a serious cerrn over computation time, LineB&MCF can be used as a
tradeoff between accuracy and CPU time. This method has slightly degraded accuracy
(up to 8% deviation from the extracted results on average), but with full linear expression
in the analytic equatits. All the presented curvfitting equations above are obtained for
the UnifiedEMCF method. The equations for SegmEMCF or LineatEMCF can be

done by following the same principle.

As shown inTable 3, the maximum errors faBegmerfEMCF are all under 9.72%
compared to the extracted values, whereas the maximum errors increase to 46.37% for
Unified-EMCF. Although the occurrence rate maximumerrors is not high (normally
less tharD.1%according toour experiments), this mayripose a concern to certain users
who really care about accuracy of any single case. In this situation, such users may

consider to only utilize SegmeBMCF, which needs a little more effort in the curve
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fitting parameter characterization stage. For LiFERICF, the maximum errors reach
16.88%, which exhibits utilizing this modelling method for a faster estimation may have
to tolerate certain accuracy degradation. Nevertheless, considering the other previously
published works, whose maximum errors are ndsmadry huge, even reaching 100% or

mo r e ( malr kOefafdthia situationin Table 3), our proposed modeling methods

are actually providing much more favorable accuracy.

To verify our coupling capacitance modelinge appliedthe Monte-Carlo methodin
the CMOS 65 nm technologyVe tested 5000 sampleseach of which includes two
metal blocls with random size and displacemeniX and Y directions froneach other.
The test results are shown Trable 4. And the error occurrence histogram is shown in
Figure 30, where AEO stands f orthe average errovaut u e .
method is only 1.3% with standard deviation of 2%. Moreover, the error is less than

3% for mae than90.7®% of the entire test cases.

Table4 1 Statistical results from the Monte Carlo verification for
overlapping coupling capacitanoethe CMOS 65 nm technology.

Average Standard Maximum
Error Deviation Error

1.13% 1.32% 8.53%
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Figure3071 Histogram of error occurrences in the Mofarlo verification for
coupling capacitance in the CMOS 65 nm technology.

6.2.3Lateral Capacitance

As mentioned inSection3.3.3 to calculate lateral capacitance, the same template
equations used for the computation of coupling capacitance can be emplogetivé ff
width was used as a technologiependent parameter to tune the equations. The
expressions of effective width as well as error estimatiesgiaredfor the lateral
capacitance component in different CMOS technology can be fouhdhle5. All the
expressionsvereobtained by using the cunfiting technique as discussed for the other
capacitance types. After applying the derived parameters to the proposed equeagions,

compare the calculated lateral capacitance againsegteacted results.
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The scenarios to test latecapacitancenodeling are very similar to whaavebeen
defined to verify the nowverlapping coupling capacitance modeling. But instead of
using one Meta? block, both metal blocks were drawn on Metalyer. Figure 31
shows two lateral capacitance test cajeso Metall blocks feature different sizes,
distance (i.e., displacement tihe X direction), and displacement the Y direction. In
test case (a), two blocks have no tisement inthe Y direction, but they may have
different distance In test case (b), two blocks have displacement in both X and Y
directions. Thus, two blocks may have overlap in their confronting sidewalls. The amount
of displacement in Y direction carh@&nge the facing sidewalls whereas the distance
changes the space between two facing sidewalls. These two parameters have significant
effects on lateral fringe capacitance.

Table571 Lateral capacitance effective width] expressions and corresponding

error estimation$R-squaredl for different technologiesdk is the displacement in
the corresponding direction)

Technology We R-squared
CMOS180 i 0.14 1
CMOS 90 nm -0.0895Qx + 0.44 0.98
CMOS 65 nm -0.06981Q1x+0.3309 0.96
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Figure311 Two examples of lateral capacitance test case (top view).

In thet est , the size of the blocks varied
di stance between two blocks varied from 0.
no extracted capacitance for distance more thams3. T h ewe redtrioted ¢he range
of horizant a | di stance within 3 em. The displ ac:
the full size of the block. In this wahundreds of different test casasuld be generated
to verify the model. Extracted capacitance by using commercial twalscompared d

the proposednodel and the results apeesented ifTable6.

Referencd15] only uses overlap capacitance; howewderenceg11] is not able to
provide a solution for latal capacitanceOur SegmeREMCF method provides more

accurate results with less than 3% average error and maximum error is less than 10%.



Table61 Comparison of lateral capacitancel Alimbers represent error
percentage(NA means not applicable, aihF means not feasible)

Technology CMOS 180 | CMOS 90| CMOS
nm nm 65 nm
Average 3.69 47.78 46.96
Small| Std Dev 9.11 28.32 27.89
Kurokawa Max 26.03 71.43 71.79
[15] Average 16.92 47.92 46.85
Big Std Dev 12.46 28.31 27.73
Max 26.03 71.47 71.45
Average NF NF NF
Small| Std Dev NF NF NF
Bansal Max NF NF NF
[11] Average NF NF NF
Big Std Dev NF NF NF
Max NF NF NF
Average 0.27 2.47 2.75
Small| Std Dev 1.05 2.5 2.66
Segment Max 6.03 8.43 8.58
EMCF Average 0.8 3.3 2.7
Big Std Dev 1.25 3 2.89
Max 5.76 9.72 9.49

6.2.4Analysis of Computation Time

To compare the computation time of different methedspicked the main equation
of each method and included it in an iterative loop for running 100,000,000 times. The
experimental results are reportedTliable 7. The program was implemented@++ and
executed on a 6Mit server with 48GB memory, siore IntelXeon CPU @ 2.67GHz,

andRed Hat Enterprise Linux Server release mférating system.
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Unified-EMCF and SegmefEMCF have the same nature as they both have a
logarithmic function. Thereforaye used similar equation for them and their computation
time isidentical. As shown iTable7, by replacing the logarithmic function with a linear
one, the computation time of Linear EMCF is at least three times faster than Unified
EMCF or SegmeREMCEF, only 1.45 seconds for 100 million ruii$ie computation time
of the other methods (e.g. ,oveBE3htmedlanger Saku

than that of UnifieeEMCF or SegmerEMCF.

As a comparison with commercial toolse also executed Calibre PEX and Diva
commands under Linux sh. Note that these executable commands may include some
hidden tasks besides parasitic capacitance extraction since their sourcsacooe be
accessedEach of these tools run only once and the computation time was measured on
the same server. It tooB9 seconds for Calibre PEX to extract parasgapacitance,

whereas it toold seconds for Diva to report parasitic capacitance for a layout.

Table7 1 Computation time comparison

Method Computation Time (Sec.)
Unified-EMCF 5.313
SegmentEMCF 5.313
Linear EMCF 1.451

Bansal[11] 6.97
Sakurai[75] 9.381
Elmasry[74] 10.243
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Obviously, to include Calibre PER2] or Diva[71] in a g loop of optimization is
no doubt impractical. However, the modeling methods proposed in this dissertation fit

very well in the situation above.

Besides that, to gain a general time complexity comparigeralso summarize the
applied arithmetic operaterappearing in different methods Trable 8. The proposed
method, especially its linear derivative Lind&lvICF, is the simplest in expression and
easy to use in the loops of optimization. To the bestusfknowledge,this propose
linear model is computationally cheapest among the previously published works and
commercial tools that are able to handle fringe capacitance. Considexinig7 and
Table8 as well as the accuracy cparison in the previous stdections, the users can
determine the best method for them to use with a balanced consideration between

accuracy and efficiency.
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Table81 Complexity compagon among the methods that are able to handle fringe
capacitancedstands for the distance).

e — 3| E Eo 3
8| E& |ol= £ S
Methods Operator Q cS S| G =S S
4 52 | 3| ° g7 S
a n | - - [
Substrate X
Unified-EMCF Coupling X
Lateral X
Substrate | x
Linear-EMCF Coupling X
Lateral X
Bansal[11] Substrate x X
Coupling X | %
Elmasry [74] Substrate X
Sakurai [75] Substrate % (0.22)
Substrate x (0.02*d) X
Comm. Tooll Coupling x (1.42) X
Lateral x (0.9) X
Substrate x (2)
Comm. Tool2 Coupling x (2)
Lateral x (5)

6.2.5CaseStudy

To evaluateour modeling in practiceywe also made a case study a simple but
complde layoutin CMOS 90 nm technology and compared the resflthe proposed
analytic modeling against extracted values obtained fromn aindustrystrength
commercial tool, Calibre PE}2]. Figure 32 shows thelayout in thiscase studywhich

includes3 nets and 2 dummbplocks All the nets consist ofhree metal layers (i.e.
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Metall, Metat2 and Metal3) andtwo dummy blocks have been dravam Metall

layer. The case study is considered as an exammepoftion of a layout.

First of all, substrate capacitance for each net amdiping capacitance between each
pair of nets and dummy blocks were extradbgdCalibre PEX By using our proposed
capacitancemodeling, the capacitance of each net and couploapacitance between
each pair of nets and dummy bloakere calculate@s well.As the tiles can be located in
different layers, to calculate the coupling capacitance the geometric situation of each
individual fringe capacitance component is investigaded based on that the proper
equation and model is usetiable 9 shows the comparison tie extracted resutand
our calculatiors. For each netthe substratecapacitance derived froraur proposed
methodwascompared againshe extractedoneswith error calculated in reference tize
extracted value. For each pair of nefsthe couplinglateral capacitance exists, the
couplinglateral capacitance comparison betweeur proposed approach anthe

extracted valuevas conducted

As a matter offact, in each case the final obtained couglatgral capacitance
consists of many overlap and fringe capacitance components calculated individually
based on their geometrical situatioridie equivalent apacitancewas calculatedby
summarzing all those componentsAs listed inTable 9, the reported errarof our
proposed analytic modelinfpr the substrate and coupling/lateral capacitanite this
case studyare in the range oft7% with reference to the extracteésults from the

industry mainstream extraction tool Calibre PEX
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105



Table9i1 Comparison of substrate and coupllateralcapacitancén the case study

Substrate

CouplingLateralCapacitance

: 1 2 3 4 5
Capacitanc
netl net2 net3 DL DR
Extracted | 1.38285E15 3.44820E16 | 1.01701E16 | 1.65085E16
netl| Calculated 1.47093E15 3.66525E16 | 9.67812E17 EZpC:cUilglnncge 1.61053E16
Error -6.37% -6.29% 4.84% 2.44%
Extracted | 1.30351E15 | 3.44820E16 2.70103E16 | 1.18184E16 | 3.79546E17
net2 | Calculated 1.31899E15 | 3.66525E16 2.84851E16 | 1.09949E16 | 3.58022E17
Error -1.19% -6.29% -5.46% 6.97% 5.67%
Extracted | 9.85878E16 | 1.01701E16 | 2.70103E16 6.51117E17 | 8.78580E17
net3| Calculated 9.52202E16 | 9.67812E17 | 2.84851E16 6.51177E17 | 9.36660E17
Error 3.42% 4.84% -5.46% -0.01% -6.61%
Extracted | 1.28675E15 | 1.18184E16 | 6.51117E17 _
DL | Calculated| 1.26561E15 ggp‘:;c‘:g'nncge 1.09949E16 | 6.51177E17 Qgpcg’cui{’;;”cge
Error 1.64% 6.97% -0.01%
Extracted | 7.42629E16 | 1.65085E16 | 3.79546E17 | 8.78580E17 _
DR | Calculated 7.44290E16 | 1.61053E16 | 3.58022E17 | 9.36660EL7 ggpcaoclfg'n”cge
Error -0.22% 2.44% 5.67% -6.61%
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6.2.6Extension to More Advanced Technologies

As an extensiorthe proposednodeling nethodologywas further appliedo CMOS
45 nm technology.We conducted experiments on substrate, cogpliand lateral
capacitance. It was found thatir proposed modeling methodology is very applicable to
this advanced technology node. By using the ctitting technique, the proper value of
x/t for substrate capacitance in t@MOS 45 nm technologyas found to be 3. If
applying it to a big set of test cases, the average error percentage is 1.35% with standard
deviation of 2%, and the maximum error percentage is 9.56%. Considerixij thkies
in the other three technologies reportedTable 5, the trend of increasing/t for a
smallernode technology still holds. However, thé value change between 65 nm and
45 nm technologies is not as significant as that between 90 nm and 65 nm technologies.
This is because other technojogrofile parameters, such as dielectric coefficients and
ratio between layeto-substrate distance and layer thickness, may also influence the
value ofx/t besides the value of lay#r-substrate distance. lour experiments, itvas
found that the dieledt coefficients of the 45 nm technology are quite different from
those in thel80 nm 90 nm, or 65 nm technologied/e expect this phenomenon to be
continuing in the advanced technologies. Nevertheless, this will not make any negative
impact onour propo®d modeling methodology adt just reflects the technology nature
and keeps unchanged for any geometry once being first characterized for a specific

technology.
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Similarly, we used the curwitting technique to characterize the overlapping
coupling capaitance for the 45 nm technology and obtained the following technelogy
dependent parameter:

WO T PpUL QO [ & O YW (41)
If applying it to a big set of test cases, the average error percentage is 1.81% with

standard deviation of 1.45%, and the maximum error percentage is 4.71%.

6.3 Experimental Result of Density-Uniformity -Aware Analog L ayout Retargeting

In this sectionthe proposed approach densityuniformity-aware analog layout
retargeting withparasiticcapacitance consideration is testedl verified In the firstsub
section, the importance of ugithe proposed scheme in companwith the traditional
dummy fill insertion method is shown by running a set of simple test scenarios. Then the
proposed method is tested in practice for a few test layouts and the verification and
simulation resuk are presented for different CMOS technologies. The result shows that
the developed scheme can improve density uniformity of an analog layout up to 80%
towards the ideal layout with less degradation due to less number of inserted dummy

features.

6.3.1Experimental Cmparison of Various Density Control Schemes

Our proposed method has two major advantages inpeoison with the previous
works. First of all, for compact layouts where there is no enough room for dummy fill to

be inserted among interconnects without viaatdesign rules, the interconnect widening

108



operation can effectively improve layout density uniformity by slightly widening the
interconnects. The area shift operation can also beneficially rearrange the functional
geometries to reduce the density vaoatthroughout the layout. Secondly, dummy fill
among functional geometries in the layout would incur more parasitacitapcethan

the interconnect widening or area shift operation, which may affect the circuit

performance.

One set of simple experimeritave been conducted in order to lead us to seriously
think about such difference. As shownkigure 33, the increase in parasitiaterally
coupling capacitance and parasitic substrate capacitance between taldl Miets is
investigatedafter adding dummy fill and widening interconnect sizegure 33(a) is the
reference (includingtwoMetdl bl ocks with the size of 2&m
each other) to define a defaldterally-coupling capacitance between two metal tiles and
sum of substrate capacitances. Without loss of generality, wegssime the density
constraint is to add 25% of the existing area in between two metal tiles. This can be
achieved by several different ways as depicteéigure 33(b), (c) and (d). InFigure

33(b) and (c), both are implemented by using dummy fill to increase feature coverage.

Figure 33(b) includes one dummy fill as a narrow tile in the middle, whiigure
33(c) adds one thicker square in the center but with less overlap from the two
surrounding parallel interconnect tiles. Figure 33(d), the added area is obtained by
widening two facing metal tilesyhich effectively causes a small amount of distance

decrease between the two inner edges.
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(a) (b)

I
[

(©) (d)

Figure331 Different test cases to investigate the a@Bexf dummy fill insertion and
interconnect widening on the laterattpupling capacitance. (a) The reference test ca
(b) dummy schemel test case, (c) dummy scheme 2 test case, (d) interconnect wi

test case.

The amounts of increase laterally-coupling capacitance and substrate capacitance
in the three different cases dfigure 33(b)-(d) are recorded for three different

technologies as listed Fable10.

One can clearly observe thair proposed interconnect widening scheme can offer at
least 24%- 47% lesslaterally-coupling capacitance and 3% 12% less substrate
capacitance compared the dummy fill insertion scheme in th80 nm 90 nm, and 65

nm CMOS technologieAs for our proposed area shift scheme, if it is possible to shift
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any geometries from excedsnsity regions to shortagkensity regios, the size of such
geometries should be kept intact while the intermediate distance can be the same or
increased, which leads to no worry of parasitic capacitance chatepsior reduction of
thelaterally-coupling capacitance.

Tablel107 Laterally-Coupling Capacitance (top) and substrate capacitance (botton

increase comparison for test casef&igtire33 (b)-(d) in reference to the original test
case ofigure33(a)

Coupling/Lateral Capacitance Comparison

Test case / | Dummy scheme I Dummy scheme 2 | Interconnect widening
Technology (Figure33(b)) (Figure33(c)) (Figure33(d))

180 nm 99% 162% 75%

90 nm 129% 189% 88%

65 nm 121% 193% 74%

Substrate Capacitance Comparison

Test case / | Dummy scheme I Dummy scheme 2 | Interconnect widening
Technology (Figure33(b)) (Figure33(c)) (Figure33(d))

180 nm 35% 27% 15%

90 nm 20% 16% 13%

65 nm 23% 18% 15%

6.3.2DensityUniformity-Aware Analog Layout Retargetingerification

We havedevelopedur densityuniformity-aware analog layout retgeting platform
in C++. To verify the performance of our proposed method, we used three analog
circuits in our experiments: a twgiage operationamplifier (Opamp), a folde€ascode
Opamp, and a-bit flash analogo-digital converter (ADC). The -bit ADC uses 32
modules of analog comparator along wilip-flops anddigital priority encoders. In our

experimers, the analog core of the-tiit ADC was tested. All of the circuits were

111



retargeted for technology and specification updgitgure 34 shows the schematics of
two Opamps and-bit ADC analog comparator circsitinder test.Figure 35 showsthe
Opampsoriginal layous, which were well designed in the 0.2&6m CMOS technology.
Figure36 also shows the analog part of th&ib ADC layout which includes 32 modules
of comparators.To demonstrate thefficacy of our proposed LP and graghased
optimization method as explained @hapters4 and 5 we also implemented other
approaches that were published in the literature.tR@comparison purposeye also
studied different combination among area shift, twaenect widening, and dummy fill

insertion operations.

An original layout is loaded in the retargeting platform along witfe original
technology design rule constraints, target technology parameters and new transistor sizes
(based on the design speddiors). Then after generating resized layout by running
retargeting process, the layout densityanalyzedoy usingthe fixed dissection method.
In the next stagehe LP formulation explained iSection4.4.2 suggests the gimum
solution to improve density uniformity based on the selected appro&gice the
optimization algorithms to controlayer density by dummy fill insertion vgr we
implemented 3 different optimization schemaxluding linear programmind48],
Monte-Carlo [51] and iterative Monté&Carlo [52], each of which suggestunique
optimum solution to fill resized layout by dumniil blocks We implementedour
proposé methodology with different combination options that the uses can choose
area shift operationinterconnect widening operation, treir combination along with

dummy fill insertion.
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Figure341 Two-stage Opamp schematic (top) and foldescode€Opamp
schematic (middle), andiit ADC analog comparator (bottom)
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Figure351 Two-stage Opamp original layout (top) and fold=ascode Opamp origina
layout (bottom)
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