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that the triangle 6abc lies outside d2 and inside d1, where c is the intersection point 

of s'b and ya. Let m be a point on ab very near to b, and let ern be an arc of a circle 

whose center is at the far right-hand side such that any line tangential to the circle 

at the arc ern will intersect ray cs and the arc ern cuts the acute angle between the 

line segments s' c and yc (this ensures that ern will be 'convex' facing s', q', x, Pi and 

'concave' facing y). We now arrange a site on points x, y, s', and q', respectively. We 

alsoarrange n sites (R = {r1, r 2 , ... , rn}) evenly on the arc ern such that the maximum 

distance from ri E R tor is Symmetrically, we arrange n sites (P = {p1, p2 , ... , Pn}) 

near p in the same manner as those near r. The value of 6 is determined as follows: 

let E = iss'!, B= IPrl- max{IPiYI I 1 i n}, re= IPrl + IPYI- 2lpq'l, and then, 

we set 6 = min { E, B, re}. We need to guarantee that 6 is positive so that the above 

arrangement is significant. We show how this is achieved in the following lemma: 

Lemma 5.4 For (3 E [ tV2v'3 + 45 ), 6 > 0. 

Proof Since tV2v'3 + 45 < + 9, is strictly included in Thus, E = 

iss'!> 0. 

Now we prove that B > 0. Consider the triangle 6ypq. Since Lxpy=Lxqy < 7r /3, 

we have IPYI < IPql. Thus, IPYI < IPrl. It follows from the arrangement that Lp1piy > 

7r /2, i = 2, ... , n. So IPiYI < IP1YI < IPYI· Hence, IPiYI < IPri, i = 1, ... , n. It follows 

that B > 0. 

Finally, we prove that re > 0. Refer to Figure 5.4. Let o/ = Lxq'y. In triangles 
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Figure 5.4: For the proof of Lemma 5.4. 

6pry and 6pq' y, by the law of sines we have 

I pr I I PY I 
sin ( 1r - () - ( () - a)) sin () ' 

(5.1) 

I pq' I I PY I 
sin ( 1r - a' - a) sin a' · 

(5.2) 

Then, by (5.1) we have 



I I sin(2e- a) I I 2[il3 I I pr= . py= py. 
sm f) J2J3 + 9 

By (5.2), we have 

21 pq' I 2sin(a' +a) I I 
• I py 

sma 
cosa' . 

(2cosa + 2-.-sma) I py I 
s1n a' 

( 2 cos a + 2 ( -. -
1
-) 2 - 1 * sin a) I py I 

sma' 

(2cosa + 2J(/3) 2 -1 *sin a) I py I 

( 2[il3 (J2v'3+45)2 3 ) I I < +2 -1* PY 
J2v'3 + 9 6 J2v'3 + 9 

( 
2fil3 +2J

2../3+9 * 3 
) I PY I 

J2v'3 + 9 36 J2v'3 + 9 

( 
2fil3 + 1) I PY I 

J2v'3 + 9 

I pr I+ I PY I· 

Thus, ::e=l pr I + I py I -2 I pq' I> 0. Therefore, t5 is positive. 
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D 

By the above arrangement, we obtain a point setS= {q', x,pn,Pn-l, ... ,p1, r 1 , r2, 

... , rn, y, s'}, which can be used to prove the new lower bound. Before we prove this 

in the next section, we will summarize some properties of the set S in the following 
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lemma. 

Lemma 5.5 LetS= {q',x,pn,Pn-l,···,Pl,rl,rz, ... ,rn,Y,S1
} be the point set de­

scribed above. Then, 

(i) the line segments s'ri (i = 1, ... , n) and yri (i = 1, ... , n- 1} do not cross each 

other in their interiors, and neither do the line segments q' Pi ( i = 1, ... , n) and XPi 

(i = 1, ... , n- 1}. 

(ii) 

(iii) 

(iv) 

(v) 

I pq' I> I P1q' I> I pzq' I> ···>I Pnq' I · 

I PiY 1<1 Piri I, i = 1, ... , n. 

I Plri 1>1 Pnrn I, I PiY 1~1 PnY I, i = 1, ... , n. 

Proof (i). Since the arc em is 'convex' with respect to s' and 'concave' with respect 

toy, the line segments s'ri (i = 1, ... , n) and yri (i = 1, ... , n- 1) do not cross each 
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other in their interiors. Symmetrically, q'pi and xpi also do not cross. 

(ii). Since all the sites of R lie on arc Crii which is almost a straight line and 

Lriys' > 1rj2, we have Ls'r1r > 1rj2, and Ls'riri-I > 1rj2, i = 2, ... ,n. Thus, Irs' I> 

I r1 s' I> I r2s' I> · · · >I r ns' I· Symmetrically, the other inequalities also hold. 

(iii). Because the maximum distance from Pi top and from ri tor is 6/2, we have 

I pr 1<1 Piri I +6. From (ii), we know that I ris' 1<1 rs' I· Since I rs' 1=1 rs I -E = 

I pr I -E, we have 

I riB' I < I pr I -E 

< I Piri I +6 - E 

< I Piri I (since E 2: 26). 

(iv). Since I pr I - I PiY 12: B, we have 

I PiY I < I pr I -B 

< I Piri I +6- B 

< I Piri I (since B2: 26). 
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(v). In triangle l:::.,plpnrn, Lp1pnrn is obtuse. Then, I P1rn 1>1 Pnrn I· In triangle 

a regular trapezoid and LPiPnrn is obtuse, we have I Piri 1>1 Pnrn I· Therefore, 

I p1ri 1>1 Pnrn I· Similarly, in triangle l:::.,piPi+IY, i = 1, ... ,n- 1, LPiPi+IY is obtuse. 

Then, I PiY 1>1 Pi+1Y I, i = 1, ... , n- 1. Hence, I PiY 1>1 PnY I· 0 

5.3 The proof of the lower bound 

LetS= {q',x,pn,Pn-1,···,P1,r1,r2,···,rn,Y,S1
} be the point set constructed in the 

previous section. In this section, we prove a new lower bound by showing that, for 

{3 E [ ~v'3, iV2v'3 + 45 ), the line segment xy belongs to the {3-skeleton of S, but 

does not belong to MWT(S). 

All the triangulations of S can be divided into two groups related to xy: if a 

triangulation contains edge xy, then it belongs to the first group; otherwise, it belongs 

to the second group. Let Txy denote the MWT over the first group and T denote the 

MWT over the second group. The relationship between Txy and T can be stated as 

follows: 

Lemma 5.6 Txy and T differ only in the edges in the interior of the simple polygon 

Proof The convex hull of S includes sites q', x,p1, r1, y, s'. Thus, edges q'x, xp1,p1r1, 



153 

r 1y, ys', s'q' belong to any triangulations of S. Lemma 5.5 (i) implies that no edge 

with endpoints in S intersects the interior of the edges xp2, xp3, ... , xpn, yr2, yr3, ... , 

triangulations of S. Therefore, the difference between Txy and Tis the internal edges 

D 

• q' Exy s' q' E' 

Figure 5.5: An illustration for the edge sets Exy (left) and E' (right). 

For an edge set F, let w(F) denote the sum of the lengths of all the edges in F. 

Let Exy be a subset of Txy, which consists of all the edges of Txy in the interior of the 

polygon L. Then we have the following property: 

Lemma 5.7 w(Exy) > n(l Pnrn I+ I PnY 1)- I P1r1 I+ I xy I+ I xs' 1-

Proof In quadrilateral xys'q', since xs' = yq', xs' or yq' belongs to Exy· Without 

loss of generality, we can suppose that xs' E Exy (refer to Figure 5.5(1eft)). Let 

E~Y = (Exy- {xy, xs'}) U {p1r 1}. Since E~Y- {p1r 1} consists of the 2n- 1 diagonals 

in the triangulation of the polygon p1 .. ·PnXYr n ... r 1 , there are 2n edges in E~Y. Since 

there are at most n edges with endpoint y, we can group these 2n edges in E~Y into 

n pairs of edges such that for each pair of edges, there exists at most one edge with 
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endpoint y. Thus, the n pairs of edges can be classified into two sets, denoted by 

cl = {(PuY, Pvrw) I 1 ::; u, v, w ::; n }, and c2 = {(purw, Pvrx) I 1 ::; u, v, w, X ::; n }. 

Consider each edge PuY· We have I PuY 12::1 PnY I by Lemma 5.5(v). Consider each 

edge Purw. If u < w, then LPuPwrw is obtuse. Thus, I Purw I> I Pwrw I· Furthermore, 

we have I Purw 1>1 PwY I by Lemma 5.5(iv). Since PwPnrnrw is a regular trapezoid and 

LPwPnrn is obtuse, we have I Pwrw 1>1 Pnrn I· Thus I Purw 1>1 Pnrn I· If u > w, we 

can prove that I Purw I> I PuY I and I Purw I> I Pnrn I by using the similar argument. If 

u = w, it is obvious that I Purw 12::1 Pnrn 1- Therefore, for each pair (PuY,Pvrw) E cl, 

we have 

where the equality holds if and only if u = v = w = n. For each pair (pur Wl Pvr x) E c2, 

we have 

Since there are n pairs in C1 and C2 , we have 

Hence, 

w(Exy) > n(l Pnrn I + I PnY 1)- I P1r1 I+ I xy I + I xs' I · 

D 
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Lemma 5.8 Suppose (3 E [ ~J3, iV2J3 + 45 ). If n > 2re~38 (I P1r1 I - I xy I 

+ I P1S1 I - I xs' I) then w(Txy) > w(T). 

Proof Let E be a subset ofT, which consists of all the edges ofT in the interior of 

of L(see Figure 5.5(right)). Since xy tf. E', w(E) :::; w(E') by the definition ofT. 

Thus, 

n 

w(E) :S w(E') = 2 L I Piq' I + I P1s' I · 
i=l 

From the structure of S, we know that I Pnrn 1>1 pr I -15 and I PnY 1>1 py I -&. 

Since re=l pr I + I py I -2 I pq' I, we have 

36 36 
I Pnfn I+ I PnY 1>1 pr I+ I PY I -2 = 21 pq' I +re- 2· 

By the definition of 15, we know that re ~ 215. Thus, re- 3; > 0. Let E' = re - 3;. 

Hence, 

I Pnfn I + I PnY I> 2 I pq' I +E', 
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By Lemma 5.7, we have 

w(Exy) > n(l Pnrn I + I PnY I)+ I xy I - I P1r1 I + I xs' I 

> n(2 I pq' I +t')+ I xy I - I P1r1 I + I xs' I 
n 

> 2 L I PiQ
1 I +nt' + I xy I - I P1 r1 I + I xs' I · 

i=l 

Thus, from the condition of the lemma, we have 

w(Exy)- w(E) > nt'+ I xy I- I P1r1 I+ I xs' I- I P1s' I> 0. 

Therefore, w(Txy) > w(T). D 

From the above lemmas, we can prove the main result: 

Theorem 5.1 (3 = i}2-/3 + 45 is a lower bound for the (3-skeleton belonging to 

MWTs. 
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5.4 Concluding remarks 

In [62], Keil conjectured that the ,8-skeleton is a subgraph of the MWT when ,8 = ~J3. 

In [30], Cheng and Xu proved that ,8 = ~V2J3 + 9 is an upper bound on the value 

of ,8 of a ,8-skeleton belonging to MWTs of a planar point set. In this chapter, we 

proved that ,8 = iV2J3 + 45 is a lower bound. Therefore, we have settled Keil's 

conjecture. However, closing the gap between the upper and lower bounds is still an 

open problem. 

In related work, Aichholer et al. [2] discussed light edges. For an edge e joining 

two points of a planar point setS, if lei is shorter than all other edges with endpoints 

in S which intersect e, then e is called light; otherwise, e is called non-light. In 

[30, 62, 100, 111], all the edges which have been identified to always be in the MWTs 

are light edges. Unfortunately, the example presented by Bose et al. [21] showed that 

the graph consisting of all these identified edges is not connected. In order to find 

a connected subgraph of MWTs, it seems that a future study should concentrate on 

nontrivial non-light edge identification. 

From Lemma 5.8, we know that some q'pi and s'ri (1 ::; i ::; n) must be in 

MWT(S). These are non-light edges because their lengths are longer than lxYI· It is 

the author's opinion that the method used in the proofs of this chapter may be useful 

for finding non-light edges that must be in the MWTs of a planar point set. 



Chapter 6 

Conclusions and Future Research 

Tetrahedralizations and triangulations are fundamental problems in computational 

geometry [37, 17, 46, 47, 53, 82]. In this thesis, we have investigated four problems 

regarding tetrahedralizations and triangulations. There are still many issues which 

need to be studied in this research area, such as Steiner triangulations [18, 19, 49], 

robust tetrahedralizations [7, 43, 94], graph drawing of optimal triangulations [69, 70, 

101, 102, 104], and mesh refinement [31, 85, 87, 96]. 

The open questions concerning specific aspects of our research have been given at 

the end of each chapter. We now close this thesis by listing some interesting open 

problems in the area of tetrahedralization [76, 78, 79]. 

Flip graph connectivity 
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In R3 , a strictly convex hexahedron formed from five vertices can be tetrahedral­

ized in two ways: either as a pair of tetrahedra separated by a face, or as three 

tetrahedra surrounding an interior diagonal (see Figure 1.3). If two (three) adjacent 

tetrahedra of the tetrahedralization form a strictly convex hexahedron, then a flip 

replaces the tetrahedra by the other possible tetrahedralization of the hexahedron 

containing three (two) tetrahedra. The flip can be considered to be a face "flip", 

where one interior face is "flipped" for three interior faces or vice versa. 

Let S be a set of points in R 3 • The flip graph of the tetrahedralizations of S is the 

graph whose vertices are all the tetrahedralizations of S and whose edges represent 

flips between them. That is, two vertices ( tetrahedralizations) are connected by an 

edge if they differ by a flip. 

Question [ 48, 60]: Is the flip graph connected for a set of points in the general position 

in R 3 ? 

As usual, the general position means that no three points are collinear and no 

four points are coplanar. It is even unknown if the flip graph of tetrahedralizations 

contains an isolated vertex, i.e., whether there exists a tetrahedralization in which 

no three tetrahedra surround an edge, nor two tetrahedra share a face and form a 

convex hexahedron. 

The following are some partial and related results on this problem. In R2 , the 

flips correspond to convex quadrilateral diagonal switches. Since every triangulation 
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of a set of points can be transformed into the Delaunay triangulation by a sequence of 

edge flips [68], the flip graph of triangulations in R2 is connected. de Loera et al. [40] 

proved that in R2 all triangulations of n points have at least n- 3 flip neighbours and 

in R3 all tetrahedralization of n points in the convex position and with no three points 

collinear have at least n- 4 flip neighbours. The flip operation can be generalized in 

higher dimension. In R6 , Santos [89] constructed a triangulation of 324 points (not 

in general position) which admit no flip operations. In R234
, he also constructed a 

triangulation of 552 points in the convex position but not in the general position, 

which admit no flip operations. Thus, in R6 and R234 there exist point sets (not in 

general position) whose flip graphs of triangulations can have isolated vertices. 

Hamiltonian tetrahedralizations 

Given a tetrahedralization T, the dual graph ofT has a vertex for each tetrahedron 

and an edge for each pair of tetrahedron that share a triangle facet. 

Question [5]: Can every convex polyhedron be tetrahedralized such that the dual graph 

of the tetrahedralization has a Hamiltonian path? 

This is important because a tetrahedralization that has a Hamiltonian path can 

be pipelined by some graphics rendering engines so that it can be displayed quickly. 

In R 2
, the dual graph of a triangulation has a vertex for each triangle and an 

edge for each pair of triangles that share an edge. Arkin et al. [5] proved that every 
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convex polygon can be triangulated such that the dual graph of the triangulation has 

a Hamiltonian path and that this property does not necessarily hold for nonconvex 

polygon. 

Tetrahedralizations of non-strictly convex polyhedra 

A non-strictly convex polyhedron is a convex polyhedron with facets of more than 

three edges. For such polyhedra in some geometric modeling, the non-triangle facets 

may be triangulated in several different ways. We then need to tetrahedralize this 

polyhedron such that all the tetrahedra are compatible with the triangulated surface, 

in the sense that each triangle on the surface is a facet of a tetrahedron. 

Question [16]: How hard is it to decide whether a non-strictly convex polyhedron 

with a triangulated surface can be tetrahedralized without Steiner points? 

The following are some related results. If a polyhedron is strictly convex, it can 

be easily tetrahedralized by the "starring" method [16]: selecting a vertex v of the 

polyhedron, and then form tetrahedra from v and each triangle facet that is not 

adjacent to v. If a polyhedron is not convex, Ruppert and Seidel [88] proved that 

finding a tetrahedralization of a nonconvex polyhedron without Steiner points is NP­

complete; this problem remains NP-complete even for star-shaped polyhedra. 
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Appendix A 

The proof of Theorem 2.4 

Proof Refer to [37, Theorem 9.1] for a proof of necessity. Now we prove the suf­

ficiency. Suppose (V(E), E) is a connected plane graph. After iteratively deleting 

the leaves and their adjacent edges from (V(E), E), we obtain a new graph denoted 

as (V(E'), E'). Note that (V(E'), E') is a connected plane graph without degree 1 

vertices. For (V(E'), E'), let F(E') be the set of bounded faces and bd(E') be the set 

of the boundary edges of the unbounded face. From Euler's formula we know that 

IV ( E') I - IE' I + IF ( E') I = 1. Since each bounded face has at least three edges and 

each edge is shared by two faces, we have that 3IF(E')I + lbd(E')I ::; 2IE'I, where 

equality holds if and only if each bounded face is a triangle. Substituting Euler's 

formula into this inequality, we obtain 
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IE'I::; 3IV(E')I-Ibd(E')I- 3. (A.1) 

In order to maintain connectivity, we recover E from E' by adding edges one at 

a time in the inverse order of the deletion for constructing E' from E. When we add 

an edge in a bounded face, the left side of (A.1) increases by 1 and the right side of 

(A.1) increases by 3. So the inequality (A.1) still holds, where the equality holds if 

and only if each bounded face is an E-empty triangle. When we add an edge in the 

unbounded face, there are two cases that occur. Let ab be the edge need to add and 

b be a new vertex in the current graph, and B be an empty set at the beginning of 

the adding process. From (A.1) we know the following inequality holds before adding 

edges. 

/E'I ::; 3IV(E') I - (lEI + lbd(E') I) - 3. (A.2) 

If b rt V(CH(E)), then the left side of (A.2) increases by 1 and the right side of (A.2) 

increases by 3. If bE V(CH(E)), then put b into B. So the left side of (A.2) increases 

by 1 and the right side of (A.2) increases by 2. Thus, after adding all the edges, the 

inequality (A.2) still holds. Since V(CH(E)) ~ B U V(bd(E')) (refer to Figure A.l), 

we have that /E(CH(E))/ = /V(CH(E))/::; /B/ + /V(bd(E'))/ = /B/ + /bd(E')/, where 

equality holds if and only if E(CH(E)) = bd(E'). Hence, from (A.2) we obtain 
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e 

k 

Figure A.l: V(bd(E')) = {a,b,c,d,e,j,g},B = {j,k,l} and V(CH(E))= {a, j, d, k, 
e, g, l}. 

lEI:::; 3IV(E)I-IV(CH(E))I- 3, (A.3) 

where equality holds if and only if each bounded face is an E-empty triangle and the 

unbounded face is the exterior of CH(E). Therefore, it follows from the condition of 

the theorem that E is a triangulation. D 



Appendix B 

The proof of Lemma 3.3 

Proof Refer to Figure 3.17. We only prove the lemma for m = 3; it can be proven 

in a similar fashion for m > 3. Consider the facet z0z1 v2. v3 , z3 rt tetra(z0z1 v2) since 

v2v3 , z0z3 tj. T. Thus, tetra(z0z1 v2) may contain z2, or v0 , or v1 , or the vertex c which 

does not belong to V(B 2 ). Therefore, we have the following cases: 

1. z2 E tetra(z0z1v2). Then z0z2 E T, which is a diag-1 (see Figure B.1(left)). 

Consider the interior facet z0z2v2. z1 E tetra(z0z2v2), and the other vertex in 

tetra(z0z2v2) may be v0 , or v1 , or the vertex a which does not belong to V(B 2 ). 

(a) vo E tetra(z0z2v2). Then z2v0 , v0v2 E T, which are diag-ls. In total, there 

are at least three diag-ls on B2. 

(b) v1 E tetra(z0z2v2). Then z2v1 E T, which is a diag-1. Considering z0z2v1 , 

180 



181 

at least one diag-I or diag-II is incident on z0 , or z2, or vi. In total, there 

are at least three diag-Is, or two diag-Is and one diag-II on B 2. 

(c) a E tetra(z0z2v2). Then v2a, z2a E T, which are diag-Ils. Considering 

z0vi v2, at least one diag-I or diag-II is incident on z0 , or vi, or v2. In total, 

there are at least two diag-Is and two diag-Ils, or one diag-I and three 

diag-IIs on B2. 

Figure B.1: Case 1 (left) and Case 2 (right) of the proof of Lemma 3.3. 

2. vi E tetra(zoziv2). Then z1vi E T, which is a diag-I (see Figure B.l(right)). 

Consider the interior facet ZIVIV2 • z0 E tetra(ziviv2), and the other vertex in 

tetra(ziviv2) may be z2, or z3 , or v0 , or the vertex b which does not belong to 

at least one diag-I or diag-II is incident on zi, or z2 , or VI· In total, there 

are at least three diag-Is, or two diag-Is and one diag-II on B2. 

(b) z3 E tetra(ziviv2). Then ziz3 E T, which is a diag-I. Considering ziz3vi, 

at least one diag-I or one diag-II is incident on zi, or z3 , or v1 . In total, 
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there are at least three diag-Is, or two diag-Is and one diag-II on B2. 

(c) v0 E tetra(z1v1v2). Then z1v0 , v0v2 E T, which are diag-Is. In total, there 

are at least three diag-Is on B2. 

(d) bE tetra(z1v1v2). Then z1b, v 1b, v2 b E T, which are diag-Ils. In total, there 

are at least one diag-I and three diag-Ils on B2. 

3. v0 E tetra(z0z1v2). Then z1v0 , v0v2 E T, which are diag-Is (see Figure B.2(1eft)). 

Considering the interior facet z1 v0v2 , at least one diag-I or diag-II is incident 

on z1, or v0 , or v2. In total, there are at least three diag-Is, or two diag-Is and 

one diag-II on B2. 

Figure 8.2: Case 3 (left) and Case 4 (right) of the proof of Lemma 3.3. 

4. c E tetra(zoz1 v2) and c (j. V(B2 ). Then z1c, v2c E T, which are diag-Ils (see 

Figure B.2(right)). Consider z1z2v2. 

(a) Z3 E tetra(z1z2v2). Then z 1z3 E T, which is a diag-I. Considering z3v1 v2, 

at least one diag-I or diag-II is incident on z3 , or v1, or v2. In total, there 

are at least two diag-Is and two diag-IIs, or one diag-I and three diag-IIs 

on B 2 . 
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(b) v0 E tetra(z1z2v2). Then z1v0, z2v0, v0v2 E T, which are diag-ls. In total, 

there are at least three diag-Is and two diag-IIs on B 2 • 

(c) v1 E tetra(z1z2v2 ). Then z1v1 , z2v 1 E T, which are diag-ls. In total, there 

are at least two diag-ls and two diag-IIs on B 2 . 

(d) c' E tetra(z1z2v2). Then z1c', z2c', v2c' E T, which are diag-IIs. In total, 

there are at least five diag-IIs on B 2 • 

(e) c E tetra(z1z2v2 ). Then z2c E T, which is a diag-11. Consider z0v1v2 • 

1. z2 or v0 belong to tetra( z0v1 v2). At least one diag-I is incident on z0, 

or v1 , or v2 . In total, there are at least one diag-1 and three diag-IIs 

on B2. 

11. c" E tetra(z0v1v2 ) and c" tf_ V(B 2 ). Then v1c", v2c" E T. In total, 

there are at least five diag-IIs on B 2 • 

111. c E tetra( z0v1 v2 ). Then v1 c E T. Consider the other triangle facets in 

B2 (except zoz1 v2, z1z2v2, z0v1 v2). If there is at least one triangle facet 

whose tetra-vertex is d #- c, then B 2 associates with at least one diag-1 

and four diag-IIs, or five diag-IIs; otherwise, if all the vertices in B 2 

are adjacent to c, then there are four diag-IIs on B 2 with a common 

endpoint c. This completes the proof of Lemma 3.3. 

0 



Appendix C 

The proof of Lemma 3.4 

Proof Refer to Figure 3.18. We only prove the lemma for m = 3; it can be proven 

in a similar fashion for m > 3. Consider the facet pz1z2 . v2 , q tf. tetra(pz1z2 ) since 

pv2 , pq tf. T. Thus, tetra(pz1z2 ) may contain v0 , or v1 , or v3 , or the vertex c which 

does not belong to V(B 3 ). Therefore, we have the following cases: 

1. v0 E tetra(pz1z2). Then z1v0 , z2v0 E T, which are diag-Is (see Figure C.1(1eft)). 

Considering z1z2v2 , at least one diag-I or diag-II is incident on z1 , or z2 , or v2 . 

In total, there are at least three diag-Is, or two diag-Is and one diag-II on B3 . 

2. v1 E tetra(pz1z2 ). Then z2v1 E T, which is a diag-I (see Figure C.1(right)). 

Consider the interior facet pz2v1 . z1 E tetra(pz2v1 ), and the other vertex in 

tetra(pz2v1) may be v0 , or v3 , or the vertex a which does not belong to V(B 3 ). 
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Figure C.1: Case 1 (left) and Case 2 (right) of the proof of Lemma 3.4. 

(a) v0 E tetra(pz2vi)· Then z2v0 E T, which is a diag-I. Considering z2v0vi, at 

least one diag-I or diag-II is incident on z2, or v0 , or VI· In total, there are 

at least three diag-Is, or two diag-Is and one diag-II on B 3 • 

(b) v3 E tetra(pz2vi)· Then viv3 E T, which is a diag-I. Considering z2viv3, at 

least one diag-I or one diag-II is incident on z2, or VI, or v3 . In total, there 

are at least three diag-Is, or two diag-Is and one diag-II on B 3 . 

(c) a E tetra(pz2vi)· Then z2a, viaE T, which are diag-Ils. Considering viv2 q, 

at least one diag-I or one diag-II is incident on vi, or v2, or q. In total, 

there are at least two diag-Is and two diag-IIs, or one diag-I and three 

diag-Ils on B 3 . 

3. v3 E tetra(pz1z2). Then ziv3 E T, which is a diag-I (see Figure C.2(1eft)). 

Consider the interior facet zi v2v3. z2 E tetra(zi v2v3), and the other vertex in 

tetra(ziv2v3) may be v0, or vi, or q, or the vertex b which does not belong to 

V(B3 ). 

(a) Vo E tetra(ziv2v3). Then zivo, v0v2, v0v3 E T, which are diag-Is. In total, 



186 

there are at least four diag-Is on B 3 

(b) VIE tetra(ziv2v3). Then viv3 E T, which is a diag-I. Considering viv2q, at 

least one diag-I or one diag-II is incident on vi, or v2, or q. In total, there 

are at least three diag-Is, or two diag-Is and one diag-II on B 3 . 

(c) q E tetra(ziv2v3). Then ziq E T, which is a diag-I. Considering ZIVIQ, at 

least one diag-I or one diag-II is incident on ZI, or VI, or q. In total, there 

are at least three diag-Is, or two diag-Is and one diag-II on B 3 • 

(d) b E tetra(ziv2v3 ). Then zib, v2 b E T, which are diag-Ils. Considering 

viv2q, at least one diag-1 or one diag-II is incident on vi, or v2, or q. In 

total, there are at least two diag-Is and two diag-IIs, or one diag-I and 

three diag-Ils on B 3 . 

Figure C.2: Case 3 (left) and Case 4 (right) of the proof of Lemma 3.4. 

4. c E tetra(pz1z2) and c (j. V(B3). Then z1c, z2c E T, which are diag-Ils (see 

Figure C.2(right)). Consider ziz2v2. 

(a) vo E tetra(ziz2v2). Then ZIVo, z2v0, v0v2 E T, which are diag-Is. In total, 

there are three diag-Is and two diag-Ils on B 3 • 
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(b) v1 E tetra(z1z2v2). Then z2v1 E T, which is a diag-I. Considering v1v2 q, at 

least one diag-I or one diag-II is incident on v1, or v2, or q. In total, there 

are at least two diag-Is and two diag-IIs, or one diag-I and three diag-Ils 

on B3. 

(c) v 3 E tetra(z1z2v2). Then z1v3 E T, which is a diag-I. Considering v 1v2 q, at 

least one diag-I or one diag-II is incident on v1, or v2, or q. In total, there 

are at least two diag-Is and two diag-Ils, or one diag-I and three diag-Ils 

on B3. 

(d) q E tetra(z1z2v2). Then z1q, z2q E T, which are diag-Is. In total, there are 

at least two diag-Is and two diag-Ils on B 3 . 

(e) c' E tetra(z1z2v2). Then z1c', z2c', v2c' E T, which are diag-Ils. In total, 

there are at least five diag-Ils on B 3 • 

(f) c E tetra(z1z2v2). Then z2c E T, which is a diag-II. Consider z1 v1 v2. 

1. q or v0 belongs to tetra(z1v1v2). At least one diag-I is incident on z1, 

or v1, or v2. In total, there are at least one diag-I and three diag-Ils 

on B 3 • 

n. c" E tetra(z1v1v2) and c" tj_ V(B3 ). Then z1c", v1c", v2c" E T. In total, 

there are at least six diag-IIs on B 3 . 

111. c E tetra(z1v1v2). Then v1c E T. Consider the other triangle facets in 

B3 (except pz1z2, z1z2v2, z1v1v2). If there is at least one triangle facet 

whose tetra-vertex is d =!= c, then B 3 associates with at least one diag-I 



188 

and four diag-IIs, or five diag-IIs; otherwise, if all the vertices in B 3 

are adjacent to c, then there are four diag-IIs on B 3 with a common 

endpoint c. This completes the proof of Lemma 3.4. 

0 



Appendix D 

The proof of Lemma 3.5 

Proof Refer to Figure 3.19. We only prove the lemma for m = 3; it can be proven 

in a similar fashion for m > 3. Consider the facet pziz2 . v3 , q rt tetra(pziz2) since 

pv3 , pq rt T. Thus, tetra(pziz2) may contain z3 , or v0 , or VI, or v2, or the vertex c 

which does not belong to V(B4). Therefore, we have the following cases: 

1. z3 E tetra(pziz2). Then ziz3 E T, which is a diag-I (see Figure D.l(left)). 

Consider the interior facet pziz3 . z2 E tetra(pziz3 ), and the other vertex in 

tetra(pziz3 ) may be v0 , or VI, or v2, or the vertex a which does not belong to 

(a) v0 E tetra(pziz3 ). Then ZIVo, z3v0 E T, which are diag-Is. In total, there 

are at least three diag-Is on B 4 • 
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(b) VI E tetra(pziz3 ). Then zivi, z3vi E T, which are diag-Is. In total, there 

are at least three diag-Is on B 4• 

(c) v2 E tetra(pziz3). Then z3v2 E T, which is a diag-I. Considering pviv2 , at 

least one diag-1 or one diag-11 is incident on p, or vi or v2 . In total, there 

are at least three diag-Is, or two diag-Is and one diag-11 on B 4 • 

(d) a E tetra(pziz3 ). Then zia E T, which is a diag-II. Consider pziv2 • 

1. v0 E tetra(pziv2). Then zivo, v0v2 E T, which are diag-ls. In total, 

there are at least three diag-Is and one diag-11 on B 4 • 

11. viE tetra(pziv2). Then ZIVI E T, which is a diag-I. In total, there are 

at least two diag-Is and one diag-11 on B 4 • 

111. a' E tetra(pziv2 ) and a' tj. V(B4 ). Then zia', v2a' E T. In total, there 

are at least one diag-1 and three diag-lls on B 4. 

IV. a E tetra(pziv2 ). Then v2a E T. Consideringpviv2 , at least one diag-1 

or one diag-11 is incident on p, or VI, or v2 • In total, there are at least 

two diag-Is and two diag-lls, or one diag-1 and three diag-lls on B 4 • 

Figure D.l: Case 1 (left) and Case 2 (right) of the proof of Lemma 3.5. 
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2. v0 E tetra(pziz2 ). Then ZIVo, z2v0 E T, which are diag-Is (see Figure D.l(right)). 

Considering pz2v0, at least one diag-I or diag-11 is incident on p, or z2 , or v0. In 

total, there are at least three diag-Is, or two diag-Is and one diag-11 on B 4 . 

3. vi E tetra(pziz2). Then ZIVI, z2vi E T, which are diag-Is. Considering pz2vi, 

at least one diag-I or diag-11 is incident on p, or z2 , or VI· In total, there are at 

least three diag-Is, or two diag-Is and one diag-11 on B 4• 

4. v2 E tetra(pziz2). Then z2v2 E T, which is a diag-I (see Figure D.2(1eft)). 

Consider the interior facet pz2v2 • zi E tetra(pz2v2 ), and the other vertex in 

tetra(pz2v2 ) may be z3 , or v0 , or vi, or the vertex b which does not belong to 

(a) Z3 E tetra(pz2v2 ). Then z3v2 E T, which is a diag-1. Considering pz3v2 , at 

least one diag-I or diag-11 is incident on p, or z3 , or v2 . In total, there are 

at least three diag-Is, or two diag-Is and one diag-11 on B 4 . 

(b) v0 E tetra(pz2v2 ). Then z2v0 , v2v0 E T, which are diag-Is. In total, there 

are at least three diag-Is on B 4• 

(c) vi E tetra(pz2v2 ). Then z2vi E T, which is a diag-1. Considering pz2vi, at 

least one diag-I or one diag-II is incident on p, or z2 , or vi. In total, there 

are at least three diag-Is, or two diag-Is and one diag-11 on B 4 . 

(d) bE tetra(pz2v2 ). Then z2b, v2b E T, which are diag-lls. Considering pviv2, 

at least one diag-I or one diag-11 is incident on vi, or v2 , or p. In total, 
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there are at least two diag-Is and two diag-IIs, or one diag-I and three 

diag-Ils on B 4 . 

Figure D.2: Case 3 (left) and Case 4 (right) of the proof of Lemma 3.5. 

5. c E tetra(pziz2) and c (j. V(B4 ). Then zic, z2c E T, which are diag-IIs (see 

Figure D. 2 (right)). Consider pzi v2. z3 cannot be the tetra-vertex of pzi v2 

(otherwise, z3 E tetra(pzi z2), which contradicts c E tetra(pzi z2)). 

(a) v0 E tetra(pziv2). Then ziv0 ,v0v2 E T, which are diag-Is. In total, there 

are two diag-Is and two diag-Ils on B 4 • 

(b) viE tetra(pziv2). Then ZIVI E T, which is a diag-I. Considering ZIVIV2, at 

least one diag-I or one diag-II is incident on zi, or VI, or v2. In total, there 

are at least two diag-Is and two diag-IIs, or one diag-I and three diag-Ils 

on B4. 

(c) c' E tetra(pziv2). Then zic', v2c' E T, which are diag-II. Considering pviv2 , 

at least one diag-I or one diag-II is incident on vi, or v2, or p. In total, 

there are at least one diag-I and four diag-IIs, or five diag-IIs on B 4 . 

(d) c E tetra(pziv2). Then v2c E T, which is a diag-II. Consider pviv2 . 
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i. v0 E tetra(pv1v2 ). Then v0v2 E T, which is a diag-I. In total, there are 

at least one diag-I and three diag-IIs on B 4• 

n. v3 E tetra(pv1 v2). Then v1 v3 E T, which is a diag-I. In total, there are 

at least one diag-I and three diag-IIs on B 4• 

m. c" E tetra(pv1v2 ) and c" tf. V(B4 ). Then v1c", v2c" E T. In total, there 

are at least five diag-IIs on B 4 . 

IV. c E tetra(pv1v2). Then v1c E T. Consider the other triangle facets in 

B 4 (except pz1 z2 , pz1 v2 , pv1 v2 ). If there is at least one triangle facet 

whose tetra-vertex is d # c, then B 4 associates with at least one diag-I 

and four diag-IIs, or five diag-IIs; otherwise, if all the vertices in B 4 

are adjacent to c, then there are four diag-IIs on B 4 with a common 

endpoint c. This completes the proof of Lemma 3.5. 
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