








ESCORT TUG HYDRODYNAMICS: 
ANALYSIS OF FLOW AROUND SHIPS 

AT LARGE YAW ANGLES 

by 

©William David Molyneux B. Sc., M.A. Sc. 

A thesis submitted to the 
School of Graduate Studies 
in partial fulfilment of the 

requirements for the degree of 
Doctor of Philosophy 

Ocean and Naval Architectural Engineering 
Faculty of Engineering and Applied Science 

Memorial University of Newfoundland 

November 2006 



1+1 Library and 
Archives Canada 

Bibliotheque et 
Archives Canada 

Published Heritage 
Branch 

Direction du 
Patrimoine de !'edition 

395 Wellington Street 
Ottawa ON K1A ON4 
Canada 

395, rue Wellington 
Ottawa ON K1A ON4 
Canada 

NOTICE: 
The author has granted a non
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 

The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission. 

In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis. 

While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis. . ...... 

Canada 

AVIS: 

Your file Votre reference 
ISBN: 978-0-494-31325-1 
Our file Notre reference 
ISBN: 978-0-494-31325-1 

L'auteur a accorde une licence non exclusive 
permettant a Ia Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par !'Internet, preter, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats. 

L'auteur conserve Ia propriete du droit d'auteur 
et des droits meraux qui protege cette these. 
Ni Ia these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 

Conformement a Ia loi canadienne 
sur Ia protection de Ia vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these. 

Bien que ces formulaires 
aient inclus dans Ia pagination, 
il n'y aura aucun contenu manquant. 



ABSTRACT 

The ship hydrodynamics literature contains little information on a hull at a yaw 

angle greater than that commonly encountered in ship manoeuvring. New ship 

types, such as escort tugs with very low aspect ratio fin keels, will benefit from 

an analysis of the hydrodynamics that occurs at yaw angles between 20 and 45 

degrees. Computational Fluid Dynamics (CFD) is an important technique that 

could be used for this analysis, but the accuracy of predicted forces and flow 

patterns at high yaw angles was unknown prior to this research. 

A new data set of three-dimensional flow vectors in planes around an escort tug 

model was obtained using Particle Image Velocimetry (PIV). These data were 

used to validate the flow vectors predicted by a commercial CFD code. As part 

of the validation study, a method for numerically analyzing the difference 

between measured and predicted flow vectors was developed. The method was 

used to evaluate CFD predictions of flow patterns around a conventional hull (at 

10 and 35 degrees yaw) against published experimental results. 

The type of computational mesh was found to affect the accuracy of the forces 

predicted for a hull with a yaw angle, but different hull types needed different 

meshing approaches. The forces at 10 degrees yaw for a typical high-speed 

merchant ship were predicted to within 5% of experimental results using an 



unstructured tetrahedral mesh, whereas a structured hexahedral mesh gave force 

predictions accurate to within 15%. For the escort tug model, which was a wider 

and shallower hull shape, the situation was reversed, and the structured mesh 

gave force predictions accurate to within 5% of the experimental data up to 40 

degrees yaw. There was no noticeable difference in the predicted flow patterns 

between meshing approaches for the tug model. Mean flow vector magnitudes 

were within 10% of measured values. 

As a result of this research PIV has been developed into a practical technique for 

measurements around a hull with a yaw angle and CFD has been shown to give 

insights into the flow around an escort tug and its appendages, within a specified 

level of accuracy. 

11 



Table of Contents 

Abstract 

List of Tables 

List of Figures 

Acknowledgements 

Chapter 1, Introduction 

Chapter 2, Evaluation of CFD Meshes for a Hull With a Yaw 
Angle Based on Series 60 Cs=0.6 Hull Form 

2.1 Introduction 
2.2 Description of Series 60 C8 =0.6 Model Experiments 

2.2.1 Pi tot Tube Data for Yaw Angle of 10 Degrees 
2.2.2 LDV Data for Yaw Angle of 35 Degrees 

2.3 Meshing Strategies for Hulls With Yaw 
2.3.1 Previous CFD Solutions for Flow Around Series 

60 CB=0.6 Hull 
2.3.2 Mesh Development 

a) Tetrahedral mesh for Series 60 C8 =0.6 
b) Hexahedral mesh for Series 60 C8 =0.6 

2.3.3 CFD Solutions Obtained Using Fluent 
2.3.4 Discussion of Observed Flow Patterns 

2.4 Development of a Numerical Evaluation Method for 
Comparing Flow Patterns from CFD Predictions with 
Experiments 
2.4.1 Preliminary Processing 
2.4.2 Grid for Comparison of Data 
2.4.3 Interpolate CFD and Experiment Results on 

Common Grid 
2.5 Analysis of CFD Predictions Using Tetrahedral and 

Hexahedral Meshes for Series 60 Hull with Yaw Angles 
of 10 and 35 Degrees 
2.5 .1 Yaw Angle 10 Degrees 
2.5.2 Yaw Angle 35 Degrees 
2.5 .3 Improvements to CFD Mesh 

iii 

1 

Vll 

IX 

XV 

1 

9 

9 

13 
20 

25 
26 
27 
31 
34 
45 

47 
48 
48 

49 

56 
64 
69 



2.6 Conclusions 

Chapter 3, Description of the Stereoscopic Particle Image 
Velocimetry System Used by Memorial University of 
Newfoundland 

3.1 Introduction 
3.2 System Components 

3.2.1 Laser and Light Sheet Optics 
3.2.2 Charged Couple Device and Borescopes 
3.2.3 Optimum Arrangement of CCD Cameras and 

Light Sheet 
3.2.4 Calibration 
3.2.5 Data Collection and Image Processing 
3.2.6 Effect of Seeding on Accuracy of PIV 

Measurements 
3.3 Previous Approaches to Estimating Uncertainty in 

Stereoscopic PIV Experiments 
3.4 Uncertainty Estimates for Memorial University's PIV 

System 
3.5 Seeding Delivery System 

3.5.1 Prototype Seeding Delivery System 
3.5.2 Seeding Particles 
3.5.3 Experiments with Prototype Seeding Delivery 

System 
3.5.4 Seeding Rake Design Improvements 
3.5.5 Analysis of Wake Behind Seeding Rake 

3.6 Conclusions 

Chapter 4, Particle Image Velocimetry Measurements of Flow 
Around an Escort Tug Model With a Yaw Angle of 45 
Degrees 

4.1 Introduction 
4.2 Description of Ship Model 
4.3 Program of Experiments 

4.3.1 Test Conditions 
4.3.2 Installation ofPIV System in lOT's Ice Tank 
4.3.3 PIV System Calibration, Operation and 
Maintenance 
4.3.4 Seeding 

4.4 Single PIV Measurement Window 
4.4.1 Analysis of Experiments 

IV 

70 

73 

73 

76 
77 

78 
79 
82 

88 

89 

93 
100 
101 
104 

105 
109 
111 
121 

123 

123 
126 

127 
128 

134 
137 

142 



4.4.2 Discussion of Results 
a) Tug Without Fin, Upstream Side, Close to 
Waterline 
b) Tug Without fin, Upstream Side, Under Hull 
c) Tug Without Fin, Downstream Side, Close to 
Waterline 
d) Tug Without fin, Downstream Side, Under Hull 
e) Tug With Fin, Downstream Side, Close to 
Waterline 
f) Tug With Fin, Downstream Side, Under Hull 

v 

144 

145 
146 

148 
150 

151 
153 



4.5 Overlapped PIV Windows 
4.5.1 Data Analysis 
4.5.2 Discussion of Results 

a) Upstream Side, Without Fin 
b) Downstream Side, Without Fin 
c) Downstream Side, With Fin 
d) Fairing of Multi-windowed PIV Data 

4.6 Unsteady Flow 
4.7 Recommendations for Further Work 
4.8 Conclusions 

Chapter 5, Comparison of CFD Predictions and Experimental 
Data for an Escort Tug With Yaw Angle 

5.1 Introduction 
5.2 Model Experiments to Measure Hydrodynamic Forces 
5.3 CFD Predictions of Hydrodynamic Forces 

5.3.1 Domain Dimensions 
5.3.2 Tetrahedral Mesh 
5.3.3 Hexahedral Mesh 
5.3.4 CFD Solver 

5.4 Comparison of CFD Predictions with Experiment Data 
for Force Coefficients at Yaw Angles 
5.4.1 Hull Only 
5.4.2 Hull & Fin 

5.5 CFD Predictions of Flow Patterns at 45 Degrees Yaw 
5.5.1 Upstream Side, Without Fin 
5.5.2 Downstream Side, Without Fin 
5.5.3 Downstream Side, With Fin 

5.6 Comparison of Flow Patterns From CFD Simulations 
With Results of PIV Experiments 
5.6.1 Upstream Side Without Fin 
5.6.2 Downstream Side, Without Fin 
5.6.3 Downstream Side, With Fin 

5.7 Numerical Analysis of Flow Patterns Predicted by CFD 
Against Measured PIV Data 
5.7.1 Upstream Side Without Fin, Tetrahedral Mesh 
5.7.2 Upstream Side Without Fin, Hexahedral Mesh 
5.7.3 Downstream Side Without Fin, Tetrahedral Mesh 
5. 7.4 Downstream Side Without Fin, Hexahedral Mesh 
5.7.5 Downstream Side, With Fin, Tetrahedral Mesh 
5.7.6 Downstream Side, With Fin Hexahedral Mesh 

vi 

155 

160 
162 
162 
165 
167 
178 
179 

181 

181 
184 

188 
190 
192 
195 

197 
199 
203 
206 
207 
208 

209 
210 
212 
212 

215 
217 
218 
219 
220 
221 
222 



5.8 Discussion of Results 
5.8.1 Through Plane Velocity Components 223 
5.8.2 In-plane Velocity Components 224 

5.9 Recommendations for Further Study 228 
5.10 Conclusions 229 

Chapter 6 Discussion on the Application of CFD to Hulls With 
Large Yaw Angles 231 

6.1 Introduction 231 
6.2 Hull Form Design 234 
6.3 Appendage Design 244 
6.4 Unsteady Flow 247 
6.5 Free Surface Waves 254 

6.5.1 Predicted Forces 255 
6.5.2 Predicted Flow Patterns 256 

6.6 Conclusions 266 

Chapter 7 Conclusions 268 

7.1 Research Objectives 268 
7.2 Methods for Assessing the Accuracy of CFD 

Predictions of Flow Velocities Against Experiment 
Data 271 

7.3 Application of PIV Methodology to Towing Tanks 273 
7.4 PIV Experiments on an Escort Tug Model 276 
7.5 Estimated Accuracy of CFD Predictions for Hulls With 

Yaw Angle 279 
7.6 Application of CFD to the Design of Escort Tugs 283 

References 286 

Appendix 1 289 
Mesh Sensitivity Study, Series 60 

Appendix 2 292 
Particle Image Velocimetry Measurements for Flow Around an 
Escort Tug Model, Test Log 

Appendix 3 301 
Mesh Sensitivity Study, Escort Tug (No Fin) 

vii 



List of Tables 

Table Page 

2-1 Principal Dimensions for Series 60, CB=0.6 hull form 12 
2-2 Summary of geometry, tetrahedral mesh 28 
2-3 Summary of geometry, tetrahedral mesh 32 
2-4 Parameters for K-ffi turbulence model 35 
2-5 Summary of observed flow patterns for experiments and CFD 

predictions 45 
2-6 Example of numerical values used for error analysis 55 
2-7 Summary of Forces from CFD predictions and model 

experiments, yaw angle 10 degrees 58 
2-8 Comparison data for tetrahedral and hexahedral meshes, 

Series 60 CB=0.6 at 10 degrees of yaw 63 
2-9 Summary of Forces from CFD predictions, yaw angle 35 degrees 64 
2-10 Comparison data for tetrahedral and hexahedral meshes, Series 

60 CB=0.6 at 35 degrees of yaw 68 

3-1 Imager Intense Camera System Specification 77 
3-2 Fit to mapping functions 97 
3-3 Final image size, corrected image 97 
3-4 95% Confidence Intervals for calculated speeds, based on 

uncertainty in mapping function 98 
3-5 Seeding particle specifications 105 
3-6 Summary of experiments carried out in steady flow 106 
3-7 Summary of PIV flow measurements, prototype seeding system 107 
3-8 Results of experiments to check carriage speed Ill 
3-9 Results from experiments at nominal speed of 0.5 mfs 115 
3-10 Results from experiments at nominal speed of 1.0 m/s 116 

4-1 Summary of model particulars 126 
4-2 Yaw angles and speeds tested 127 
4-3 Summary of measurement plane locations 128 
4-4 Summary of mapping function fit to known grid points 135 

5-1 Summary of principle particulars for escort tug 183 
5-2 Summary of overall domain dimensions 189 
5-3 Summary of mesh dimensions 190 
5-4 Parameters for K-ffi turbulence model 196 

V111 



List of Tables (continued) 
Table Page 

5-5 Comparison of CFD predictions of hydrodynamic forces, 
tug with no fin 198 

5-6 Comparison of CFD predictions of hydrodynamic forces, tug 
with fin 201 

5-7 Comparison of pressure and viscous forces acting on tug and fin 
(hexahedral mesh) 203 

5-8 Renamed axis system between CFD simulations and PIV 
experiments 209 

5-9 Shift of origin in PIV measurements 210 
5-10 Upstream side, without fin, tetrahedral mesh, 

summary of error in CFD prediction 217 
5-11 Upstream side, without fin, hexahedral mesh, 

summary of error in CFD prediction 218 
5-12 Downstream side, without fin, tetrahedral mesh, 

summary of error in CFD prediction 219 
5-13 Downstream side, without fin, hexahedral mesh, 

summary of error in CFD prediction 220 
5-14 Downstream side, with fin, tetrahedral mesh, 

summary of error in CFD prediction 221 
5-15 Downstream side, with fin, hexahedral mesh, 

summary of error in CFD prediction 222 
5-16 Non-dimensional values of Erroru 223 
5-17 Non-dimensional mean, Error2v 224 
5-18 Non-dimensional standard deviation, Error2v 224 
5-19 Fraction of data set where Error2v was within 10% of free stream 

speed 224 
5-20 Comparison between Series 60 and escort tug, tetrahedral mesh 227 
5-21 Comparison between Series 60 and escort tug, hexahedral mesh 227 

6-1 Summary of differences between CFD predictions and 
experiments for hulls with yaw angle 233 

6-2 Hull forms used in yaw angle study 235 
6-3 Predicted side force coefficients for four hull forms 236 
6-4 Comparison of force components from CFD simulations for 

Wigley hull, with and without free surface 255 
6-5 Comparison of CFD predictions for Wigley hull, with and 

without free surface, yaw angle 10 degrees 261 
6-6 Comparison of CFD predictions for Wigley hull, with and 

without free surface, yaw angle 40 degrees, full grid 263 
6-7 Comparison of CFD predictions for Wigley hull, with and 

without free surface, yaw angle 40 degrees, reduced grid 263 

ix 



List of Figures 

Figure Page 

2-1 Series 60, CB=0.6, Body plan for hull 12 
2-2 Measurement grid for Series 60, CB=0.6 at 10 degrees yaw 15 
2-3 Results of pitot tube survey for flow around Series 60, CB=0.6, 

section at 20%L 17 
2-4 Results of pitot tube survey for flow around Series 60, CB=0.6, 

section at 60%L 18 
2-5 Results of pitot tube survey for flow around Series 60, CB=0.6, 

section at 90%L 19 
2-6 Measurement planes for Series 60, CB=0.6 at 35 degrees of yaw 22 
2-7 Flow vectors measured at 50%L, 35 degrees of yaw 23 
2-8 Flow vectors measured at 90%L, 35 degrees of yaw 23 
2-9 Overview of tetrahedral mesh 29 
2-10 Tetrahedral mesh at three representative sections 30 
2-11 Overview of hexahedral mesh 32 
2-12 Hexahedral mesh at three representative sections 33 
2-13 Tetrahedral mesh, Yaw angle 10 degrees, CFD predictions of 

flow patterns at 20% L 36 
2-14 Tetrahedral mesh, Yaw angle 10 degrees, CFD predictions of 

flow patterns at 60% L 37 
2-15 Tetrahedral mesh, Yaw angle 10 degrees, CFD predictions of 

flow patterns at 90% L 38 
2-16 Hexahedral mesh, Yaw angle 10 degrees, CFD predictions of 

flow patterns at 20% L 39 
2-17 Hexahedral mesh, Yaw angle 10 degrees, CFD predictions of 

flow patterns at 60% L 40 
2-18 Hexahedral mesh, Yaw angle 10 degrees, CFD predictions of 

flow patterns at 90% L 41 
2-19 Tetrahedral mesh, Yaw angle 35 degrees, CFD predictions of 

flow patterns at 50% L 43 
2-20 Tetrahedral mesh, Yaw angle 35 degrees, CFD predictions of 

flow patterns at 90% L 43 
2-21 Hexahedral mesh, Yaw angle 35 degrees, CFD predictions of 

flow patterns at 50% L 44 
2-22 Hexahedral mesh, Yaw angle 35 degrees, CFD predictions of 

flow patterns at 90% L 44 
2-23 Comparison of CFD grid points with comparison grid 49 
2-24 Comparison of in-plane vectors on common grid 50 
2-25 Error vectors for in-plane flow, coloured by two-dimensional 

error magnitude 51 
2-26 Histogram of error in u velocity component 53 
2-27 Spatial distribution of error in through-plane velocity 53 

X 



Figure 

2-28 
2-29 
2-30 
2-31 
2-32 
2-33 
2-34 
2-35 
2-36 
2-37 
2-38 

3-1 

3-2 
3-3 

3-4 

3-5 
3-6 
3-7a) 

3-7b) 

3-8 
3-9 

3-10 

3-11 
3-12 
3-13 
3-14 

3-15 

3-16 

3-17 

List of Figures (continued) 

Histogram of error for in-plane velocity (Error2ct) 
Error map, section at 20%L, tetrahedral mesh 
Error map, section at 20%L, hexahedral mesh 
Error map, section at 60%L, tetrahedral mesh 
Error map, section at 60%L, hexahedral mesh 
Error map, section at 90%L, tetrahedral mesh 
Error map, section at 90%L, hexahedral mesh 
Section at 50%L, Tetrahedral mesh, in-plane error 
Section at 50%L, Hexahedral mesh, in-plane error 
Section at 90%L, Tetrahedral mesh, in-plane error 
Section at 90%L, Hexahedral mesh, in-plane error 

PIV System, view of complete system showing CCD cameras, 
laser head, computer, laser controller and borescopes 
PIV system fitted to towing carriage 
Image from Camera 1 showing points used m calculating 
mapping function 
Image from Camera 2 showing points used m calculating 
mapping function 
Corrected image, showing extrapolation over full image 
Concept sketch for seeding delivery systems 
Measurement area for end discharge rake and velocity 
components 
Measurement area for side discharge rake and velocity 
components 
Prototype seeding rakes 
Seeding particles from side discharge rake at 0.75 m/s, showing 
periodic waves of particles 
Seeding particles from end discharge rake at 0.75 m/s, showing 
periodic clouds of particles 
Five-fingered vertical seeding rake 
Three-fingered vertical seeding rake 
Three-fingered horizontal seeding rake 
Orientation of seeding rake and laser sheet, and velocity 
components 
Calculated mean flow patterns for 0.5 m!s, rake at 720 mm 
ahead of laser 
Calculated mean flow patterns for 0.5 mls, rake at 1400 mm 
ahead of laser 
Calculated mean flow patterns for 0.5 m!s, rake at 3600 mm 
ahead of laser 

Xl 

Page 

54 
60 
60 
61 
61 
62 
62 
66 
66 
67 
67 

75 
95 

96 

96 
97 

102 

103 

103 
104 

108 

108 
110 
110 
110 

112 

117 

117 

118 



List of Figures (continued) 
Figure Page 

3-18 Calculated mean flow patterns for 0.5 rn/s, no seeding rake 119 
3-19 Particle distribution behind the seeding rake, 0.5 rn/s 120 

4-1 Body plan for tug model, used in PIV experiments 125 
4-2 Profile view of tug, with fin and propulsion cage 125 
4-3 Location of measurement plane, upstream side of hull 130 
4-4 Location of measurement plane, downstream side of hull 130 
4-5 PIV system attached to towing carriage in lOT Ice Tank 133 
4-6 Escort tug model and PIV system attached to towing carriage in 

lOT Ice Tank 134 
4-7 Calibration plate location for in-situ calibration of measurement 

space 135 
4-8 Typical locations of seeding rake during experiments 139 
4-9 Particle images with tug model, flow speed 0.5 rn/s 141 
4-10 Mean in-plane flow vectors, upstream side of hull without fin, 

bilge to waterline, flow speed 0.5 rn/s 146 
4-11 Mean in-plane flow vectors, upstream side of hull without fin, 

under hull, flow speed 0.5 rn/s 148 
4-12 Mean in-plane flow vectors, downstream side of hull without fin, 

bilge to waterline, flow speed 0.5 rn/s 149 
4-13 Mean in-plane flow vectors, downstream side of hull without fin, 

under hull, flow speed 0.5 rn/s 151 
4-14 Mean in-plane flow vectors, downstream side of hull with fin, 

bilge to waterline, flow speed 0.5 rn/s 152 
4-15 Mean in-plane flow vectors, downstream side of hull with fin, 

under hull, flow speed 0.5 rn/s 153 
4-16 Mean in-plane flow vectors, downstream side of hull, with fin, 

under hull, flow speed 0.5 rn/s 154 
4-17 Example of overlapped windows, mean vectors for in-plane flow 157 
4-18 Contours of velocity component, from overlapped windows 158 
4-19 Comparison of in-plane vectors from combined experiment data 

with interpolated vectors, downstream side without fin, flow 
speed=0.5 rn/s 160 

4-20 Faired vectors, upstream side of hull, no fin, 0.5 rn/s 161 
4-21 Faired vectors, upstream side of hull, no fin, 1.0 rn/s 161 
4-22 Faired vectors, downstream side, no fin, 0.5 rn/s 163 
4-23 Faired vectors, downstream side, no fin, 0.5 rn/s 163 
4-24 Faired vectors, downstream side, with fin, 0.5 rn/s 164 
4-25 Faired vectors, downstream side, with fin, 1.0 rn/s 164 
4-26 Run 15:01:51, Vector average over 100 frames, with 25 frame 

threshold 167 

xii 



List of Figures (continued) 
Figure Page 

4-27 Run 15:01:51, Consecutive time steps at 1000 J..ts intervals 169 
4-28 Run 15:01:51, Contours ofRMS velocity component 172 
4-29 Contours of RMS for flow component, upstream, 0.5 m/s 175 
4-30 Contours of RMS for flow component, upstream, 1.0 m/s 175 
4-31 Contours of RMS for flow component, downstream, 

no fin, 0.5 m/s 176 
4-32 Contours of RMS for flow component, downstream, 

no fin, 1.0 m/s 176 
4-33 Contours of RMS for flow component, downstream, 

with fin, 0.5 m/s 177 
4-34 Contours of RMS for flow component, downstream, 

with fin, 1.0 m/s 177 

5-1 Model tested on PMM (10 knots) 185 
5-2 Force coefficients for an escort tug hull with different 

appendages for a flow speed of 0.728 m/s 187 
5-3 Scope of mesh (shown for tetrahedral mesh and tug with fin) 189 
5-4 Tetrahedral mesh for escort tug, with fin, waterline view 191 
5-5 Tetrahedral mesh at midship section 191 
5-6 Tetrahedral mesh for escort tug, profile view 192 
5-7 Hexahedral mesh for escort tug, waterline view 193 
5-8 Hexahedral mesh at midship section 194 
5-9 Hexahedral mesh for escort tug, profile view 194 
5-10 Comparison of CFD predictions for force coefficients with 

experiment values, hull only 197 
5-11 Comparison of CFD predictions for force coefficients with 

experiment values, hull and fin 200 
5-12 Planes used for comparing predicted flow patterns with PIV 

measurements 204 
5-13 Upstream side, without fin, flow vectors for tetrahedral mesh 206 
5-14 Upstream side, without fin, flow vectors for hexahedral mesh 206 
5-15 Downstream side, without fin, flow vectors for tetrahedral mesh 207 
5-16 Downstream side, without fin, flow vectors for hexahedral mesh 207 
5-17 Downstream side, with fin, flow vectors for tetrahedral mesh 208 
5-18 Downstream side, with fin, flow vectors for hexahedral mesh 208 
5-19 In-plane vector comparisons, upstream side without fin, 

tetrahedral mesh 211 
5-20 In-plane vector comparisons, upstream side without fin, 

hexahedral mesh 211 
5-21 In-plane vector comparisons, downstream side without fin, 

tetrahedral mesh 213 

Xlll 



List of Figures (continued) 
Figure Page 

5-22 In-plane vector comparisons, downstream side without fin, 
hexahedral mesh 213 

5-23 In-plane vector comparisons, downstream side with fin, 
tetrahedral mesh 214 

5-24 In-plane vector comparisons, downstream side with fin, 
hexahedral mesh 214 

5-25 Upstream side, without fin, tetrahedral mesh, in-plane error, 
magnitude and direction 217 

5-26 Upstream side, without fin, tetrahedral mesh, through plane error 
magnitude 217 

5-27 Upstream side, without fin, hexahedral mesh, in-plane error, 
magnitude and direction 218 

5-28 Upstream side, without fin, hexahedral mesh, through plane error 
magnitude 218 

5-29 Downstream side, without fin, tetrahedral mesh, in-plane error, 
magnitude and direction 219 

5-30 Downstream side, without fin, tetrahedral mesh, through plane 
error magnitude 219 

5-31 Downstream side, without fin, hexahedral mesh, in-plane error, 
magnitude and direction 220 

5-32 Downstream side, without fin, hexahedral mesh, through plane 
error magnitude 220 

5-33 Downstream side, with fin, tetrahedral mesh, in-plane error, 
magnitude and direction 221 

5-34 Downstream side, with fin, tetrahedral mesh, through plane 
error, magnitude and direction 221 

5-35 Downstream side, with fin, hexahedral mesh, in-plane error, 
magnitude and direction 222 

5-36 Downstream side, with fin, hexahedral mesh, through plane error 
magnitude 222 

6-1 Predicted side force coefficient against yaw angle, four hull 
forms 261 

6-2 Predicted non-dimensional velocity magnitude around Wigley 
hull at 20 degrees yaw 240 

6-3 Predicted non-dimensional velocity magnitude around Series 60 
hull at 20 degrees yaw 241 

6-4 Predicted non-dimensional velocity magnitude around escort tug 
(without fin) at 20 degrees yaw 242 

6-5 Predicted non-dimensional velocity magnitude around escort tug 
(with fin) at 20 degrees yaw 243 

xiv 



List of Figures (continued) 
Figure Page 

6-6 Calculated lift and drag coefficient for a low aspect ratio fin 
fitted to an escort tug hull 244 

6-7 Flow around fin, yaw angle 20 degrees 246 
6-8 Flow around fin, yaw angle 35 degrees 246 
6-9 Flow around fin, yaw angle 45 degrees 247 
6-10 Ariel view of oil spill from 'Argo Merchant' 248 
6-11 Two-dimensional flow, based on escort tug waterline, yaw angle 

20 degrees, flow speed=0.728 rnls t=50 seconds 249 
6-12 Two dimensional flow, based on escort tug waterline, yaw angle 

20 degrees, flow speed=0.728 rnls t=60 seconds 250 
6-13 Two dimensional flow, based on escort tug waterline, yaw angle 

20 degrees, flow speed=0.728 rnls t=70 seconds 250 
6-14 Two dimensional flow, based on escort tug waterline, yaw angle 

45 degrees, flow speed=0.728 rnls t=50 seconds 251 
6-15 Two dimensional flow, based on escort tug waterline, yaw angle 

45 degrees, flow speed=0.728 rnls t=54 seconds 252 
6-16 Two dimensional flow, based on escort tug waterline, yaw angle 

45 degrees, flow speed=0.728 rnls t=58 seconds 252 
6-17 Two dimensional flow, based on escort tug waterline, yaw angle 

45 degrees, flow speed=0.728 rnls t=62 seconds 253 
6-18 Two dimensional flow, based on escort tug waterline, yaw angle 

45 degrees, flow speed=0.728 rnls t=66 seconds 253 
6-19 Flow patterns at 50%L with free surface ignored, yaw angle 10 

degrees 257 
6-20 Flow patterns at 50%L with free surface included, yaw angle 10 

degrees 257 
6-21 Flow patterns at 50%L with free surface ignored, yaw angle 40 

degrees 258 
6-22 Flow patterns at 50%L with free surface included, yaw angle 40 

degrees 258 
6-23 Errors in in-plane velocity, yaw angle 10 degrees 260 
6-24 Errors in through-plane velocity, yaw angle 10 degrees 260 
6-25 Errors in in-plane velocity, yaw angle 40 degrees 262 
6-26 Errors in through-plane velocity, yaw angle 40 degrees 262 
6-27 Effect of speed and free surface on side force coefficient at 40 

degree yaw, Wigley hull and escort tug, without fin 264 

XV 



ACKNOWLEDGEMENTS 

The work described in this thesis would not have been possible without the help and 

support of many people, which is gratefully acknowledged: 

Professor Neil Bose, Canada Research Chair in Offshore and Underwater 

Vehicles Design at Memorial University for his continuing support and 

encouragement of my efforts to understand PIV and develop it into a practical 

experiment technique for ocean engineering and naval architecture research. 

Dr. Fabio DiFelice of IN SEAN and Dr. Joseph Longo of the Iowa Institute for 

Hydraulic Research who provided computer files of data from their 

experiments on the Series 60 models, which were compared with the CFD 

predictions. In each case this required a significant effort on their part to 

recover and reformat the original test data, and their willingness to do this is 

gratefully appreciated. 

Mr. Robert Allan, President of Robert Allan Ltd., Vancouver, British 

Columbia, for permission to use the model of the escort tug in the PIV 

experiments and for the use of the experimental data on the force components 

to compare with the CFD simulations. His enthusiasm for the subject of tug 

XVI 



design and encouragement for me to carry out this work is also very much 

appreciated. 

The Canada Foundation for Innovation and the Newfoundland and Labrador 

Department of Innovation, Trade and Rural Development for financial support 

of the purchase of the PIV system. 

Ms. Jie Xu, research laboratory coordinator in the Department of Ocean and 

Naval Architectural Engineering, for her leadership, continuous dedication and 

attention to detail that was necessary for making successful PIV experiments. 

Mr. Jim Gosse, Laboratory Technician in the Fluids Laboratory at Memorial 

University is for all his help during the set-up and carrying out the experiments 

in the OERC Towing Tank at MUN. 

The staff at lOT for preparing the model for testing and assisting with the many 

tasks required during experiments at lOT. 

The management of lOT is thanked for their financial support. 

The author previously published substantial portions of Chapters 2, 3, 4 and 5 as NRC

lOT reports TR-2006-11, TR-2006-12, TR-2006-18 and TR-2006-20 respectively. 

xvii 



I would like to dedicate this publication to my father, William Henry Molyneux, who 

passed away while the research was being carried out. His faith in my ability to be 

educated was always much greater than my own. 

xvm 



CHAPTER! 

INTRODUCTION 

'Classical' ship hydrodynamics generally considers a relatively slender ship, moving in a 

straight line. The ship is propelled by a screw propeller (or propellers), whose thrust acts 

along the centreline of the ship. The ship is kept on a straight course by using small 

adjustments of a foil-like rudder. In this situation, the flow around the hull is symmetrical 

with the slight exception for a single screw ship, where the flow influenced by the 

propeller is biased by its direction of rotation. When a constant rudder angle is applied, 

the ship will develop a steady rate of turn, and the flow will no longer be symmetrical, but 

the degree of asymmetry will depend on the speed of the ship and the rudder angle 

applied. The angle of the hull to the flow during a steady turn will be less than 10 degrees 

for most ships. These conditions can be referred to as 'design conditions' in ship 

hydrodynamics. 

'Off design' cases in ship hydrodynamics can include the case when the required 

propeller thrust is much greater than the hydrodynamic resistance of the hull, propulsion 

systems that are not aligned with the ship's centreline or yaw angles much more than 10 

degrees. Small ships, such as tugs and commuter ferries, are frequently required to 
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operate in what are usually considered to be 'off-design' conditions in classical ship 

hydrodynamics. To improve manoeuvrability, these ships often have propulsion systems 

that can be vectored off the ship's centreline. This can result in the ship's hull being at 

much higher angles of attack to the flow than can be obtained from rudder initiated 

manoeuvres. 

An escort tug is an extreme example of a small ship operating in 'off-design' 

hydrodynamic conditions. In this situation, the tug uses its hull and propulsion system to 

create a hydrodynamic force, which is used to bring a loaded oil tanker under control in 

an emergency. The tug is attached to a towline at the stern of the tanker, and by using 

vectored thrust, it is held at a yaw angle of approximately 45 degrees. The maximum 

practical speed of operation for escort tugs is about 10 knots, resulting in a maximum 

Froude number based on ship length of around 0.30, for a tug approximately 40 rn long. 

Escort tug research to date (Hutchison et al. (1993), Allan et al. (2000), Allan and 

Molyneux, (2004)) has focused on predicting the total force and the limits of safe 

operation for specific combinations of hull and propulsion system using physical model 

experiments. The problem has not been approached from the point of view of trying to 

analyze the hydrodynamics of the situation and its influence on the resulting solution. 

However, to obtain this knowledge will require a more sophisticated approach than has 

been used to date, which must include numerical prediction of the flow patterns around a 

hull and the forces that result. Without this data, it is unlikely that escort tugs can be 

developed to their full potential. 
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Computational Fluid Dynamics (CFD) has been applied to a wide range of ship 

hydrodynamics analysis, including a ship's hull at an angle of attack to the undisturbed 

flow. Reynolds Averaged Navier-Stokes (RANS) solutions for a Series 60 CB=0.6 hull at 

10 degrees of yaw have been carried out (Alessandri and Delhommeau (1996), Cura 

Hochbaum (1996), Campana et al. (1998), Tahara et al. (2002)). The ability ofRANS 

type CFD codes to predict flow patterns and forces at yaw angles outside the range of 

'design' hydrodynamics has not been evaluated. The major advantage of analyzing flow 

conditions with CFD should be the relative simplicity of assessing the effect of changes in 

the flow patterns around the hull and the resulting forces that are generated as a result of 

changes to the ship geometry. Accurate predictions using CFD would remove the need for 

model experiments at each step. However, to prove the practicality of the technique it will 

be necessary to compare forces and flow patterns predicted by CFD with experimental 

measurements for the same ship geometry and flow conditions. 

Commercial CFD codes are now available with all of the features necessary for making 

predictions of the flow patterns around a ship at a large yaw angle. One code that was 

available for this research was Fluent (Fluent Inc., 2005a). This code was a volume of 

fluid approach to solving the Reynolds Averaged Navier-Stokes (RANS) equations of 

fluid motion, which also allowed for the presence of a free surface at the interface 

between two fluids. Computational meshes can be created for Fluent using a variety of 

techniques, but the code that was used for the research described here was Gambit (Fluent 

Inc. 2005b). 
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The type of mesh required for a hull with a large yaw angle has not previously been 

evaluated. Most of the previous application of CFD to ship hydrodynamics has used a 

hexahedral mesh. This type of mesh is defined by elements that have six four-sided faces. 

At the boundary to the hull, one face of the element is fitted exactly to the hull surface. 

An alternative approach, that is sometimes simpler to create, is to use a tetrahedral mesh, 

consisting of elements made of four three-sided faces. This type of mesh is also fitted to 

the hull at the boundary condition. The hexahedral mesh is potentially better at resolving 

drag forces due to viscous shear within the boundary layer than the tetrahedral mesh, but 

the significance of this force component is likely to decrease as the yaw angle of the hull 

increases. Gambit allowed for both meshing approaches. To determine the most 

appropriate meshing strategy, it was necessary to compare predictions for forces and flow 

patterns predicted with CFD against measured data for the same flow conditions. 

Two sets of model data were identified within the literature that presented measured flow 

velocities around a ship's hull. One set was for the Series 60 CB=0.6 hull at a yaw angle 

of 10 degrees (Longo and Stern, 1996, 2002). This data set was very complete, since it 

included measurements at nine sections relative to the hull geometry, but the yaw angle 

was below the range of interest for escort tug operation. Another data set was for the 

same hull form at 35 degrees (DiFelice and Mauro, 1999). This data set was less 

complete than the set for 10 degrees yaw since it only contained two sections, but the yaw 

angle was large enough to be of interest for escort tug operation. 
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CFD predictions of the forces and flow patterns were made for the Series 60 CB=0.6 hull 

at yaw angles of 10 degrees and 35 degrees using the two alternative meshing approaches. 

It was relatively easy to assess the accuracy of the predicted force components against the 

measured data (when it was available) because a single numerical value can be used. It 

was more complex to compare the flow patterns around the hull, since both the CFD 

predictions and the experiment data sets included hundreds or thousands of points 

distributed over relatively large geometric areas. 

The data from the Series 60 hull was used to develop a method of comparing CFD 

predictions of flow patterns at a plane within the fluid with experiment data at the same 

plane. This method enables the analyst to visualize the differences between the CFD 

predictions and experiments and identify the areas with the highest and lowest accuracy. 

It also gave numerical measures to the overall degree of fit between the CFD predictions 

and the measured data, which could also be used in assessing the accuracy of the 

predictions. The CFD predictions for the Series 60 hull, the development of the method 

for comparison of flow patterns and the analysis of the predicted flow patterns against the 

experiment data are described in Chapter 2. 

The main conclusion from Chapter 2 was that there was relatively little difference in the 

accuracy of the predicted flow patterns between the two meshing approaches when the 

hull had a yaw angle. However, the Series 60 hull was designed based on 'classical' 

assumptions of ship hydrodynamics, and was not designed to operate at the yaw angles 

required for escort tugs. The Series 60 hull was long, narrow and relatively deep, with no 
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appendages. Compared to the Series 60, a typical escort tug would be wider, shallower 

and have a large fin or keel, which was a significant feature of the design. Also, the Series 

60 data was incomplete, since force data was only available for the hull at 10 degrees 

yaw. It was necessary to confirm the findings for the Series 60 hull against a hull shape 

more typical of those used in practice for large yaw angle operation. An escort tug model 

was made available for this research, for which force measurements (over a yaw angle 

range for zero to 45 degrees) had been carried out as part of a commercial project, but no 

flow measurements were available. 

Within the time frame of this research, Memorial University purchased a Stereoscopic 

Particle Image V elocimetry (PIV) system, which could be used for making measurements 

of underwater flow patterns. PIV is a fluid flow measurement method that calculates flow 

vectors within a plane illuminated by a laser light sheet. Pairs of digital pictures of small, 

reflective particles are used to analyze the flow, and the results are given as three 

dimensional velocity vectors at grid points within the measurement space. The 

commissioning of this equipment and the preparation needed to ensure that flow around a 

hull with a large yaw angle could be successfully seeded with particles and analyzed was 

a major element of the required research, and so it has been described in detail. The PIV 

system, the analysis methods and the development of the necessary seeding delivery 

system are described in Chapter 3. 

Flow measurements were successfully carried out on the escort tug model for a yaw angle 

of 45 degrees, at two different locations around the hull. The two locations were upstream 
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and downstream planes normal to the undisturbed flow direction, intersecting the model 

at midships. Two different model geometries (with and without the low aspect ratio fin 

typical of many escort tugs) were tested. The results revealed many detailed flow 

patterns, such as the vortex generated by the fin and the separation of the flow at the bilge 

on the upstream side of the hull, which had not been observed before. The results of the 

PIV experiments are described in Chapter 4. 

The CFD predictions for the tug and the comparison of the predicted forces and flow 

patterns against the experiment data are described in Chapter 5. CFD predictions for the 

tug were made using Fluent at the yaw angles for which experiment data on forces and 

flow patterns were available. The tetrahedral and hexahedral meshing strategies were 

used to predict the forces and flow patterns for yaw angles from 10 to 50 degrees. The 

results from the two different meshes were compared against the experimentally 

measured forces (Molyneux, 2003) and the results of the PIV experiments described in 

Chapter 4, using the same methods developed in Chapter 2. Based on the predicted force 

components and the flow patterns around the hull, the CFD solution using the hexahedral 

mesh was found to be superior throughout the range of flow conditions considered for the 

escort tug (with and without the fin fitted). 

Chapter 6 describes the results of some CFD simulations for different hull shapes with a 

yaw angle, and discusses how the shape of the hull affected the resulting forces and flow 

patterns. The four hull shapes used for discussion were the Wigley hull, a simplified 

geometric shape used for validation of numerical ship hydrodynamics (Tahara and Longo, 
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1994 ), the Series 60 hull, and the escort tug hull, with and without the fin. The CFD 

simulations were also used to analyze the flow patterns around the low aspect ratio fin 

typical of many escort tugs. Some discussion on where the CFD simulations may be 

limited is also given in Chapter 6. The limitations discussed were the assumptions of 

steady flow and the absence of consideration of the free surface. The conclusions derived 

from the research are described in Chapter 7. 
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CHAPTER2 

EVALUATION OF CFD MESHING STRATEGIES FOR A 
HULL WITH A YAW ANGLE, BASED ON SERIES 60 
CB=0.6 HULL FORM 

2.1 INTRODUCTION 

Commercial RANS based CFD programs have become an accepted method of making 

predictions of flow patterns, pressures and the forces resulting from water flow around 

a ship's hull. The main advantages of using a commercial code are that the user 

interfaces are flexible and well designed and the codes are validated by a large number 

of users in many fields of fluid dynamics and thermodynamics. The disadvantages are 

that they are very general in their application, and may be more complicated or less 

reliable to use than a custom made code for a very specific application. 

The commercial RANS based CFD program used at Memorial University of 

Newfoundland is Fluent (Fluent Inc., 2005a). Meshes for this program can be created 

in a number of different ways, but Gambit (Fluent Inc., 2005b) is the product supplied 

by the same company for this purpose, and was the program used for this study. 

Within Gambit, there are two distinct approaches for creating a mesh. The simplest 

type of mesh to generate is a tetrahedral mesh, where four points define individual 

cells and four triangular faces define a volume. This type of mesh can be generated 
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very quickly using Gambit, once the basic size of the elements has been specified. The 

disadvantage of this approach is that the user has relatively little control over the size 

of the elements, beyond the definition of faces attached to boundaries within the mesh. 

An alternative approach is to use a hexahedral mesh, where eight points and six faces 

define individual cells. When using Gambit, this type of mesh is much harder to define 

when boundaries of the cells must be fitted to the surface of the ship's hull. It requires 

the complete definition of the hull surface with four sided faces, and the definition of 

construction planes radiating out from the hull surface, which can also be defined by 

elements with four sided faces. The result is that the user has much more control over 

the definition of the mesh, but the time and effort required for this type of definition is 

much higher than that required for the tetrahedral mesh. 

There are several trade-offs to be considered when developing the most appropriate 

mesh for a CFD prediction of the flow around a ship with a yaw angle. These are: 

1) Accuracy of results 

a) Hydrodynamics Forces 

b) Flow patterns (including free surface waves) 

2) Level of operator skill and time required for creating the mesh 

3) Computer power required for solving the problem 

The best meshing strategy for predicting the forces and flow patterns around a hull 

with a yaw angle has not been established. Hexahedral meshes are used frequently for 
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ship hydrodynamic studies at zero or small yaw angles, but tetrahedral meshes may be 

equally effective as the yaw angle increases, and the importance of the viscous terms 

decreases. A major objective of this research was to determine the methods for making 

the most accurate CFD predictions of forces and flow patterns around a hull with a 

yaw angle. 

The most effective way to evaluate the different meshing strategies was to compare the 

results of the CFD predictions against measured data for the same flow conditions. 

Comparing forces predicted by CFD programs against experiment data was relatively 

straight forward, but evaluation of the predicted flow patterns was more complicated. 

Most published research comparing CFD predictions of flow patterns with experiment 

results is done in a subjective way, and does not put numerical values on the 

comparison. A numerical index of the goodness of fit for the flow patterns was an 

important step in determining if one CFD model was better than another, but there was 

not an accepted method of doing this. A method was developed which allowed 

graphical and numerical comparison of CFD predictions against measured data, and in 

turn, enabled the selection of the CFD method that gave the most accurate predictions 

of the flow patterns. 

In reviewing the available cases for measurements of flow around a hull with a yaw 

angle in the literature, two examples were found. Each case was for the Series 60 hull, 

with a block coefficient of 0.6 (Todd, 1963). Data was collected for a yaw angle of 10 

degrees (Longo and Stem, 1996 and 2002) and a yaw angle of 35 degrees (DiFelice 
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and Mauro, 1999). The bodyplan for this ship is shown in Figure 2-1. The hull has 

very fine waterlines in the bow and stem and a midship section with a relatively large 

bilge radius. A summary of the principal particulars is given in Table 2-1. 

wate~ine 

Figure 2-1, Series 60, CB=0.6, Body plan for hull showing 21 
equally spaced sections along waterline length 

Table 2-1, Principal Dimensions for Series 60, CB=0.6 hull form 

Full scale Iowa model INSEAN model 
(Longo & Stem, (Di Felice & 

1996, 2002)) Mauro, 1999) 
Length, BP, m 121.92 3.048 1.219 
Beam,m 16.256 0.406 0.163 
Draft, m 6.502 0.163 0.065 
Wetted area, mL 2526.4 1.579 0.253 
CB 0.6 0.6 0.6 
eM 0.977 0.977 0.977 
Scale 1:40 1:100 
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2.2 DESCRIPTION OF SERIES 60 C8 =0.6 MODEL EXPERIMENTS 

2.2.1 Pitot Tube Data for Yaw Angle of 10 Degrees 

An extensive flow survey around a model of the Series 60, CB=0.6 hull was made 

using five-hole pitot tubes for zero yaw angle (Toda et al., 1992, Longo et al., 1993) 

and with a 10 degree yaw angle (Longo and Stern, 1996, 2002). The experiments were 

carried out to determine the influence of waves created by a surface-piercing hull on its 

wake and boundary layer and to provide detailed measurements of the flow field for 

validating CFD methods. Mean velocity and pressure measurements were made for 

two Froude numbers (0.160 and 0.316) at multiple sections from the bow to the stern, 

and into the near wake at the stern. The two speeds were chosen to give the effects of 

waves on the flow. 

A Cartesian measurement grid was used with the origin at the intersection of the 

forward perpendicular and the static waterline. The x-axis was positive towards the 

stern, they-axis was positive to starboard and the z-axis was positive upwards. 

Velocities in the x, y and z direction were referred to as u, v and w respectively. Results 

were non-dimensionalized using model length (between perpendiculars) L, carriage 

velocity U and fluid density p. Two models were tested, at scales of 1:40 and 1:66.7. 

Data from the experiments was presented as total pressure head and axial (u) velocity 

contours, cross plane (v, w) velocities and pressures and axial vorticity contours. The 

y-z planes were at locations of 0, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 1.0, 1.1 and 1.2L for each 
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of the two Fronde numbers. Wave profiles at the hull surface, contours of wave 

elevation and wave slope were also measured. Pressure measurements with the pitot 

tubes were made at between 200 and 350 locations per section. 

Wave profiles at the hull were measured at more locations than the pressures. Wave 

elevation was measured using an array of wave probes fixed in the tank axis system, 

referred to in the paper as global elevations. Wave elevation close to the model was 

measured from a moving wave probe on the towing carriage, and this was referred to 

as local elevation. For the zero yaw case, the results presented were based on the 

combination of approximately 4000 carriage runs. 

The work at 1 :40 scale was expanded to include steady yaw angles up to 10 degrees 

(Longo & Stern, 1996, 2002). Forces and moments were measured for yaw angles 

from zero to 10 degrees at intervals of 2.5 degrees. Wave profiles at the hull surface 

and wave elevations were measured at yaw angles of zero, 5 and 10 degrees. Detailed 

pressure measurements were made at 10 degrees only. The methods used were 

essentially similar to the ones discussed above, with some minor changes. The biggest 

difference was that the range of the local wave surface measurements had to be 

extended, since the projected beam of the ship was wider, due to the yaw angle. Also, 

measurements were required on both sides of the hull, since the flow was no longer 

symmetric about the centerline. 
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The results of the experiments for the zero yaw and the yawed case are available from 

the web site of the IIHR Hydroscience and Engineering Ship Hydrodynamics Website 

at the University of Iowa (http://www.iihr.uiowa.edu/~shiphydro/efd.htm). For the 

purposes of this research, these data were re-plotted as contours of longitudinal flow 

velocity, u (non-dimensionalized by the free stream speed, U) and vectors of in plane 

flow components (v-w, also non-dimensionalized by the free stream speed, U) for 

selected sections along the hull. 

For evaluation of the CFD predictions, only three of the sections were chosen. These 

were 20%L, 60%L and 90%L aft of the fore perpendicular. The data from Longo and 

Stern for these sections are shown plotted in Figures 2-3 to 2-5. These sections were 

picked because they showed the development of a vortex within the flow, and this 

vortex moved, relative to the centreline of the ship, as the section location was 

changed. It was important for the CFD code to be able to predict the flow patterns at 

different positions along the ship's hull. 
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Figure 2-3, Results of pitot tube survey for flow around Series 60, CB=0.6, section at 20%L 
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18 

0.1 

Vector length for 
free stream velocity 

1 

~ 
~ 

~ - -~ ~ -~ ::: -~ -~ ~ - -/ ~ ::: -/ ~ ::: / ~ 

/ ~ - ::: / / 
,:; 
§< 

,:; 
~ "' "' ~ 

/ / -/ - -/ - -



0 

-0.02 

...J -0.04 'N 

-0.06 

-0.08 

Series 60, Cb=0.6, Fr=0.160 
Pitot tube measurements of flow around hull 
Yaw angle=1 0 degrees 
Contours of through plane wake & vectors of inplane flow 

------------------------------------------------------------
--------------

-0.1 0 
y/L 

Figure 2-5, Results of pitot tube survey for flow around Series 60, C8 =0.6, section at 90%L 
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All these figures are for a Froude number of 0.16. The results for Froude number of 0.316 

showed similar flow patterns. The Froude number of 0.16 was chosen because it was 

within the expected Froude number range for escort tugs, and was a close match to the 

speed used by DiFelice and Mauro (1999) for their experiments, which are discussed 

below. 

2.2.2 LDV Data for Yaw Angle 35 Degrees 

DiFelice & Mauro (1999) measured the flow on the downstream side of a double model 

of a Series 60 CB=0.6 hull at a scale of 1:100 in a large cavitation tunnel using Laser 

Doppler Velocimetry (LDV). In this case, the model hull was symmetrical about the 

design waterline and the free surface effects were ignored. The yaw angle used was 35 

degrees, which is within the expected range of operating yaw angles for an escort tug. 

The Froude number used for these experiments was 0.2, although the free surface was not 

considered. The flow speed for these experiments was 0.692 rnls. 

The LDV used a two-component backscatter method, with estimated velocity resolutions 

within +/-1 %. The flow was seeded with titanium dioxide particles, with a diameter of 1 

J..Lm. Measurements were made at two sections, 0.5L and 0.9L. The data density was 600 

points for the first section and 800 points for the second. The measurements were made in 

the axis system of the tunnel, rather than normal to the centerline of the model. The 

resulting measurement planes were not at a constant location in ship axes, which was the 

convention used by Toda et al. (1992) and Longo and Stern (1996, 2002). They were 
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normal to the direction of the undisturbed flow, rather than normal to the centreline of the 

ship. This was accepted in order to use the mechanized system for locating the 

measurement point within the flow, which was fixed in an axis system with they and z

axes normal to the centerline of the cavitation tunnel. Also, the origin for the system was 

at the aft perpendicular for the model. 

The data from the two yaw angles were obtained in two different axis systems. Each 

system was chosen for valid reasons based on the nature of the experiments and the 

facility in which the experiments were carried out. Longo and Stern chose a ship based 

axis system for measurements in a towing tank. In this system, all measurements were 

made relative to an axis based on ship coordinates. The three orthogonal axes were 

defined relative to the centreline of the ship and undisturbed flow crosses the 

measurement plane at an angle. Di Felice and Mauro chose a measurement axis system 

based on the flow direction, since they did their experiments in a cavitation tunnel with 

the measurement system fixed in a direction normal to the centreline of the tunnel. The 

resulting measurement plane was normal to the undisturbed flow direction. The two axis 

systems are illustrated for the Series 60 hull at 50%L and 90%L for 35 degrees of yaw in 

Figure 2-6. 
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Since the model was symmetrical about the waterline, the results shown in Figures 2-7 

and 2-8 should be symmetrical about the zJL value of zero, and this is the case, within an 

allowance for scatter in the results of the experiments (although it looks as though the 

model may have had a small pitch angle, since the two vortices in Figure 2-7 are not at 

the same zJL location). 

Based on the geometry of the experiment, the maximum beam of the hull at 50%L was at 

a value of y/L approximately -0.34 and the maximum draft was at zJL of +1-0.059. Figure 

2-7 shows the approximate locations of the maximum beam and maximum draft within 

the measurement coordinate system. Note that the origin used in these experiments was at 

the aft perpendicular and fixed in the axis of the cavitation tunnel, rather than the ship. 

Results of the experiments were presented by DiFelice and Mauro (1999) as contours of 

cross flow velocities, vertical and transversal component standard deviation, Reynolds 

stresses, vorticity and vertical and transverse component skewness for the downstream 

side of the hull. The results showed distinct vortices at each plane. Di Felice and Mauro 

state that the advantage of the LDV method was the ability to measure quantities such as 

turbulence intensity and Reynolds stresses, as well as detailed measurements of the flow 

in the cross planes. All these results combined to give information on viscous and 

turbulent aspects of detached flow generated by the yawed hull. 

The data from the experiments was faired by assuming that the lower portion of the 

measurements was a mirror of the upper. The zJL value used for folding the data was not 

24 



the same for each case. For 50%£ the fold was at z!L=0.016, and for 90%£, the fold was 

at z!L=0.008. These values were chosen to make the centre of the observed vortex 

symmetrical about the nominal waterline of the model. Average values for the vectors 

were used, based on the measured values for the upper and lower sections of the hull. 

Measured data points that were inside the model geometry or very close to the surface of 

the hull were removed before the results were compared to the CFD predictions. 

2.3 MESHING STRATEGIES FOR HULLS WITH YAW 

2.3.1 Previous CFD Solutions for Flow Around Series 60 CB=0.6 Hull 

The experiment data for the Series 60 CB=0.6 hull with a yaw angle of 10 degrees were 

compared with numerical predictions for the same conditions by Alessandri and 

Delhommeau (1996), Cura Hochbaum (1996), Campana et al. (1998) and Tahara et al. 

(2002). All of the methods solve the RANS equations for turbulent flow with a free 

surface but each author used a different turbulence model. In each case, the 

computational grid conformed to the body surface and the free surface, using hexahedral 

grid elements. Predictions were made for Froude numbers of zero (no free surface) and 

0.316. All of the authors claim that their method captured the essential features of the 

flow, such as the asymmetric wave field close to the hull, mean flow fields dominated by 

strong cross flow effects and asymmetric vorticity distributions along the hull. However, 

in all cases the agreement was discussed subjectively, without putting any numerical 

values on the level of accuracy. 
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The use of hexahedral elements in the computational grid is widely accepted for CFD 

calculations of flow around ships. One exception to that is the code FE FLO (Yang and 

Lohner, (1998), Lohner et al., (1999)), which only uses a tetrahedral mesh. It was 

discussions with Professors Lohner and Yang during a visit to St. John's in September 

2005 that initiated the consideration of a fully tetrahedral mesh as a suitable solution for a 

ship hull with a yaw angle. 

2.3.2 Mesh Development 

In practical situations, high yaw angles for ships only occur at low Froude numbers, 

where wave making generally has a small effect. At high speeds and high yaw angles, the 

side force components are large relative to the forward force components and act to slow 

down the ship. The large forces also generate large heeling and yawing moments. As a 

result, it may be possible to ignore the free surface for ships with large yaw angles, since 

practical applications will result in a Froude number based on ship length of under 0.2. 

The results of the experiments from Di Felice and Mauro (1999) did not consider a free 

surface. Results of the flow measurements at 10 degrees of yaw were available for two 

Froude numbers (Fr=0.16 and 0.32), but for this study, only the lower one was 

considered. To simplify the mesh developed for this study the free surface was ignored. 

This was primarily because the main objective of this study was to evaluate the 

effectiveness of the different mesh strategies, at low Froude numbers, and so ignoring the 

free surface effects should only have a small effect on the results. 
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Each mesh strategy was subject to a certain amount of trial and error to obtain acceptable 

results, which has not been described here. For the tetrahedral mesh this included 

experimentation with cell size and distances between the inner and outer mesh. For the 

hexahedral mesh it included a sensitivity study (focusing on the thickness of the elements 

close to the hull). The selection of the final dimensions of the meshes used was based on 

a subjective comparison of the forces and flow patterns predicted by the CFD program. 

The results of a mesh sensitivity study (described in Appendix 1) showed that the 

predicted forces in the x andy directions were not significantly affected by the number of 

elements in the mesh. 

a) Tetrahedral Mesh for Series 60 C8 =0.6 

A file describing the hull surface for the Series 60 CB=0.6 had been previously used at 

lOT for construction of a 1 :20 scale model. This file was used as the starting point for 

generating the mesh within GAMBIT. This definition of the hull had the origin at the aft 

perpendicular, and was dimensioned in metres for the full-scale ship. The original hull 

surfaces were trimmed to the static waterline prior to meshing. The surfaces were then 

imported into GAMBIT as virtual surfaces. Small edges were removed and any edges of 

adjoining surfaces that did not match were connected. Also some surfaces defined in the 

original geometry were merged to make the meshing easier. 

The next step was to create the domain boundaries and any additional surfaces required 

for constructing the mesh. For the tetrahedral mesh, three basic volumes were used within 

the overall geometry. The smallest volume was close to the hull and contained the 
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smallest elements. These were elements with a nominal dimension of 0.2 metre within 

the hull surface. Two additional volumes were defined. The outer volume included the 

domain boundaries, and this was meshed with elements with a nominal dimension of 10 

metres at the outer boundary, but reduced in size closer to the hull. A third volume 

between the inner volume and the outer volume was required to provide a transition 

region between the two. The geometry of each region is given in Table 2-2. The total 

number of elements within the mesh was 1,759,560. The mesh was nominally 

symmetrical about the centreline. 

Table 2-2, Summary of geometry, tetrahedral mesh 

Volume Element X, min, X, max, Y,min, Y,max, Z,min, Z,max, 
size, m m m m m m m 

Inner 0.2 -5.0 130.0 -9.0 9.0 -0.498 6.502 
Intermediate Transition -80.0 200.0 -20.0 20.0 -5.498 6.502 
Outer 10 -200.0 200.0 -60.0 60.0 -23.498 6.502 

An overview of the complete mesh is shown in Figure 2-9. Key sections along the hull 

are shown in Figure 2-10, for the region close to the hull. This is the region in which 

measurements were made during the experiments. The mesh shown has been converted 

to the same coordinates used in the experiments at 10 degrees of yaw (Longo and Stern, 

1996). 
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a) 

b) 

c) 

Series 60 with yaw angle 
Tetrahedral mesh 
Section at xll=0.20 

0.02 

Series 60 with yaw angle 
Tetrahedral mesh 
Section at xll=0.60 

Series 60 with yaw angle 
Tetrahedral mesh 
Section at xll=0.90 

y/L 

Figure 2-10, Tetrahedral mesh at three representative sections 
a) 20%L, b) 60%L, c) 90%L 
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b) Hexahedral Mesh for Series 60 C8 =0.6 

The same smface file was used to create the hexahedral mesh as was used for the 

tetrahedral mesh. In this case the additional step of creating new surfaces so that the hull 

could be defined completely in four-sided elements was required. This was done within 

Gambit. 

Again the mesh was divided into two regions. One region was close to the hull surface, 

and one was sufficiently far from the hull surface, that flow conditions were not changing 

significantly. The hull was defined using 16 cells from the centreline to the waterline, and 

this had to be kept constant along the whole length of the hull. This required a much more 

elaborate system of construction planes along the length of the hull, especially close to 

the bow and the stern. 

Once the inner mesh was successfully defined, the cells in the y-z plane were extruded to 

the inlet and outlet boundaries. The mesh was symmetrical about the centreline of the 

ship. 

A summary of the mesh geometry is given in Table 2-3. The total number of elements 

within the mesh was 423,464, which was less than one quarter of the number used for the 

tetrahedral mesh. 
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Series 60, with yaw angle, 
Hexahedral mesh, 
Section at xll=0.20 
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Series 60, with yaw angle, 
Hexahedral mesh, 
Section at xll=0.60 
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Figure 2-12, Hexahedral mesh at three representative sections 
a) 20% L, b) 60% L, c) 90% L 
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2.3.3 CFD Solutions Obtained Using Fluent 

The upstream end and upstream side of the domain were defined as velocity inlets and 

the downstream end and downstream side were defined as pressure outlets. The hull was 

defined as a no-slip wall, and the upper and lower surfaces were defined as walls with 

zero shear force. 

For the yaw angle of 10 degrees, the mesh coordinates were transformed within Fluent. 

The origin was move to the fore perpendicular, and the x direction reversed so that it was 

positive towards the stern, and the y direction was also reversed. All values for the mesh 

were scaled down to represent a model at a scale of 1:40 and a flow speed of 0.875 m/s. 

Planes within the solutions at constant values of x/L (0.2, 0.6 and 0.9) were extracted for 

comparison with the results of the experiments. For the yaw angle of 35 degrees, the 

original coordinate system of the mesh was used, but additional planes were added to 

intersect the hull, on the downstream side at 50%L and 90%L, which were normal to the 

undisturbed flow direction. 

Predictions of the flow were obtained using Fluent. Boundary conditions, turbulence 

models and solution parameters for both the tetrahedral and hexahedral meshes were the 

same. Uniform flow entered the domain through a velocity inlet on the upstream 

boundaries and exited through a pressure outlet on the downstream boundaries. Yaw 

angle was changed by varying the direction of the flow vector at the boundary using a 

cosine component for flow along the centreline and a sine component for flow normal to 

the centreline on the inlet and outlet. 
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The selection of the turbulence model was based on discussions with experienced users 

of Fluent and other CFD codes (Rhee (2005), Tumock (2006)). The turbulence model 

used within Fluent was the standard K -OJ model with shear force corrections, and the 

default parameters given in Table 2-4. This is an empirical turbulence model, based on 

model transport equations for the turbulence kinetic energy ( K) and the specific 

dissipation rate (OJ). Turbulence intensity and turbulent viscosity ratios at the boundaries 

were set at 1% and 1 respectively. The flow was solved for the steady state case. The 

convergence limit was set to 1 o-3 (default values within Fluent) for all parameters. All 

solutions converged within these limits. Flow speeds were non-dimensionalized using the 

free stream flow speed for presentation of the results. 

Table 2-4, Parameters for K-W turbulence model 

* 1.0 a= 
a= 0.52 

ao 0.111 

p: 0.09 

fli 0.072 

Rp 8 

?;* 1.5 

MtO 
0.25 

TKE Prandl number 2 
SDR Prandl number 2 

For the 10 degree yaw case, results of the tetrahedral mesh are shown in Figures 2-13 to 

2-15, and for the hexahedral mesh in Figures 2-16 to 2-18. These predictions are for the 

same flow conditions as the experiments of Longo and Stem (1996, 2002) shown in 

Figures 2-3 to 2-5. 
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Series 60 at 1 0 degrees yaw angle 
Tetrahedral mesh 
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Figure 2-13, Tetrahedral mesh, Yaw angle 10 degrees, CFD predictions of flow patterns at 20% L 
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Figure 2-14, Tetrahedral mesh, Yaw angle 10 degrees, CFD predictions of flow patterns at 60% L 
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Series 60 at 1 0 degrees yaw angle 
Tetrahedral mesh, 
Section at 90% L 
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Figure 2-15, Tetrahedral mesh, Yaw angle 10 degrees, CFD predictions of flow patterns at 90% L 
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Series 60, with yaw angle, 
Hexahedral mesh, 
Section at 2 Oo/o L 
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Figure 2-16, Hexahedral mesh, Yaw angle 10 degrees, CFD predictions of flow patterns at 20% L 
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Series 60, with yaw angle, 
Hexahedral mesh, 
Section at 60% L 
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Figure 2-17, Hexahedral mesh, Yaw angle 10 degrees, CFD predictions of flow patterns at 60% L 
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Series 60, with yaw angle, 
Hexahedral mesh, 
Section at 90o/o L 
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Figure 2-18, Hexahedral mesh, Yaw angle 10 degrees, CFD predictions of flow patterns at 90% L 
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Additional planes were created within the CFD solution for comparing the CFD 

predictions with model experiments at 35 degrees of yaw, based on the measurement 

planes used in the experiments. The velocity components in these planes were given by 

Fluent in the original (ship-based) coordinate axis system. The results of the CFD 

simulations required some manipulation before they were comparable with the 

measurements made in the experiments. For the experiments at 35 degrees yaw, the origin 

was at the aft perpendicular of the model, with x direction positive towards the bow, and 

the flow components were in the negative x and y directions. The flow vectors and 

associated grid points taken from the CFD solution within the measurement planes were 

transformed into an in-plane and through-plane coordinate system using the following 

transformations; 

x1 = (xsCosB+ YsSinB) 

y1 =(-xsSinB+ YsCosB) 

where; 
x1 and y1 are in the flow based coordinates 
Xs and Ys are in the ship based coordinates 
Bis the angle between the flow direction and the ship based coordinates. 

Since the transformation about the vertical axis was purely rotation, the third axis (z in the 

experiment notation) was unchanged. 

The predicted flow patterns in the flow based axis system are shown in Figures 2-19 and 

2-20 for the tetrahedral mesh and Figures 2-21 and 2-22 for the hexahedral mesh. These 

predictions can be compared to the results of the experiments given by Di Felice and 

Mauro (1999), shown in Figures 2-7 and 2-8. 
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Figure 2-21, Hexahedral mesh, Yaw angle 35 degrees, CFD predictions of flow patterns 
at 50% L 

35 degree yaw, 90%L 
Predicted flow patterns in 
flow based measurement plane 

-0.02 

-0.04 

_.-0.06 
'N 

-0.08 

-0.1 

-0.12 

---------~ 

' I ' . 
'' 

-0.25 -0.2 

non-dimensional velocity component, 
free stream speed 

-0.05 0 

Figure 2-22, Hexahedral mesh, Yaw angle 35 degrees, CFD predictions of flow patterns 
at 90% L 

44 



2.3.4 Discussion of Observed Flow Patterns 

The three sections around the hull chosen for comparison between experiment results and 

CFD predictions were at x1L=0.2, 0.6 and 0.9. These represented three distinct regions 

within the flow. These may be broadly categorized as an entry region, in which the flow is 

accelerating around the hull, a midsection region, where the flow is at the maximum 

distortion from the free stream, and a stem region, where the flow is dominated by the 

wake of the hull. 

Based on the results of the experiments some key features of flow patterns around a Series 

60 hull with a yaw angle were observed and it is important that the CFD simulations 

capture these features. These observations are summarized in Table 2-5. 

Table 2-5, Summary of observed flow patterns for experiments and CFD predictions 

Yaw Flow feature Figure, Figure, Figure, 
angle, Experiment Tetrahedral Hexahedral 
de g. mesh mesh 
10 Closed contour of u velocity component 2-3, 2-4, 2- 2-13, 2-14, 2-16,2-17, 

that moves from the centreline towards 5 2-15 2-18 
the downstream side of the hull as flow 
moves further aft along hull 

10 Strong downward flow component on 2-3,2-4 2-13,2-14 2-16,2-17 
upstream side of hull, up to 60%L 

10 Strong upward flow component on 2-4, 2-5 2-14,2-15 2-17,2-18 
downstream side of hull from 60%L to 
stem 

10 Strong circulating flow component on 2-5 2-15 2-18 
down stream side at 90%L 

35 Strong circulating flow on downstream 2-7 2-19 2-21 
side of the hull at 50%L, which was not 
observed at 10 degrees 

35 Strong circulating flow on downstream 2-8 2-20 2-22 
side of hull at 90%L 
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At 10 degrees yaw, both meshes capture the in-plane velocity components well, with the 

exception of the local region close to the vortex observed at each section. Neither of the 

meshes gives adequate representation of the flow around the vortex core. The hexahedral 

mesh however, appears to do a better job of predicting the through-plane velocity 

component. The contours of u for this case show greater resemblance to the experiment 

values along the length of the hull. 

At 35 degrees of yaw, the experiment data is sparser, since only two sections were 

measured, and only in two dimensions. The experiment results show a strong flow 

towards the hull at the waterline, and a well-developed vortex shed from the keel. Both 

CFD predictions show these characteristics, although the flow around the vortex core is 

less circular than the flow observed in the experiments. Although there are some obvious 

local deficiencies in the flow patterns when compared to the experiments, the results of 

the CFD predictions capture the essential features of the flow around a hull with a yaw 

angle. 
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2.4 DEVELOPMENT OF A NUMERICAL EVALUATION METHOD FOR 
COMPARING FLOW PATTERNS FROM CFD PREDICTIONS WITH 
EXPERIMENTS 

A detailed comparison of a CFD simulation with physical measurements of the same flow 

condition is an important step in assessing its accuracy. The methods used to make the 

comparison depend on the overall objectives required from the simulations. In many 

engineering studies, accurate predictions of the forces and moments resulting from the 

fluid flow around an object are a sufficient measure of the accuracy of the simulations. If 

the results of the CFD simulations are within the uncertainty of the experiments, then the 

predictions have been made with sufficient accuracy. This assessment approach is 

attractive since it is based on a single quantity that is significant to many engineering 

solutions. It is however only a partial understanding of the accuracy of the CFD 

prediction. A full validation includes comparing the flow patterns as well as the resulting 

forces. 

The discussion above on the comparison between the experiment results and the CFD 

predictions is subjective. In order to make meaningful evaluations, a structured numerical 

approach is required. This section outlines the development of a method that can be used 

for making comparisons between experiment results and the different CFD meshes, in 

order to determine the most effective meshing strategy. 

Flow measurements for the Series 60 hull were two-dimensional LDV measurements of 

in-plane flow components at a yaw angle of 35 degrees and three-dimensional velocity 
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components measured with Pitot tubes at a yaw angle of 10 degrees. Since the most 

generally accepted way to present the results of flow around a hull with yaw is as vectors 

of in-plane velocity combined with contours of through-plane velocity, this was used as 

the basis of the comparison, but it was recognized that three velocity components might 

not be available in every case. The steps in the evaluation process are described below, 

and where necessary they are graphically illustrated using experiment data for the Series 

60 hull, from the section at .dL=0.9 at 10 degrees of yaw and CFD predictions for the 

hexahedral mesh for the same condition. 

2.4.1 Preliminary Processing 

The flrst step in the preliminary processing is to make the velocity components non

dimensional, by dividing by the free stream velocity. This makes all analysis relative to 

the free stream flow values of 1.0, and as a result interpretation of the comparisons is 

easier, since the results are dimensionless. Also, for PIV or LDV measurements it is 

necessary to remove any flow measurements at spatial coordinates inside the geometry of 

the hull. These data points are usually caused by reflections from the surface of the model. 

2.4.2 Grid for Comparison of Data 

A grid must be developed which is common to the experiment results and the CFD 

predictions. A typical experiment grid will contain far fewer points than a CFD grid, and 

as a result is the most likely candidate for the grid used for the evaluation, but it is 

possible that the experiment grid is larger than required for the comparison, or that the 

original spacing was not optimum. 
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The development of the evaluation grid can be an iterative process. If the experiment grid 

is very large, then there may be areas where flow measurements are close to the free 

stream conditions. In these cases, agreement between the experiment results and the CFD 

simulations should be easy to obtain, and this will bias the overall error comparison, by 

including a large number of points with small errors. The selection of the region for 

comparison is subjective, and the most appropriate area depends on the specific flow 

conditions being investigated. An example of a comparison grid is shown in Figure 2-23. 

In this case the grid has been reduced from the complete experiment grid, because the 

errors on the upstream side of the hull were very small. 

+ + + + + + + + + + + 

+ cfd grid points 
·20 + + 

0 comparison grid 
+ + + + + ·I + 

-40 + + 

~ 
+ + 

+ + + 
+ 

-eo + + + 
+ + 

+ + 
+ + 

·80 
;-

+ + + + 
+ + + 

+ 
+ + + 

-100X10-3 

-0.1 0.0 0.1 y/L 0.2 0.3 0.4 

Figure 2-23, Comparison of CFD grid points with comparison grid 

2.4.3 Interpolate CFD and Experiment Results on Common Grid 

The three experimentally obtained velocity components in the orthogonal x, y, z planes 

were referred to as Uexpt, Vexpt and Wexpt· The magnitude and direction of the in-plane 

velocity vectors were obtained by combining the v and w components. 
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value of the magnitude of the error. Figure 2-25 shows that the largest errors occur very 

close to the hull surface and within the vortex on the downstream side of the hull. 

The following parameters were also used as part of the numerical evaluation of the 

difference between the experiment values and the CFD predictions 

Erroru = uexpt - ucfd 

Errorv = vexpr- vcfd 

Errorw = wexpr - wcfd 

These parameters gave information on any bias in the flow components between the 

experiments and the CFD predictions. If the error was negative, then the CFD prediction 

was over estimating the flow speed, and if it was positive, it was under estimating. The 

numerical values of the mean, the standard deviation, the minimum and maximum of 

these components gave additional insight into the level of the match. A perfect match 

would have all four values as zero. This is not likely, and so the actual values of these 

parameters can be used to compare the different results. The better match between 

experiments and CFD predictions for two different grids would have the smallest mean, 

the smallest standard deviation, the highest minimum value and the lowest maximum 

value of the error components. A histogram of the velocity components can also help in 

interpreting the results. A histogram of the distribution of the error in the u velocity 

component is given in Figure 2-26. 
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Two additional values were calculated as indications of the magnitude of the error 

between the experiment results and the CFD predictions. 

Error2v = ~ Errorv 
2 + Error}; 

Error3v = ~Error} + Error} + Error}; 

These were found to be useful in comparing the magnitude of the error in the combined 

velocity components, which was not available from the individual velocity components. 

For example, using Error2D to colour the presentation of the error vector results puts a 

numerical scale on the magnitude of the error and enhanced the presentation of the results. 

Also, histograms of these parameters were found to be helpful in comparing the results 

from different meshes. An example of a histogram of the error of the in-flow velocity 

components (Error2D) is given in Figure 2-28. The numerical values obtained from the 

comparisons can be presented in a table, such as Table 2-6. 

0.5 

0.4 

0.3 

~ 
0.2 

0.1 

0.0 

0.0 0.1 0.2 0.3 0.4 
Error2d 

Figure 2-28, Histogram of error for in-plane velocity (Error2ct) 
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Table 2-6, Example of numerical values used for error analysis 

Hexahedral mesh 
Section at 90%L 

Average Standard Minimum Maximum Range 
Deviation 

In-plane velocities 

Errorv (transverse component) 0.005 0.052 -0.187 0.149 0.336 
Errorw (vertical component) -0.001 0.033 -0.162 0.127 0.289 
Error2D 0.044 0.043 0.001 0.211 0.210 

Through plane velocity 

Erroru (longitudinal component) 0.056 0.127 -0.175 0.638 0.812 
Error 3D 0.091 0.122 0.004 0.655 0.650 

The numerical analysis and visualization of the error between the experimental values and 

the CFD predictions was carried out using Igor (Wavemetrics Inc., 2005). This is a 

general-purpose computer program for data analysis and presentation. 

The method presented was based on comparing measured and predicted three-

dimensional velocity components at a common plane within the fluid. This type of planar 

arrangement of the experiment data is typical of several types of experiments. PIV 

measurements naturally lead to this approach, where the measurement window within the 

fluid is a plane created by the laser sheet. LDV measurements are typically carried out in 

one plane, which has some relevance to the geometry of the problem. Pi tot tube 

measurements, such as those used for wake surveys of ship models are also carried out in 

a similar way, although there is no need to limit measurements to points in a plane. The 

comparison method could be expanded to a volume comparison, but it would need several 

closely spaced planes of experiment data in order to make the comparison meaningful. It 

was assumed that if the planes were well separated (where small changes in the flow at 
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one plane would have negligible changes in the flow at the downstream planes), then it 

was more meaningful to keep the comparisons to the separate planes. 

2.5 ANALYSIS OF CFD PREDICTIONS USING TETRAHEDRAL AND 
HEXAHEDRAL MESHES FOR SERIES 60 HULL WITH YAW ANGLES OF 10 
DEGREESAND35DEGREES 

2.5.1 Yaw angle 10 degrees 

The forces from the CFD predictions are compared with the measured values, expressed 

as non-dimensional coefficients, in Table 2-7. The force coefficients were defined as 

F 
Ct= X 

0.5pAV 2 

F 
Cs= Y 

0.5pAV 2 

where Fx is the force component along the centreline of the hull (positive towards the 

stem), Fy is the force component normal to the centreline of the hull (positive to 

starboard), A is the wetted surface area of the hull, p is the density of the fluid, and V is 

the speed of the flow. 

On the basis of force predictions alone, the tetrahedral mesh is the most accurate, and the 

total force given by the CFD prediction is within 5 percent of the value measured in the 

experiments. The hexahedral mesh has a force prediction within 14 percent of the value 

measured in the experiments. 
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Table 2-7, Summary of Forces from CFD predictions and model experiments, 
yaw angle 10 degrees 

Mesh Number of Fx,N Fy,N Ct*IO-" Cs*IO-" Cst*IO--' 
Iterations 

CFD, Tetrahedral 176 4.508 13.56 7.471 *10-j 22.474*10-j 23.683*10-j 
CFD, Hexahedral 116 3.404 15.18 5.642*10--' 25.152*10-j 25.777*10--' 

Model experiments 5.35*10-j 22.0*10-j 22.641 *10-j 

The evaluation method described above was used to compare the flow patterns predicted 

by the CFD simulations from the two different meshes against the results of the 

experiments. For the yaw angle of 10 degrees, the sections used for the comparison were 

20% L, 60% L and 90% L. A preliminary analysis was carried out using the complete 

experiment grid as the basis for comparison. This analysis showed that at all sections on 

the upstream side of the hull, far from the model, the agreement between the CFD 

predictions and the experiments was very good (within 2% of the free stream flow on 

Error2d). Similar agreement was found on the far downstream side of the model at 

sections of 20% L and 60% L. As a result the width of the experiment grid was reduced, 

so that areas far upstream and downstream, where the agreement was within 2% were not 

considered, and the comparison was based on a reduced experiment grid focusing on flow 

close to the hull. 

The in-plane error vectors and the through plane error for the three sections are shown in 

Figures 2-29 to 2-34, and summarized in Table 2-8. 

At 20% L, the largest errors in predictions of in-plane flow for both meshes are seen 

around the core of the vortex, located at approximately y/L of 0.03 and zJL of -0.06. 
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Outside of this region, the largest errors in the hexahedral mesh are close to the hull on 

both sides. This region is within the boundary layer measured in the experiments. 

Comparing the numerical values from Table 2-8, shows that the mean in-plane error 

magnitude is almost the same for both meshes, but the tetrahedral mesh has a slightly 

smaller standard deviation than the hexahedral mesh for the in-plane flow components. 

The hexahedral mesh has a lower error when the through plane flow components are 

introduced. 

At 60% L, the largest errors are again observed around the vortex on the downstream 

bilge radius. The hexahedral mesh predicts the flow better in the very localized region 

between the vortex core and the hull but the overall average values of the in-plane error 

for the two meshes are almost identical, although the hexahedral mesh has a lower 

standard deviation. When the through-plane flow is considered, the tetrahedral mesh is 

more accurate than the hexahedral mesh. 

At 90% L, the evaluation of the two meshes, based on the comparison of the two CFD 

predictions against the experiments is more complex. The hexahedral mesh shows a better 

agreement with the experiment results than the tetrahedral mesh for the in-plane flow 

vectors, especially on the downstream side of the hull close to the waterline. For the two

dimensional comparison, the mean, standard deviation and range are all lower for the 

hexahedral mesh than for the tetrahedral mesh. Based on a subjective comparison of the 

through plane contours of velocity (Figure 2-15 for the tetrahedral mesh and Figure 2-18 

for the hexahedral mesh) it looks as though the hexahedral mesh is a better predictor of 
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the flow, since the contours on the downstream side look more like those observed in the 

experiments. Numerically however, when the whole comparison region was considered, 

the mean error in the tetrahedral mesh was lower. The only factor that is better for the 

hexahedral mesh was that the range, between the maximum and minimum error was 

reduced. 

Overall, both meshes give average in plane error magnitudes of less than 5% of the free 

stream velocity, with the exception of the tetrahedral mesh at xiL of 0.9, where the value 

is less than 7%. Maximum error magnitudes for the in-plane components are between 

21% and 32.5% of the free stream values, and these typically occur around the vortex 

core, or close to the hull, within the boundary layer for the model experiments. 
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Table 2-8, Comparison data for tetrahedral and hexahedral 
meshes, Series 60 CB=0.6 at 10 degrees of yaw 

Tetrahedral mesh Hexahedral mesh 
Section at 20%L Section at 20%L 

Average Standard Minimum Maximum Range Average Standard Minimum Maximum Range 
Deviation Deviation 

In-plane In-plane 
Error, (transverse component) 0.003 0.051 -0.277 0.206 0.483 Error, (transverse component) -0.008 0.057 -0.301 0.170 0.471 
Error w (vertical component) -0.009 0.046 -0.243 0.285 0.528 Error w (vertical component) -0.011 0.047 -0.272 0.293 0.565 
Error 2d 0.050 0.048 0.002 0.287 0.285 Error 2d 0.047 0.058 0.001 0.325 0.323 

Through plane Through plane 
Error u (longitudinal component) 0.066 0.091 -0.129 0.451 0.580 Error u (longitudinal component) 0.033 0.055 -0.199 0.509 0.708 

Error Jd 0.093 0.094 0.007 0.495 0.487 Error Jd 0.069 0.070 0.006 0.521 0.515 

Tetrahedral mesh Hexahedral mesh 
Section at 60%L Section at 60%L 

Average Standard Minimum Maximum Range Average Standard Minimum Maximum Range 
Deviation Deviation 

In-plane In-plane 
Error v (transverse component) -0.010 0.038 -0.140 0.136 0.276 Error,. (transverse component) 0.012 0.032 -0.083 0.192 0.275 
Error w (vertical component) -0.005 0.039 -0.182 0.102 0.284 Error w (vertical component) 0.007 0.034 -0.194 0.134 0.328 

Error 2d 0.038 0.041 0.001 0.227 0.227 Erroru 0.039 0.029 0.000 0.244 0.244 

Through plane Through plane 
Error u (longitudinal component) 0.025 0.106 -0.164 0.718 0.881 Error u (longitudinal component) 0.090 0.173 -0.082 0.785 0.866 

Error Jd 0.074 0.098 0.002 0.753 0.751 Error Jd 0.123 0.160 0.004 0.822 0.818 

Tetrahedral mesh Hexahedral mesh 
Section at 90%L Section at 90%L 

Average Standard Minimum Maximum Range Average Standard Minimum Maximum Range 
Deviation Deviation 

In-plane In-plane 
Error v (transverse component) -0.007 0.057 -0.177 0.148 0.324 Error v (transverse component) 0.005 0.052 -0.187 0.149 0.336 
Error w (vertical component) -0.024 0.071 -0.317 0.082 0.400 Error w (vertical component) -0.001 0.033 -0.162 0.127 0.289 

Error 2d 0.069 0.064 0.002 0.320 0.318 Error2d 0.044 0.043 0.001 0.211 0.210 

Through plane Through plane 
Error u (longitudinal component) 0.006 0.113 -0.341 0.670 1.011 Error u (longitudinal component) 0.056 0.127 -0.175 0.638 0.812 

Error Jd 0.102 0.106 0.006 0.683 0.677 Error Jd 0.091 0.122 0.004 0.655 0.650 
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2.5.2 Yaw Angle 35 degrees 

The forces resulting from the CFD predictions are compared in Table 2-9. No measured 

force data was available for this yaw angle. In this condition there was a very large 

difference in the predicted forces, but since there were no experiment values to 

compare with the predictions, there is no indication of which method is the most 

accurate. 

Table 2-9, Summary of Forces from CFD predictions, yaw angle 35 degrees 

Mesh Number Fx,N Fy,N Ct Cs*I0-3 Cst*I0-3 

of 
Iterations 

CFD, Tetrahedral 190 -3.665 -71.29 6.074*10-j 118.2*10'5 118.4*10-j 

CFD, Hexahedral 176 -2.660 -100.6 4.409*10'3 166.7*10'3 166.8*10'3 

At 35 degrees of yaw, flow patterns were measured at two sections, over a smaller 

region of flow. These sections were at xiL of 0.5 and 0.9. The only change to the 

experiment grid to make it into the comparison grid was to remove the points that were 

inside or very close to the surface of the hull. Also, since only in-plane vectors were 

measured in the experiments, the comparison with the CFD predictions was limited to 

the in-plane flow values only. The comparisons of the experiment results and CFD 

predictions are shown in Figures 2-35 to 2-38 and Table 2-10. 

Overall, the CFD predictions for the yaw angle of 35 degrees show more error, when 

compared to the experiment values than for 10-degree yaw case. At 35 degrees, the 

average error magnitude was between 10 and 25% of the free stream velocity, with 

maximum error being as high as 65%. At x1L of 0.5, this larger error was mostly 
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created by the inability of either CFD mesh to match the shape of the vortex measured 

in the experiments. The measured vortex was approximately circular, but in each case 

the predicted vortex was elongated in the y!L direction, relative to the ziL direction. At 

the aft section, both meshes do a better job of predicting the direction of the flow, 

although the magnitude of the error is still relatively high, compared to the values for a 

yaw angle of 10 degrees. 

Based on the average error values, the flow at the aft section was predicted more 

accurately by both meshes than the mid section, but the maximum error was higher at 

the aft section. At x1L=0.5, the hexahedral mesh was slightly more accurate, than the 

tetrahedral mesh, but at the aft section, the situation was reversed. 
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Table 2-10, Comparison data for tetrahedral and hexahedral meshes, Series 60 C8 =0.6 at 35 degrees of yaw 

Tetrahedral mesh Hexahedral mesh 
Section at 50%L Section at 50%L 

Average Standard Minimum Maximum Range Average Standard Minimum Maximum Range 
Deviation Deviation 

In-plane In-plane 
Error, (transverse component) 0.091 0.118 -0.210 0.336 0.546 Error, (transverse component) 0.053 0.096 -0.288 0.292 0.580 
Error w (vertical component) 0.013 0.209 -0.386 0.388 0.774 Error w (vertical component) 0.049 0.135 -0.265 0.305 0.570 

Error2d 0.241 0.088 0.163 0.432 0.269 Error2d 0.164 0.077 0.016 0.366 0.351 

Tetrahedral mesh Hexahedral mesh 
Section at 90%L Section at 90%L 

Average Standard Minimum Maximum Range Average Standard Minimum Maximum Range 
Deviation Deviation 

In-plane In-plane 
Error, (transverse component) 0.036 0.088 -0.229 0.537 0.765 Error v (transverse component) -0.023 0.138 -0.407 0.628 1.036 
Error w (vertical component) 0.026 0.073 -0.169 0.513 0.682 Error w (vertical component) 0.037 0.093 -0.199 0.617 0.816 

Erroru 0.102 0.069 0.004 0.548 0.544 Error2d 0.142 0.096 0.010 0.647 0.637 
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2.5.3 Improvements to CFD Mesh 

The main focus of this research described in the Chapter was to investigate the effect of 

two different meshing strategies on the resulting forces and flow patterns for a hull with a 

yaw angle. This required the development and testing of numerical techniques for 

comparing the resulting flow patterns against the results of experiments. Generating the 

meshes was a necessary step in learning the details of the mesh generation program and 

the CFD solver but the objective of this research was not to develop fully accurate CFD 

predictions of flow around a Series 60 hull. Provided that the flow patterns were 

generally in agreement with the observed values, and that the meshes were at the point 

where further refinement had little effect on forces or flow patterns, then the results were 

considered adequate for the purposes of the comparison. A more rigorous approach 

would be to use the analysis methods developed here to evaluate systematically varied 

mesh geometries, where the effect of the number of elements and the proximity of the 

boundary to the ship was studied in detail. 

Some refinements to the mesh may improve the accuracy of the results. Both the 

tetrahedral and hexahedral meshes were symmetrical about the ship centreline. Although 

it was not reported here, the zero yaw angle case was part of the initial study. The same 

mesh was used for yaw angles of zero, 10 degrees and 35 degrees. The flow direction was 

varied by changing the vector direction at the domain boundary rather than rotating the 

hull within the domain. This resulted in the grid being fixed in relation to the geometry of 

the hull and not the flow conditions. One possible refinement would be to make the mesh 

asymmetric, so that the mesh was finer on the downstream side of the hull and in the 
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region of the vortex generated under the hull. A further improvement would be to make 

the boundaries of the mesh the same as the physical boundaries of the experiment facility. 

Finally, using more elements at the hull surface would refine the hexahedral mesh. 

For the 10 degree yaw angle case, the velocity measurements stopped below the free 

surface (z!L=-0.1) and for the 35 degree yaw angle, there was no free surface, so 

measured flow patterns close to the free surface were not available. Omitting the free 

surface will have some effect on the predicted forces and flow patterns, even at Froude 

numbers of 0.2 or lower. Extending the CFD predictions to include the free surface and 

comparing the results for the case at zero Froude number is the most obvious 

recommendation. 

2.6 CONCLUSIONS 

An evaluation method, based on numerical and graphical methods, has been developed 

that allowed comparisons to be made between experimental measurements of fluid 

velocity and predictions of the same flow conditions made using CFD. The method 

required the definition of an area over which the evaluation was to be made, and a grid of 

comparison points within this area. The user must decide on the most appropriate 

measurement area and grid pattern. Both of these choices will be specific for the flow 

patterns being studied. 
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Experiment values and CFD predictions were interpolated on these common grid points 

and numerical and graphical comparisons of the flow vectors were made. The most 

accurate prediction will have the smallest values for the mean error between experiments 

and predictions, small magnitudes for the error between the vectors and a small standard 

deviation of the individual velocity components. The graphical presentation shows the 

error in magnitude and direction between the predicted and measured vectors. The 

accuracy of the CFD predictions over the complete comparison area can be seen and 

related to the geometry of the object or key features within the flow, such as a vortex or a 

boundary layer. 

Two CFD meshes were created for the Series 60 CB=0.6 hull, one using tetrahedral 

elements and one using hexahedral elements. On the basis of the numerical evaluation of 

the flow patterns no mesh had a consistent advantage over the other for all flow 

conditions, if the hull was at an angle of attack to the flow. Both meshes gave more 

accurate predictions of flow patterns for a yaw angle of 10 degrees than for 35 degrees. If 

the predicted forces were included in the comparison, then at 10 degrees of yaw, the 

tetrahedral mesh was the most accurate. At 35 degrees yaw, the comparison can only be 

based on the flow patterns, and there was no clear evidence of one method being superior 

to the other. 

Other factors, such as the time and level of skill required to create the mesh and the 

computational time required to come to a solution within the set tolerances can be 

considered in evaluating the mesh strategy. The tetrahedral mesh required a lower level 
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of skill to create than the hexahedral mesh, although it took longer to solve a single 

iteration within the solution. The number of elements for the tetrahedral mesh was more 

than four times that of the hexahedral mesh, which was the biggest factor in determining 

the solution time. Even with the higher number of elements a solution for a single yaw 

angle and flow speed combination could be obtained overnight from the tetrahedral mesh 

using a PC workstation1
. 

Based on the Series 60 hull form, for a yaw angle of 10 degrees or higher, the tetrahedral 

mesh was a viable strategy for meshing CFD solutions, if predicting the resulting forces 

and flow pattern was the primary objective. Flow patterns predicted with this mesh were 

just as accurate as the more commonly used hexahedral mesh. The Series 60 hull form is 

not designed for operation at high yaw angles so some of its design features may result in 

exaggerated flow conditions, and the conclusions obtained from this Chapter should be 

checked against a hull form expected to operate in 'off design' conditions. An escort tug 

was selected as a typical example of a hull expected to operate at a high yaw angle. 

A review of the literature found there was published force data for the typical range of 

operating speeds and yaw angles for an escort tug (Hutchison et al. (1993), Allan et al. 

(2000), Allan and Molyneux (2004)), but there was no measured flow data available. An 

important step in the research was to obtain flow measurements around an escort tug hull, 

which could be used to compare with CFD predictions. The commissioning of a PIV 

system to obtain these measurements is described in Chapter 3 and the results of the 

experiments are given in Chapter 4. 

1 2.80 GHz processor with 2.00 GB RAM 

72 



CHAPTER3 

DESCRIPTION OF THE STEREOSCOPIC PARTICLE 
IMAGE VELOCIMETRY SYSTEM USED BY 
MEMORIAL UNIVERSITY OF NEWFOUNDLAND 

3.1 INTRODUCTION 

Particle Image V elocimetry (PIV) is an important technique for measuring velocities 

within a fluid. The flow through an illuminated plane (or volume) is seeded with small, 

reflective particles and a sequence of digital photographs is taken. By timing the intervals 

between photographs to ensure that the same particles are within the measurement space 

for each exposure, flow vectors can be calculated, once the measurement space has been 

calibrated. To calculate the velocity vectors, the total image is divided into smaller 

interrogation windows. The average particle movement within each interrogation window 

between two successive exposures is calculated. Velocity is determined by dividing the 

distance moved by the time interval between exposures. In its simplest form, the 

technique is applied in two dimensions using a single camera, but by using stereo 

photography, it can be extended to three dimensions. The main advantage of PIV over 

other measurement methods is that it can determine fluid velocity at all locations within 

the measurement plane simultaneously instead of having to make separate measurements 

at a series of different point locations. This is an important feature for analyzing unsteady 

flow. 
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The fundamental assumption in PIV analysis is that the calculated flow vectors follow a 

linear path based on the average seed particle displacement within a small area of the 

fluid. If there is a high degree of curvature to the flow, relative to the size of the 

interrogation window, the calculated particle traces will not match the real flow 

conditions. The PIV method will have difficulty in producing accurate results when there 

are large variations in the flow speed across the measurement area. In this situation, it is 

hard to determine the optimum time interval between the exposures. PIV analysis will be 

most accurate when using small interrogation windows and will be inaccurate for flow 

conditions where circulation occurs within an interrogation window. 

The PIV system at Memorial University of Newfoundland was manufactured by 

La Vision GmbH of Goettingen, Germany and was purchased from La Vision Inc. of 

Ypsilanti, MI, USA. The system consisted of four main elements: 

• Two Charge Coupled Device ( CCD) cameras 

• Twin-head Nd:YAG1 laser and controller 

• Computer for timing of laser and cameras and data acquisition 

A photograph of the complete system, assembled in air, is shown in Figure 3-1. 

1 Neodium doped: Yttrium Aluminium Garnet 
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photographs of the particles would be too dark. This was found not to be the case, 

provided that the underwater optics were cleaned daily. 

Detailed descriptions of the component parts and analysis methods are given below 

(La Vision, 2005), together with a discussion on factors within the experiment and 

analysis procedures that affect the uncertainty of the results. Xu et al (2005) gave an 

overview description of the PIV system together with the results of some preliminary 

experiments. 

3.2 SYSTEM COMPONENTS 

3.2.1 Laser and Light Sheet Optics 

The laser system used was a Solo 120 model supplied by New Wave Inc. This system 

consisted of a pair ofNd:YAG lasers with maximum energy output of 120 mJ/pulse and a 

maximum pulse repetition rate of 15Hz. The pulsed laser beams were directed 

downwards through a stainless steel tube to a waterproof housing containing the light 

sheet optics. The light sheet optics consisted of a 45 degree mirror to tum the beam from 

vertical to horizontal and a fixed focal length cylindrical lens which controlled the 

divergence angle of the light sheet (lenses for 15° and 22.5° divergence angles were 

available). A second 45° mirror could be used to change the direction of the laser beam. 

With the second mirror removed, the laser shone directly out of the rear of the optical 

housing. With the second mirror in place, the beam was turned normal to the housing. 

Rotating the complete unit changed the direction of the beam. 
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At the top of the tube were two telescopic lenses with infinitely adjustable focal lengths 

(between 400 mm and 2500 mm in water). These lenses were used to adjust the diameter 

of the laser beam, which in turn affected the thickness of the light sheet. These lenses 

were adjusted with the system assembled. The downstream side of the light sheet housing 

and connecting tube was fitted with a faired trailing edge to minimize wake turbulence. 

3.2.2 Charged Couple Device Camera & Borescopes 

Two identical Imager Intense™ cameras were used in the PIV system. Each camera had 

an adapter so that it could be used with standard Nikon C-mount or F-mount lenses. 

Specifications for the cameras are given in Table 3-1. 

There was serial data transfer between the camera and the PCI-Interface-Board. A 

Programmable Time Unit (PTU) controlled the triggering of the camera and the 

synchronization with the laser. The exposure time of the camera, the laser power, and the 

interval between the two laser pulses were also adjusted by the PTU. 

Table 3-1, Imager Intense Camera System Specification 

Parameter Specification 
Resolution (pixels) 1376*1040 
Dynamic Range, Digitization 12 bits 
Cooling 2-stage thermo electric 
Quantum Efficiency 65% at500 nm 
Readout noise 4e 
Readout Rate 16MHz 
Data Rate (Vector Fields/sec) 5Hz 
Capture Sequence Capacity to RAM 2GB 
Capture Sequence Duration to RAM 34 sec 
Camera Interface High Speed Serial, PCI bus 
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The borescopes used in conjunction with the cameras were 1.9 m long. The collection 

cone angle of each borescope with no other optical devices was 35° (in air). At the lower 

end of each borescope was a prism, with a nominal collection angle of 20° (in air). In 

water the collection angle was reduced to 16° in width and 12° in height. The nominal 

viewing angle of each prism was normal to the borescope body but it could be changed 

within+/- 15° by adjusting the angle of the prism. Each borescope was fitted with a 

tapered fairing to minimize wake. Rotating the borescope about its centerline set the 

viewing direction. 

3.2.3 Optimum Arrangement of CCD Cameras and Laser Light Sheet 

The arrangement of the PIV system with the least optical distortion will occur when the 

cameras are symmetrical about the light sheet as shown in Figure 3-1 since this 

arrangement has the same distortion for the field of view of each camera. It is also 

relatively easy to maximize the overlap of the field of view for each camera to ensure the 

largest possible measurement space. 

The optimum arrangement cannot always be obtained in practice. An alternative 

arrangement would be to have the two cameras located on the same side of the light sheet. 

In this case, the field of view common to both cameras can be maximized, but the 

distortion is no longer symmetrical, and so spatial resolution is compromised slightly. 

In two-dimensional PIV systems, the laser light sheet should be aligned with the strongest 

flow component and the camera image plane should be parallel to the light sheet. In 
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practice this cannot always be achieved and the camera may be at some angle to the light 

sheet. In this situation the depth of field becomes reduced, and only the centre of the 

image will be in focus. 

This can be corrected by satisfying the Scheimpflug criterion, which requires the object 

plane, the lens and the image plane to intersect on a common axis. In practice, the lens 

rotates relative to the image plane. The result is a constant depth of field over the 

complete image, but the image has increased perspective distortion. The Memorial PIV 

system cannot use the Scheimpflug criterion, because the lenses are directly fitted to the 

ends of the borescopes and rotating the lenses in this situation is not practical. 

3.2.4 Calibration. 

Image distortion correction is an essential part of stereo PIV analysis because the image 

plane of the two cameras will always be at an angle to the object plane. In order to correct 

for the distortion between the two images a calibration procedure must be carried out. For 

stereoscopic PIV this requires two planes, parallel to each other and a known distance 

apart, with marks at known locations on a grid that covers the complete field of view of 

each camera. 

3D-PIV measurements require two different viewing angles of the same measurement 

space. The projected images of the 2-dimensional vectors on each plane are combined to 

give 3-dimensional vectors. Since the arrangement of both cameras is fixed it is possible 

to calculate three velocity components from the two projections, by calibrating the 

measurement space against a matrix of points with known spacing in three dimensions. 
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The mapping function used for image distortion correction in the DaVis Flow Master 

software (La Vision 2005) is a third order two-dimensional polynomial function to map x1 

and YI in pixel coordinates within the image plane for camera one (including distortion) to 

corrected coordinates x and y in the object plane without distortion. The mapping function 

(for camera one at one z location) is of the form: 

With the normalized coordinates 

nx 

t = 2(y- Yo) 
ny 

defined by image size nx, ny (in pixels) with the origin (xo, yo) at the midpoint of the 

image. The values of dx1 and dy1 are given by 

An additional set of coefficients can be obtained for camera one at the second z location 

and two sets of coefficients for camera two at the same two z locations as camera one, for 

a total of four mapping functions. The calculation of the mapping functions requires at 

least 40 common grid points being visible in both camera images. For stereo PIV, the 

image distortion correction is applied to the particle images for each camera. The two-
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dimensional vectors are calculated for each camera plane, using the correlation function 

and then finally the three-dimensional vectors are calculated. 

The mapping functions are determined empirically using stereo images of a specially 

manufactured plate. The plate was machined so that each face is stepped with two parallel 

planes. Each plane has a matrix of white markers, evenly spaced at 22.5 rnrn. The 

thickness of the plate is 9rnrn and the step between the rows of dots on the plate is 2 mm. 

The advantage of this approach is that two parallel planes are accurately defined relative 

to each other. It is critically important that the calibration plate is located within the laser 

sheet and parallel to it, even though the calibration is carried out using visible light. Any 

rotation between the laser and the calibration plate will reduce the accuracy, since the 

vectors will be calculated in the reference frame of the calibration plate, not the frame of 

the light sheet. 

For evaluation of the accuracy of the mapping function, the DaVis software calculates the 

size of the average deviation between the calculated position of the marks and the actual 

positions. The software manual (La Vision GmbH, 2005) states that a good calibration is 

considered to have an average error in the mapping function of less than 0.5 pixels and 

recommends that experiments should not be carried out if the average deviation is more 

than 2.0 pixels. The dialogue box also gives the dimensions of the 3-D image (in pixels), 

a chi squared statistic for the x and y directions, the number of marks used for calculating 

the mapping function and the average peak ratio (intensity) of the marks. The size of the 

image common to both cameras is greatest when the reference point is at the same pixel 

81 



coordinate in both views, and the cameras are symmetrically located about the image 

plane. 

3.2.5 Data Collection and Image Processing 

Data collection and image processing can be carried out with DaVis 7.1 software, 

supplied by La Vision Inc (La Vision 2005). This is a comprehensive software package 

that allows the user to manage all the optical aspects of carrying out a PIV experiment 

and analyzing the results. 

Camera exposure times, the time between laser pulses and the number of frames used by 

the cameras can all be set by the user, depending on the nature of the experiment. For 

stereo images, four exposures are required to produce results. The four views are one 

from each camera at timet and one from each camera at t+lJt. A series of frames can be 

taken, which depended on the nature of the experiment. 

The basis data product from each CCD camera is a pair of images of particles within the 

flow, separated by a time interval, lJt. Each image represents a 2-dimensional projection 

of the seed particles within the illuminated plane. The first step is to analyze each image 

pair in the image plane of the camera. The total CCD image is divided into square 

interrogation windows (i.e. 128 x 128 pixels). A cross-correlation procedure is carried out 

to determine the correlation between pixel images in the first frame and the second frame. 

The correlation function for one camera is of the form: 
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x<n,y<n -n n 
C(dx,dy) = L I1 (x,y)I2 (x+dx,y+dy),- < dx,dy <-

~~ 2 2 

I 1 and h are the image intensities (grey scale) of the first and second interrogation 

windows, and the 2-dimensional array C gives the correlation strength for all integer pixel 

displacements (dx, dy) between the two interrogation windows. The size of the window is 

n x n pixels. This is also usually the size of the correlation plane, so that the maximum 

displacement calculated is ±n/2. If a single pass analysis procedure is used, the 

interrogation windows have the same pixel coordinates in each frame. 

The peak of the correlation function gives the most likely mean value of particle 

movement within the interrogation window (dx,dy). The position of the correlation peak 

can be identified to sub-pixel accuracy and the expected accuracy is between 0.1 and 0.5 

pixels (La Vision GmbH, 2005). Individual peaks are determined from a three point 

Gaussian function. The actual resolution depends on the image quality, which is 

influenced by particle size, particle density and contrast. The correlation procedure is 

repeated for each interrogation window and for each camera, resulting in two sets of 

vectors (Vx1, Vy1) for camera 1 and (Vx2, Vy2) for camera 2. 

Particles are excluded from the calculation if they flow out of the measurement space of 

either camera during the time interval /it. The particles can move out of the in-plane 

interrogation window, or if the flow is three-dimensional, they can flow out through the 

plane of the light sheet. The value of 8t to minimize the loss of seed particles from within 
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the laser sheet depends on the local flow velocity components for the experiment and 

must be adjusted accordingly. The reliability of vector calculations will be increased 

considerably by aligning the laser so that the weakest flow component is through the 

plane of the laser. 

The required vector is (Vx, Vy, Vz) relative to the plane of the light sheet. The set of 

equations determined from the two cameras is over specified in that there are four 

variables available to solve for three unknown quantities. This feature can be used to 

improve the accuracy of the PIV measurement by providing an additional check on vector 

accuracy. The linear equation system is solved by the normal equation and the 

remaindered degree of freedom error should be small ( <3 pixels), which provides a 

criterion for removing spurious vectors. 

The size of the interrogation window must be decided a priori or by trial and error. If trial 

and error is used, the interrogation window sizes used in the analysis are reduced until 

there is no significant change in the calculated flow patterns. 

The basic image analysis procedure described above can be refined to increase the signal 

to noise ratio. Initially, the division of the pixel image of the seed particles into 

interrogation windows was based on the geometry of the window and not the flow 

pattern. Particles close to the downstream edge of an interrogation window at the first 

exposure may have moved out of that window in the second exposure, and new particles 

will have flowed in. As a result, the number of particles common to both views is 

reduced. 
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Using one of the following techniques can increase the number of particles included in 

the analysis: 

• Overlap windows: The second interrogation window includes an overlap with 

neighbouring windows, based on a fixed fraction of the original grid. 

• Adaptive Multiple passes 

o Fixed window size: Uses vectors calculated in first iteration to move the 

second interrogation window off the initial grid. 

o Reduced window size: For the second iteration, the window size is half the 

initial size, and the shift relative to the original window is calculated based 

on the mean vector calculated in the first pass. 

The origin for starting the analysis of the PIV images is the top left-hand comer of the 

CCD image. If a fixed window size is used, there may be parts of the image that are not 

processed (bottom and right side) if the full image dimension is not an integer number of 

interrogation windows. 

Once the flow vectors have been computed for an equidistant grid, further processing can 

be carried out to improve the quality of the image by removing spurious vectors. These 

include: 

85 



1. Allowable vector range 

The calculated vectors are filtered on the basis of allowable ranges (in pixel or m/s ). 

The range is specified based on a mean value, with upper and lower limits (which 

are the same). 

2. Peak ratio 

The peak ratio factor Q, compares the magnitudes of the highest peak in the 

correlation coefficient matrix relative to the noise and the second highest peak 

relative to the noise, based on the function 

Q= ~-min 
P2 -min 

where P 1 is the highest value in the correlation matrix, P 2 is the second highest 

peak, and min is the lowest value. For Q=1.5 or higher, the main peak is well 

defined and probably represents a valid vector. Peak ratios close to 1.0 most likely 

represent invalid vectors and should be removed. 

3. Median filter 

In this case, the analysis is based on a three by three grid of interrogation windows, 

and the vector in the centre square is compared to the values in the other eight 

squares. The centre vector is rejected if it is outside the range given by the median 

vector of the eight neighbours, plus or minus a deviation based on a multiple of the 

RMS of the neighbouring vectors. Another criterion for filtering includes removing 

the vector if there are less than a set number of neighbouring cells with calculated 

vectors. 
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In some cases, the background to the particle image may not be a constant intensity. This 

is most likely to occur in regions of the image close to the solid boundary of a model, 

where the laser light is reflected. To improve particle images in these situations, a filter, 

similar to a high pass filter, can be used. The aim is to make the background more 

uniform and increase the contrast between the particles and the background. To obtain 

this condition, a scale parameter is used, which must be at least twice the mean particle 

diameter in pixels. An alternative is to subtract a constant value. The disadvantage of this 

technique is that some information is being removed from the image, and the user must be 

sure that the information being removed is less important than the information being 

retained. 

Once the most suitable analysis procedure has been developed for a particular 

experiment, based on a single frame using interactive methods, the image processing and 

vector analysis can then be carried out for all frames in a sequence using batch 

processing. For steady flows, sets of vectors can be combined to provide an average 

vector map over a period of time. 

The results can be visualized in a variety of ways. Particle images and calculated vectors 

can be viewed as movies, so that particle movement and calculated vectors can be 

inspected. Vector maps of the flow can be plotted, and summary statistics of the images 

(particles or vectors) can be calculated. 

87 



3.2.6 Effect of Seeding on Accuracy of PIV Measurements 

Successful seeding of the flow is a key factor in obtaining reliable results from PIV 

experiments. The seed particles should be neutrally buoyant in the test fluid, so that there 

are no velocity components occurring due to gravity or buoyancy forces. Also, the 

particles should be small in relation to the flow patterns, so that the particles follow the 

local movement of the fluid, not the motion due to average fluid forces acting on the 

particle. 

It is desirable to have particle diameters viewed at the CCD between two and three pixels. 

The DaVis software uses a three-point Gaussian peak approximation on the measured 

intensities to identify the centre of a seed particle to sub-pixel accuracy. If the image size 

is less than one pixel, there is a tendency for the calculated vectors to be integer numbers 

of pixels and resolution of the vector field is compromised. 

The accuracy of the vector calculation within a given interrogation window increases with 

the number of particle image pairs included in the correlation calculation. In practice 

three or four particle image pairs in each interrogation window are sufficient for accurate 

definition of the correlation peak. Increasing seed density allows the size of the 

interrogation window to be reduced, with the result that the spatial resolution of the flow 

can be increased. The upper limit of seeding concentration is that there must be a clear 

contrast between particles and the background 

The final factor to consider in determining the accuracy of PIV measurements is the 

number of images of the same nominal flow condition. The accuracy of steady flow 

88 



conditions can be improved if the vectors are based on the average value from multiple 

image pairs. The number of frames used to determine this will depend on factors such as 

the degree of spatial resolution required and the length of time available for the 

experiment. 

3.3 PREVIOUS APPROACHES TO ESTIMATING UNCERTAINTY IN 

STEREOSCOPIC PIV EXPERIMENTS 

Uncertainty in stereoscopic PIV systems has been discussed in the literature, but the focus 

has been on the accuracy of the mapping function and the vector reconstruction. The 

theoretical errors in the vector reconstruction from stereo images have been determined 

(Lawson and Wu, 1997a). The uncertainty in translational systems (with no Scheimpflug 

correction) and rotational systems (with Scheimpflug correction) were determined. The 

focus of the analysis was on determining the relative error between the in-plane vectors 

(x, y) and the through plane vectors (z) and results were presented in the form of an error 

ratio, rather than an absolute value. The objective was to determine the arrangement of 

the PIV system with the minimum uncertainty in the z direction, relative to the x-y plane. 

To carry out this analysis Lawson and Wu (1997a) assumed that the uncertainty in the 

vectors determined at the object plane (x, y, z) was represented by an RMS value and that 

this value was equal in each direction. Then, by considering the geometry (distances 

between cameras and viewing angles) and the magnification of the PIV system, the error 
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ratio (uncertainty) based on the geometric reconstruction was calculated. The error ratio 

was mapped over the complete object plane. 

Lawson and Wu's analysis showed that at the centre of the lens, the two systems 

produced very similar ratios, but as the distance off the centre was increased, the error 

ratios for the rotational system were up to 40% lower than the for the translational system. 

This analysis did not consider any errors due to distortion correction. 

The same authors carried out an uncertainty analysis of a complete stereoscopic PIV 

system in another paper (Lawson and Wu (1997b)). This was an experimental approach to 

uncertainty analysis, starting with determination of the 3-D mapping function, using a 

calibration plate. A test PIV specimen was constructed by suspending seed particles in 

epoxy resin. The advantage of this approach was that it used real seed particles, but fixed 

them relative to each other. When the block was moved all particles were moved a 

constant distance and the resulting vectors calculated by the PIV software should be 

constant across the whole field of view for each camera. The test specimens were 

illuminated using laser light, and images collected. The specimen was then moved known 

distances ( &, 0-', &) and the distances calculated by the PIV system were compared to 

the known distances. Different viewing angles between 10 and 45 degrees were 

evaluated, but the cameras were always on the same side of the light sheet, and at the 

same viewing angle relative to the light sheet. 
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Lawson and Wu (1997b) concluded that optimum performance will be obtained by using 

viewing angles between 20 and 30 degrees for camerafnumbers ofj16 and higher. The 

uncertainty analysis for uniform flow gives RMS errors of 1-2% for the in-plane flows 

and 3-4% for the through plane flow. These values were for cases where particle 

movement was restricted to between 15% and 30% of the interrogation window 

dimension. Below this displacement range, the system did not have enough resolution. 

Other researchers have used variations on the basic approach taken by Lawson and Wu. 

Soloff et al (1997) investigated the robustness of a 3-dimensional mapping function for 

stereoscopic PIV analysis. They used an aluminium calibration plate with a 9 by 9 grid of 

holes, 0.5mm diameter at 27mm intervals. The plate was lit from behind. The calibration 

procedure was to take images of the plate at three z locations of 0, +1-0.5 +l-0.005mm. 

This gave rms errors in the mapping function of 1.1 pixels for camera 1 and 1.2 pixels for 

camera 2. This translated to 0.045mm and 0.051 mm respectively. 

After the calibration, images of the plate were taken with each camera, and then the plate 

was moved small but known distances in y and z directions, and images of the plate at the 

new location were taken. Cross correlation was used to analyze the image pairs from each 

camera. The two-dimensional vector fields for each camera were filtered and then 

stereoscopically combined to obtain the three-dimensional vectors (x, y, z) calculated 

from the PIV software. 

The errors between the calculated vectors and the known movement of the calibration 

plate (in each direction) were plotted as contours of error against the x and y coordinates 
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for the measurement space. The results were contours of error, spatially distributed over 

the measurement area. 

The estimated error (based on the highest contour shown, which looks to be about 95% of 

all measurements) for each axis was 

x +1-0.0050 mm 

y +1-0.0036 mm 

z +1-0.0200 mm 

Resulting errors were not evenly distributed over the measurement space, and it would 

have been useful to see an overall statistical distribution of the errors. The error in the 

results was the same order of magnitude as the error calculated from the mapping 

function for each camera during the calibration, so in this case the mapping function is the 

primary source of the error. 

Calcagno et al. (2002) discussed the uncertainty of a stereoscopic PIV system designed to 

measure flow in the wake of a model propeller behind a ship. The facility used for 

conducting these experiments was a cavitation tunnel. An underwater camera was aligned 

directly behind model to measure flow in the plane of the propeller. The second camera, 

mounted outside the cavitation tunnel had a viewing angle between 36 and 40 degrees off 

the centreline of the model. 
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For the camera looking directly at the in-plane vectors, the mapping function had an 

estimated particle resolution within 0.1 pixels (4 cm/s for the flow conditions considered). 

This view was treated as a two dimensional view, with minimal distortion. Error in the 

through plane measurements was thought to come from the stereo reconstruction 

(mapping function). This was analyzed using a target consisting of a 'typical' PIV image, 

which was moved a known distance (1mm) along the normal axis. The calculated 

uncertainties were under 2.5% in the 'in-plane' displacements and under 3% in the 

through plane displacements. The authors discuss the fact that the errors may be 

optimistic, since they were obtained from a bench test, without the model or the rotating 

propeller. 

3.4 UNCERTAINTY ESTIMATES FOR MEMORIAL UNIVERSITY'S PIV 

SYSTEM 

A detailed uncertainty analysis for the PIV measurement geometry, such as the one 

described by Lawson and Wu (1997b) was not carried out for the PIV system. The facility 

schedule did not allow enough time to carry this out in situ. The uncertainty was 

estimated from the combination of the errors in the mapping function reported by the 

DaVis 7.1 software, and some special experiments to measure undisturbed flow. 

Preliminary experiments to measure flow patterns around a ship model in a towing tank 

(Molyneux & Xu (2005)) showed that it was necessary to have a seeding system to inject 

the seed particles into the flow. Without a seeding system, there was insufficient particle 
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concentration to obtain consistent measurements. One of the main concerns with this 

approach was the effect of the seeding system on the flow. Some experiments were 

designed to determine this effect, and these were combined with the uncertainty analysis. 

The PIV measurements to study the flow patterns created by the seeding rake were 

carried out in the Ice Tank of the National Research Council's Institute for Ocean 

Technology. The ice tank is 80 m long, 12m wide and 3m deep. The tank is equipped 

with a large towing carriage, which is fitted with an adjustable test frame. The whole 

frame can be adjusted vertically and the as two longitudinal beams that can be moved 

independently. Each beam has a measurement scale relative to the centreline of the 

carriage, so the exact position of the beam is known. The PIV equipment was fitted to the 

beam on the south side of the carriage. 

A temporary frame for the PIV system was built around the test beam, using extruded 

aluminium sections. The laser was oriented normal to the direction of motion, so that the 

measurement plane was across the direction of motion for the undisturbed flow. The 

borescopes for the CCD cameras were mounted symmetrically, approximately 650mm 

either side of the laser sheet. Camera 1 was at the forward end of the carriage, and 

Camera 2 was at the aft end. The centre of the measurement window was approximately 

950 mm away from the underwater optical unit for the laser. The PIV system is shown 

fitted to the towing carriage in Figure 3-2. 
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Table 3-4, 95% Confidence Intervals for calculated speeds, based on uncertainty in 
mapping function 

8t, 8t, 95% CI, 95% CI, 
micro sec sec mm m/s 

500 0.0005 0.083325 0.166649 
700 0.0007 0.083325 0.119035 
800 0.0008 0.083325 0.104156 
1000 0.001 0.083325 0.083325 

Assuming that the residuals in the polynomial fit to the mapping function follow a normal 

distribution, then the confidence intervals for the calculated speeds can be calculated for 

different laser timing intervals. The resulting calculations are given in Table 3-4, for the 

range of time intervals between first and second exposures, used in the free stream 

experiments. 

The calculated uncertainties are relatively high compared to the published uncertainty 

analyses discussed above. The calculated RMS deviation of the mapping function, in 

pixels, is very good when compared to the previously published results (Soloff et al, 

1997), which determines RMS errors to within 1 to 1.1 pixels. Soloff's results however 

translated into much smaller spatial errors of 0.05mm, since the measurement area was 

much smaller. 

Smaller measurement areas are more common in previously published PIV research on 

ship models. A study of ship wake using PIV in a large circulating water tunnel (Di Felice 

and De Gregorio, 2000) used a measurement window of 18,000 mm2
. Gui et al (2001) 

presented wake data for a ship model using a measurement window of 5,625 mm2
• 
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Calcagno et al (2002) used the largest measurement area of 50,000 mm2 for measuring 

the downstream wake in the race of a working propeller behind a ship model. This large 

window size captured all the important features of the flow in a single window. The 

measurement window for the MUN PIV system used in this study was 155,000 mm2
, 

which is over three times the size of the next largest. Test particle images showed that the 

average particle diameter was between 2 and 3 pixels, so data collected using the large 

window should not be subject to bias caused by peak locking. Since the flow conditions 

were expected to be unsteady, the largest possible measurement window was desirable. 

Table 3-4 gives the effect of the time between the laser pulses on the uncertainty in the 

resulting speed measurement. When the PIV measurement plane is oriented across the 

flow, it is necessary to use short time intervals between the laser pulses, otherwise 

particles have moved through the laser sheet, and no data is obtained. With this 

orientation, it is necessary to accept higher uncertainty than for an orientation along the 

flow, where there is more possibility for variation in the timing of the pulses. 

The analysis described here makes no allowance for the errors in separate velocity 

components. The more detailed analysis of stereo PIV carried out by other researchers 

suggests that the through plane measurements are generally less accurate than the in-plane 

measurements. 
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3.5 SEEDING DELIVERY SYSTEM 

Seeding the flow is an essential element of PIV measurements. If the PIV system is 

stationary and the fluid is stationary, then it is only necessary to seed the volume of fluid 

close to the laser sheet. This option is feasible for a stationary PIV system in a towing 

tank, where the ship model passes through the measurement volume. The movement of 

the model ship through the seeded fluid will cause a disturbance and the movement of the 

seed particles can be observed. The disadvantage of this system is that very little data is 

obtained at a specific location on the hull, since only one set of frames is obtained for 

each run down the tank. 

If the fluid is moving relative to the PIV system then one option is for the complete 

volume of the fluid to be seeded. This option is feasible for a circulating water tunnel, 

where particles can be kept in circulation by the moving fluid. This is not a practical 

option in a towing tank, which has a very large volume of stationary fluid. Eventually 

almost all of the seed particles will either sink to the bottom or float to the top requiring 

the fluid to be re-seeded after a certain period of time. 

A practical alternative is to introduce particles to the flow so that seeding is present only 

in the measurement volume for the duration of the measurements. This should allow for a 

controlled use of the seeding particles, and should provide high quality PIV images, since 

the seeding density is correct for the volume of fluid being studied, and the parts of the 

flow that are of no interest to the study are ignored. The disadvantage of this approach is 

100 



that the seeding delivery system may affect the momentum of the seeding particles, which 

will influence the results. 

3.5.1 Proto-type Seeding Delivery System 

Since there was very limited experience at Memorial University with seeding systems for 

PIV, it was decided to make the initial system as cheaply as possible, so that it would be a 

small expense if it had to be scrapped completely. A sketch of the initial concept is shown 

in Figure 3-6. 

The prototype system was constructed from readily available plumbing parts and 

included: 

• Holding tank and drain (plastic laundry tub) 

• Dishwasher connectors and pipes 

• Tap to control flow rate 

• Seeding rake made from 22.2 mm (7
/ 8 inches) diameter copper pipe and plumbing 

connectors 

The system used hydrostatic pressure to deliver the seeded flow from the holding tank to 

the measurement volume. Adjusting the height of the holding tank, relative to the water 

level, controlled the static head and a tap was used to control flow rate. Water in the 

holding tank was taken from the local mains supply. The seeding particles were added 

and the mixture was stirred prior to carrying out an experiment, to keep the seeding 

evenly distributed. 
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particle concentrations within the required minimum of three or four vector pairs per 

interrogation window and the practical maximum of sufficient contrast between particles 

and background. As a result, it was not critical to keep seeding concentration tightly 

controlled. 

Table 3-5, Seeding particle specifications 

Particle composition Silver coated glass 
Shape Spherical 
%Agmetal 33 
Ten percentile, particle diameter, microns 8 
Ninety percentile, particle diameter, microns 20 
Mean particle diameter, microns 14 
True density, glee 1.7 

3.5.3 Experiments with Proto-type Seeding Delivery System 

Experiments with the prototype seeding system were carried out m the Ocean 

Engineering Research Centre towing tank (Molyneux and Xu, 2005). The measurement 

plane for these preliminary experiments was to have the laser parallel to the direction of 

motion for the carriage, so that the strongest flow direction was in the plane of the 

measurement. Data was collected and analyzed using DaVis 6.2.3, which was the 

software originally supplied with the PIV system in January 2004. DaVis 7.1 was not 

available at the time the preliminary experiments were carried out. 

Measurements of flow vectors for carriage speeds of 0.10, 0.30, 0.50, 0.75 and 1.00 mls 

were made using the PIV system. Some experiments were carried out with particles 

introduced to the flow using the seeding systems described above and some were carried 
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out using only particles left in the fluid from previous runs. When the seeding system was 

used, it was located upstream of the measurement area, just out of the field of view for the 

cameras. For the side discharge version, the rake extended across the depth of the field of 

view. For the end discharge version, the bottom of the rake was ahead and just above the 

field of view. A summary of the experiment conditions is given in Table 3-6 and 

calculated mean speeds over the complete vector field are given in Table 3-7. Vx was 

defined as flow parallel to the direction of motion of the towing carriage, Vy was the 

vertical flow component and Vz was the through plane flow, based on a right-handed 

coordinate system. 

An effective wake fraction for the seeding system was defined as (Vc-Vx)/Vc, (where Vc 

was the speed of the carriage) and the calculated values for each experiment are given in 

Table 3-7. These results showed that the smallest wake was for Test_24, which was made 

with the residual seeding left in the tank from previous runs. This case showed no 

measurable difference between the flow speed and the carriage speed. 

Table 3-6, Summary of experiments carried out in steady flow 

File ot (J.Ls) Seeding Laser power Carriage speed 
Test 05 5000 Rake, side holes 50% 0.1 m/s 
Test 06 3000 Rake, side holes 50% 0.3 m/s 
Test 07 2000 Rake, side holes 50% 0.5 m/s 
Test 08 3000 Rake, side holes 50% 0.5 m/s 
Test 09 1000 Rake, side holes 50% 0.75 m/s 
Test 10 1000 Rake, side holes 50% 1.00 m/s 
Test_23 300 Rake, end hole 50% 0.75 m/s 
Test_24 300 Residual 50% 0.75 m/s 
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Table 3-7, Summary of PIV flow measurements, prototype seeding system 

File Carriage Mean value calculated from PIV, rnls 

Speed, 
rnls 

Vc Vx Vy Vz lVI Rms (V) Wake 
fraction 

Test_05 -0.1 -0.114 0.01 0.008 0.122 0.031 -0.14 
Test_06 -0.3 -0.148 0.013 0.037 0.174 0.056 0.507 
Test_07 -0.5 -0.244 0.015 0.064 0.299 0.01 0.512 
Test_08 -0.5 -0.198 0.02 0.062 0.278 0.166 0.604 
Test_09 -0.75 -0.349 0.019 0.107 0.416 0.135 0.535 
Test_10 -1 -0.753 -0.008 0.664 1.194 0.471 0.247 
Test_23 -0.75 -0.532 0.054 -0.046 0.563 0.082 0.291 
Test_24 -0.75 -0.75 0.031 -0.223 0.84 0.184 0 

In all other cases, the flow was affected by the presence of the seeding system. For the 

side-discharge seeding system, at the lowest speed (Test_OS), the calculated velocity was 

within 14% of the free stream speed, but in all other cases the effective wake fraction was 

between 25% and 50%. There was a significant reduction in the wake between the side 

discharge version (Test_09) and the end discharge version (Test_23), but even the end 

discharge version has a significant effect on the flow. 

Neither of the systems used gave consistently even particle distribution. The side 

discharge system resulted in periodic waves of particles across the field of view, shown in 

Figure 3-9, whereas the end discharge system resulted in periodic clouds of particles, 

shown in Figure 3-10. The periodic waves were possibly caused by vortices shed off the 

rake, whereas the periodic clouds were probably caused by the mixing of the jet from the 
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3.5.4 Seeding Rake Design Improvements 

The prototype seeding rake, with side discharge was used for a set of preliminary 

experiments to measure the flow around an escort tug with a yaw angle (Molyneux and 

Xu, 2005). These experiments showed that a seeding rake was necessary for measuring 

flow around a hull with a yaw angle; otherwise there was insufficient seeding 

concentration in the measurement area, especially on the downstream side of the hull. 

During the preliminary experiments with the ship model, it was also found that for a 

measurement plane orientation across the direction of motion of the carriage, a single 

discharge pipe gave a narrow band of particles that did not extend across the whole field 

of view of the cameras. The preliminary experiments had also shown that it was unlikely 

that one seeding system would be suitable for all measurement locations. 

A second generation of seeding system was required, which had improved performance 

relative to the prototype system. The key features required were an even distribution of 

particles, and a reduced wake. The revised seeding rakes were constructed from smaller 

diameter pipe (to reduce the wake) and multiple fingers to extend the width of the particle 

clouds. Two rakes were made with vertical fingers, one with three fingers and a 

maximum dimension of 300 mm across the flow and one with five fingers and a 

maximum dimension of 500 mm across the flow. A second orientation was used with 

three fingers oriented horizontally, with a maximum dimension of 300 mm across the 

flow. This orientation was designed for measuring flow under the hull. These rakes are 

shown in Figures 3-11 to 3-13. 
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All of the rakes were made from copper pipe, with an inside diameter of 12mm. The 

smaller diameter, relative to the prototype system was used in an attempt to reduce the 

overall wake of the rake. Each finger had two rows of holes (3 mm diameter on 25 mm 

spacing). Seeded fluid was injected normal to the direction of motion of the rake. 

3.5.5 Analysis of Wake Behind Seeding Rake 

The wake of the five-fingered rake was determined from experiments in the ice tank at 

NRC's Institute for Ocean Technology. Two speeds were investigated, 0.5 m/s and 1.0 

m/s, which were set from a computer file specified the acceleration rate, the steady speed 

and the deceleration rate. One file was created for each speed, and only these files were 

used to control the carriage during the experiments. The steady speed part of the profile 

was checked against an independent sensor for five runs at each speed. The comparison 

between the set speed and the independently verified speed is given in Table 3-8. 

Table 3-8, Results of experiments to check carriage speed 

Nominal Segment Number 
value Vc Time Samples 
(mls) m/s sec N 

Tl T2 Mean Std. Devn. 
0.50 19.28 71.58 0.49971 0.000673 52.3 2615 

0.50 24.62 85.42 0.49957 0.000606 60.8 3040 
0.50 31.94 90.06 0.49951 0.000556 58.12 2906 
0.50 14.78 84.42 0.49962 0.000634 69.64 3482 

0.50 14.82 91.94 0.49973 0.000572 77.12 3856 

Average value 0.49963 

1.00 24.28 55.86 0.99916 0.000759 31.58 1579 

1.00 26.22 57.8 0.99919 0.000749 31.58 1579 
1.00 23.48 58.3 0.99942 0.000776 34.82 1741 
1.00 21.48 57.04 0.99931 0.000751 35.56 1778 
1.00 32.82 74.18 0.99952 0.000808 41.36 2068 

Average value 0.99932 
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The five-fingered seeding rake was used, since it had the largest effective area, which 

covered the whole of the measurement window of the PIV system. It was fixed with its 

fingers across the direction of the undisturbed flow and parallel to the laser plane directed 

across the direction of motion for the carriage. The rake position was moved over the 

maximum distance that was practically obtainable. Three locations for the rake, with 

distances of720 mm, 1400 mm and 3600 mm ahead of the laser sheet. A sketch of the 

orientation of the seeding rake, the laser sheet and the direction of motion of the fluid is 

given in Figure 3-14. 

Fluid motion 

• 
Seeding rake 

Variable distance 

Laser sheet 

t: Vz 

Figure 3-14, Orientation of seeding rake and laser sheet, and velocity components 

For these experiments, the coordinate system was different from that used with the 

preliminary seeding system, due to the re-orientation of the laser sheet. Vx was defined as 

flow parallel to the laser sheet, Vy was the vertical flow component (positive towards the 

free surface) and Vz was the through the laser plane flow, based on a right-handed 
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coordinate system. V c was the speed of the carriage (assumed to be the same as the 

undisturbed flow). 

For the case with no ship model present, it was possible to pre-seed the fluid and remove 

the rake during data collection. These experiments were used to confirm the accuracy of 

the PIV system. In this situation, seeding was carried out when the carriage was going in 

reverse towards its horne point and then removing the rake for the PIV measurements, 

made with the carriage going forwards. 

In all the experiments, determining the optimum time interval between laser exposures 

required a certain amount of trial and error to obtain flow vectors over the maximum area 

within the field of view. 

The time between individual runs was approximately five minutes, although in some 

cases it was as low as three and in others it was as high as ten. It was not necessary to let 

all the particles settle out of the fluid but it was important that the disturbances caused by 

the passage of the rake had died out, before a new data collection run was started. 

All data for this series of experiments was collected and analyzed using DaVis 7.1 

(La Vision (2005)), an upgraded version of the software used for the experiments with the 

prototype rakes. The average and RMS deviation were calculated from the 50 pairs of 

PIV frames, using the time averaging function average function within DaVis 7 .1. This 

function has a threshold value for the minimum number of time steps with a vector at a 

given interrogation window before the average and RMS values are calculated. For all 
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data sets used in the wake analysis the threshold value was set at 7. Varying this 

parameter from 5 to 50 produced variations of the mean value of the vector modulus of 

less than 1.5%. The value of 7 was found to be a reasonable compromise to remove 

values based on very small numbers of points, without removing significant amounts of 

information. 

The calculated vector components with and without the seeding rake are given in Tables 

3-9 and 3-10 for speeds of 0.5 m/s and 1.0 m/s respectively. Included in these tables are 

the results of the experiments with no seeding system. In all cases it can be seen that the x 

and y components of the flow (within the measurement plane) are effectively zero, 

compared to the z velocity component (through the measurement plane). 

The results show that at 0.5 m/s the location of the rake has little effect on the measured 

mean flow. The mean flow was between 10% and 12% lower than the nominal free 

stream case. The RMS deviation of the flow did not change with the location. At 1 m/s, 

the average wake fraction based on the three measurement locations was 15% of the free 

stream flow. There was more variation in the results than at 0.5 m/s, which may have 

been due to more turbulence in the flow. At 1 m/s, it was noticeable that the RMS 

deviation of the velocity decreased as the distance from the rake increased, whereas for 

0.5 m/s it was approximately constant. In both cases where the seeding rake was 

removed, the free stream speed calculated by the PIV system was the same as the set 

speed (within 95% Confidence Interval). 
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Table 3-9, Results from experiments at nominal speed of 0.5 rnfs 

Rake at 720 mm away from laser Ot, f..lS 
Cam_Date=06020 1_ Time=095416 1000 

min max mean rms 

Vx -0.10506 0.15533 0.00203 0.02156 

Vy 0.08426 -0.09290 -0.00246 0.01382 

Vz 0.34589 0.55785 0.43743 0.02119 

IV/ 0.34935 0.57509 0.43818 0.02132 

Vc 0.49963 
Wake fraction 0.124498 

Rake @ 1400mm away from laser ot, f.!s 
Cam_Date=06013l_Time=161447 500 

min max mean rms 

Vx -0.22546 0.29304 0.00536 0.03306 
Vy 0.26403 -0.23092 -0.00643 0.02351 

Vz 0.21475 0.63912 0.43851 0.02723 

IV/ 0.23608 0.69629 0.44036 0.02890 

Vc 0.49963 
Wake fraction 0.122329 

Rake at 3600 mm away from laser Ot, f..lS 
Cam_Date=06020l_Time=103347 1000 

min max mean rms 

Vx -0.14252 0.11699 -0.00139 0.01977 
Vy 0.13939 -0.13122 -0.00145 0.01467 

Vz 0.36573 0.55456 0.45032 0.01851 

NJ 0.36672 0.55622 0.45097 0.01912 

Vc 0.49963 
Wake fraction 0.098695 

No seeding rake Ot, f..lS 
Cam_Date=060201_Time=104950 500 

min max mean rms 

Vx -0.17004 0.28746 0.01635 0.02688 
Vy 0.20805 -0.15970 -0.00591 0.02486 

Vz 0.24920 0.67043 0.50790 0.02547 

IV/ 0.38104 0.68193 0.50951 0.02545 

Vc 0.49963 
Wake fraction -0.01655 
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Table 3-10, Results from experiments at nominal speed of 1.0 rnls 

Rake at 720 mm away from laser bt, J.!S 
Cam_Date=060201_ Time= 100604 500 

min max mean rms 

Vx -0.35342 0.36902 0.01803 0.05916 
Vy 0.26067 0.24988 -0.01902 0.03675 

Vz 0.61718 1.30182 0.87445 0.07062 
Nl 0.64439 1.30560 0.87747 0.07233 

Vc 0.99932 
Wake fraction 0.124955 

Rake@ 1400mm away from laser bt, J.!S 
Cam_Date=06013l_Time=163013 700 

min max mean rms 

Vx -0.20548 0.21266 -0.00401 0.03873 
Vy 0.12146 -0.16017 -0.00924 0.02317 

Vz 0.69619 0.96175 0.81102 0.04233 
Nl 0.69984 0.98357 0.81232 0.04281 

Vc 0.99932 
Wake fraction 0.188427 

Rake at 3600 mm away from laser bt, J.!S 
Cam_Date=060201_Time=104155 700 

min max mean rms 

Vx -0.20670 0.23962 0.01007 0.03318 
Vy 0.13346 -0.11231 -0.00091 0.02102 

Vz 0.72836 1.02592 0.85856 0.03355 
N/ 0.75712 1.03112 0.85950 0.03396 

Vc 0.99932 
Wake fraction 0.140855 

No seeding rake bt, J.!S 
Cam_Date=060201_ Time= 105457 500 

min max mean rms 

Vx -0.16372 0.25600 0.00659 0.03708 
Vy 0.20408 -0.18448 -0.01302 0.02740 

Vz 0.88357 1.20391 0.98504 0.04024 

Nl 0.84217 1.20609 0.98622 0.04045 

Vc 0.99932 
Wake fraction 0.014289 
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3.6 CONCLUSIONS 

A preliminary study (Molyneux and Xu (2005)) had shown that it was necessary to use a 

seeding rake when carrying out experiments using PIV to measure the flow vectors 

around a ship model in a towing tank. Without active seeding of the flow, it was not 

possible to make consistent measurements of flow velocity, especially on the downstream 

side of the hull, because the seed particle concentration was too low. The rake was needed 

to deliver seeding particles into the flow, and maintain the minimum concentration 

required for accurate measurements. Ideally the rake should have no effect on the flow, 

but this is impossible. The next best option is to have minimum disturbance to the flow, 

and to have that disturbance distributed uniformly across the measurement window of the 

PIV system. 

The rakes used for these experiments create a uniform disturbance across the 

measurement area, but reduced the mean flow speed by 12 to 15%, depending on the flow 

speed. The location of the rake relative to the measurement area has little effect on the 

measured mean speed, but the particle concentration decreases as the distance is 

increased. Since the area of the rake is large, in relation to the measurement area, it 

should affect all of the flow being studied. As a result, if the same rake and relative 

location are used, then flow patterns measured for different geometric arrangements of a 

ship model should be comparable, but with a similar bias to the results, caused by the 

presence of the seeding rake. 
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The estimated uncertainty for the PIV velocity analysis is higher than the range discussed 

by other researchers, and is expected to be between 8% and 16%. The 8% values of 

uncertainty are estimated for a flow speed of 1.0 m/s with laser pulse times of 1000 1-1s. 

The 16% value of uncertainty was estimated for a flow speed of 0.5 m/s, with a laser 

pulse time of 500 1-1s. 

Using a smaller measurement area, with less magnification, would lower the uncertainty. 

Another way of lowering the uncertainty would be to increase the time between the laser 

pulses. The nature of the expected flow patterns for the escort tug required the relatively 

high uncertainty to be accepted for two main reasons. The first was the desire for a large 

measurement area to maximize the data collected in unsteady flow conditions from a 

single field of view. The second requirement was for the measurement plane across the 

strongest flow direction, since this is the primary plane of interest for many flow 

measurements around a ship hull (e.g. a wake survey through the propeller plane). This 

required relatively short laser pulse times to ensure the same particles are within the 

measurement space for both image pairs. 

The design of the rake should be improved so that it has a lower wake. It is unlikely that 

the wake will be removed completely, but a wake of 5% would be a significant 

improvement over to the currently achieved value of 12-15%. 
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CHAPTER4 

PARTICLE IMAGE VELOCIMETRY MEASUREMENTS 
OF FLOW AROUND AN ESCORT TUG MODEL WITH A 
YAW ANGLEOF45DEGREES 

4.1 INTRODUCTION 

Experimental measurements of flow velocity around a Series 60 CB=0.6 hull at two 

different yaw angles were compared to CFD predictions for the same flow conditions in 

Chapter 2. The CFD predictions were made using both tetrahedral and hexahedral 

meshes. The main conclusion was that for this type of hull with a yaw angle, the meshing 

strategy had little effect on the accuracy of the predicted flow patterns for yaw angles of 

10 degrees and 35 degrees. At 10 degrees of yaw, the tetrahedral mesh gave more 

accurate predictions of the measured forces, but no force data was available at 35 degrees 

yaw. 

The Series 60 hull form was not designed for operation at large yaw angles and although 

the CFD predictions of the in-plane flow velocities were accurate to within 7 per cent at 

10 degrees yaw and 24 percent at 35 degrees yaw, there may be some features of the flow 

that were exaggerated because of the shape of the hull. 
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An escort tug must operate at large yaw angles to generate the forces needed to stop a 

loaded oil tanker, in an emergency. An example of this type of hull is shown in Figures 

4-1and 4-2. This hull was a preliminary design for a tractor tug, developed by Robert 

Allan Ltd. of Vancouver, B. C (Allan et al. 2000). The 1:18 scale model was tested 

(Molyneux, 2003) at the NRC Institute for Ocean Technology (lOT). The focus of this 

experiment program was to obtain lift and drag forces for the hull in combination with 

different appendages. The range of ship speeds was from 4 to 12 knots (with model 

speeds based on Froude scaling). Yaw angle was varied between zero and 105 degrees 

but no measurements of the flow velocities had been made. 

Obtaining detailed flow measurements around this type of hull at a large yaw angle is an 

essential step in establishing the reliability of CFD predictions in these flow conditions. 

This chapter describes experiments carried out to measure the flow patterns around a 

scale model of an escort tug using Particle Image V elocimetry (PIV) and presents the 

results. Some discussion on the results is given and recommendations are made for 

improvements to the experiment techniques. The PIV system that was used has been 

described in Chapter 3. The results of these experiments will be used to compare with 

CFD predictions for the same flow conditions. These comparisons will be described in 

Chapter 5. 
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Figure 4-1, Body plan for tug model, used in PIV experiments. 

Figure 4-2, Profile view of tug, with fin and propulsion cage 
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4.2 DESCRIPTION OF SHIP MODEL 

The hull chosen for the flow measurements was a concept for a tractor tug developed by 

Robert Allan Ltd. of Vancouver, B. C (Allan et al., 2000). The 1:18 scale model was 

previously tested at the NRC Institute for Ocean Technology (lOT), when force 

measurements were made for a range of yaw angles from zero to 105 degrees (Molyneux, 

2003). Some preliminary experiments were carried out in the towing tank at Memorial 

' 
University, to develop the techniques necessary for obtaining reliable results from PIV 

measurements for a hull with a yaw angle in a towing tank. These initial attempts which 

were carried out prior to the experiments described in this chapter, have been described 

elsewhere (Molyneux & Xu, 2005). 

A summary of the tug model geometry is given in Table 4-1. For this series of 

experiments the model was always moving with the fin (when fitted) going forwards 

(although the ship is actually going astern based on conventional definitions of bow and 

stern). 

Table 4-1, Summary of model particulars 

Length, waterline, m 2.122 
Beam, waterline, m 0.789 
Draft, hull, m 0.211 
Daft, maximum, m 0.471 
Displacement, kg 213.3 
Nominal scale 1:18 
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To reduce the corruption of recorded images by reflected laser light, the hull was painted 

matt black. Contrasting targets, made from narrow yellow strips of tape were placed at 

key locations on the model. These were used to align the laser beam, to ensure that it was 

at the required position relative to the model. 

For the PIV experiments no bulwarks or deckhouses were fitted, although they are shown 

in the figure. The propulsion cage was also removed, so that the fin was the only 

appendage. Some experiments were also carried out with the fin removed. 

4.3 PROGRAM OF EXPERIMENTS 

4. 3.1 Test Conditions 

The yaw angles and speeds for which PIV measurements were made are summarized in 

Table 4-2. The mean yaw angle for escort tug operation is 45 degrees. Two speeds were 

chosen to cover the expected range of operation for the ship. 

Table 4-2, Yaw angles and speeds tested 

Yaw angle, Model speed, Ship speed, 
degrees m/s knots 

45 0.5 4.12 

45 1.0 8.24 
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Preliminary CFD simulations (Molyneux, 2005) had shown that the fin should have a 

very large effect on the flow patterns on the underside of the hull and on the downstream 

side. To confirm this effect, some experiments were carried out with the fin fitted and 

with the fin removed. The CFD predictions also indicated that the fin had a very small 

effect on the upstream side and so experiments for that location were only carried out 

with the fin removed. 

The measurement plane locations and the appendage configurations are given in 

Table 4-3. 

Table 4-3, Summary of measurement plane locations 

Measurement location Yaw angle, Appendages Speed, 
degrees m/s 

Midships, upstream side +45 Fin off 0.5, 1.0 
Midships, downstream side -45 Fin off 0.5, 1.0 
Midships, downstream side -45 Fin on 0.5, 1.0 

4.3.2 Installation of Model and PIV System in lOT's Ice Tank 

The preliminary CFD simulations (Molyneux, 2005) had shown that the effect of the fin 

was most visible on the flow patterns under the hull, on the downstream side of the 

centreline. This region of the flow should contain a large vortex formed by the fin. In 

order to visualize this large vortex, the laser plane for the PIV system needed to be 

oriented across the direction of the undisturbed flow. The laser sheet was oriented across 

the tank, normal to the direction of motion of the towing carriage. A flow-based 
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coordinate system was chosen, since this would eliminate the need to re-orient the laser 

plane if the yaw angle of the tug was changed. 

The preliminary CFD simulations (Molyneux, 2005) also predicted that more than one 

measurement window from the PIV system would be required to fully observe the flow 

patterns caused by the fin. The disturbance to the flow by the fin was expected to cover an 

area of approximately l.Om by 0.5m on the downstream side of the hull. A typical 

measurement window for the PIV system was 0.3m square. If the PIV system had to be 

moved to obtain this range of measurement, there was the potential requirement to 

recalibrate the system each time it was moved. It was important not to waste facility time, 

which was limited, and so the test set-up was designed to allow the laser to remain fixed 

in one location. Movement of the measurement window relative to the model was 

obtained by moving the model or by moving the complete PIV system as a unit. 

The sign convention for the model geometry (used for the CFD simulations) was a right

handed system, with the origin at the leading edge of the static waterline (the end of the 

hull with the fin), x positive from the bow to the stern, and z positive upwards. On this 

coordinate system, the yaw angle was positive when the bow was turned to port. Note that 

for the upstream side, the yaw angle was changed to 45 degrees, so that the PIV system 

did not have to be moved. 
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The results of the PIV experiments given below are presented using a coordinate system, 

which was based on the measurement plane (La Vision, 2005). In this system, x andy axes 

were within the measurement plane, and the z axis was through the measurement plane. 

The measurement planes relative to the model geometry and the coordinate systems are 

shown in Figure 4-3 for the upstream side and Figure 4-4 for the downstream side. In the 

PIV coordinate system, undisturbed flow had a z velocity component, equal to the speed 

of the towing carriage, and the x andy velocity components would be zero. 

The PIV measurements were carried out in the Ice Tank of the National Research 

Council's Institute for Ocean Technology. In the centre of the carriage was a test frame, 

which was adjustable vertically and had two longitudinal beams that can be moved 

independently but remain parallel to the centreline of the carriage. This adjustment 

feature was used to vary the location of the measurement window, relative to the model. 

Each beam had a scale so that the exact locations of the beam, relative to the centreline of 

the test frame were known. The PIV equipment was fitted to the beam on the South side 

of the carriage, and the model was fitted to the beam on the North. 

At a given yaw angle and measurement section, the most common movement of the 

measurement window was in the x-direction of the PIV axis. This was obtained by 

moving one or other of the test beams. Vertical movement (y-axis in the PIV system) was 

the next most frequent adjustment, which was made by raising or lowering the borescopes 

and laser fixed amounts. The model and attachment frame were moved along the test 

beam until the target at the required section was aligned with the laser sheet. Once this 

131 



was obtained, the model was clamped in place. Yaw angle was the least frequent 

adjustment, and this was made using a yaw table, built for earlier model tests on an 

Autonomous Underwater Vehicle. 

A frame for the PIV system was built around one test beam, using extruded aluminium 

sections. The laser was oriented normal to the direction of motion, so that the 

measurement plane was across the direction of motion for the undisturbed flow. The 

borescopes for the CCD cameras were mounted symmetrically, approximately 650mm 

either side of the laser sheet. Camera 1 was upstream of the laser sheet, and Camera 2 was 

downstream. The centre of the measurement window was approximately 950 mm away 

from the under the water optical unit for the laser. At no time during the testing were 

these positions changed. The minimum separation between the beams of the test frame 

was 922 rnrn. The final arrangement of the PIV system on the Ice Tank carriage test beam 

is shown in Figure 4-5. 
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The reference frame for analysis of the images was a right-handed axis system for x, y 

and z velocity components. The x-y plane was in the plane of the laser sheet, with the x

axis parallel to the water surface. Positive x was from port to starboard on the ship model, 

and positive y was towards the water surface. The z-axis was positive in the direction of 

the carriage motion. 

On completion of the calibration, the position of the beams was adjusted until the edge of 

the model at the upper borescope location was clearly visible in the camera images. This 

position was then used as the reference location. Since more than one view of the flow 

patterns was required, the relative position of the model and the laser were adjusted from 

this origin, by moving one or the other of the test beams. Moving the model away from 

the laser was a negative shift in the x-direction, and moving the laser nearer the model 

was a positive shift, based on the coordinates used for the PIV measurements. 

The same general procedure for the carrying out the experiments was followed 

throughout the test program. First the model or the laser was adjusted to the required 

position, by moving one of the test beams. The most appropriate seeding rake was 

selected and its best location for each experiment was found by trial and error. During 

these trial runs, the optimum time interval for the exposures was also determined. Once 

the best seed particle distribution and timing had been determined, images were collected 

for 50 or 100 successive time intervals for speeds of 0.5 and 1.0 rnfs, with at least one 

repeat run for each condition. 
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For each data collection run, the sequence of action was to turn on the seeding system as 

the carriage started to move. PIV image data was collected for 50 or 100 image pairs once 

the carriage had reached a steady speed. On completion of data collection, the carriage 

was stopped and returned to its initial position. All runs were made collecting data when 

the carriage was moving towards the melt pit (from East to West). On completion of all 

the data collection runs at one location, the beam with the model or the beam with the 

laser was moved to the new position. A summary of all the experiments, including test 

dates, measurement locations, number of image pairs used in analysis and the time 

intervals between the laser pulses, is given in Appendix 2. 

Some routine checks were performed throughout the test program. Prior to the start of 

testing each day, the focus of each camera was checked. This was done by seeding the 

measurement space when the carriage was stationary and if necessary, adjusting the focus 

of the borescopes. In order to keep the PIV system optics clean, the borescopes and the 

laser tube were raised out of the water at the end of each day's testing. The optical parts 

were then washed with fresh water and lens cleaner to prevent the build-up of dirt. 

4.3.4 Seeding 

Seeding the flow proved to be the most challenging aspect of carrying out these 

experiments. The CFD predictions suggested that the most important flow patterns were 

caused by the fin, and occurred under the hull towards the downstream side. For regions 

close to the hull, the three-fingered vertical rake was used. A typical installation is shown 

in Figure 4-8(a). The flow in this region was unsteady, with quite abrupt changes in 
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direction. As a result, locating the seeding rake was largely a matter of trial and error. The 

final location of the seeding rake for each measurement window had to be far enough 

upstream that the wake from the rake has stabilized, but close enough that the required 

concentration of particles was obtained across a large enough part of the measurement 

window. This position varied depending on the flow conditions and the location of the 

measurement window relative to the tug. 

For locations close to the hull surface, but below the free surface the 3-fingered horizontal 

rake was used. The shape of this rake allowed it to get well under the model. This rake 

could be used for seeding from the upstream or downstream side of the model. Upstream 

seeding was used when the measurement window was under the hull, and close to the 

centreline of the hull. Downstream seeding was used when the measurement window was 

on the downstream side of the hull at the deepest locations for the measurement window. 

A typical location for seeding on the downstream side of the model is shown in Figure 4-

S(b). 

As the measurement window was moved to be far away from the model, the type of rake 

chosen was less critical. Any of the rakes could be used for measurements in these 

regions, and Figure 4-8(c) shows the 3-fingered horizontal rake located for seeding a 

measurement area well away from the model. 
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Figure ·I K. T)-pictt.l locations of seed in)! mke during experiments 
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Some representative pictures of the seed particles, at a location close to the model are 

shown in Figures 4-9(a) and 4-9(b). Figure 4-9(a) shows the view from Camera 1 and 

Figure 4-9(b) shows the view at the same time from Camera 2. These pictures were 

obtained from Run 15:29:351
, recorded on January 18, 2006 and were chosen because 

they show the degree of overlap of the two fields of view, relative to a section of the 

model. The bright line in each figure is the laser shining on the hull, and shows the model 

from the waterline to the corner of the bilge. The seeding rake position was 

approximately that shown in Figure 4-8(a). 

1 The DaVis software gives each experiment a file name based on the date and the time of day when it was 
acquired. The experiments in this report are referred to by the time (hh:mm:ss) only. The date of each 
experiment is given in Appendix 2. 
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4.4 SINGLE PIV MEASUREMENT WINDOW 

4.4.1 Analysis of Experiments 

The analysis methods used in the DaVis software were described in Chapter 3. Data 

collection and preliminary analysis of the PIV experiments were carried out using the 

DaVis software package (La Vision, 2005). Complete processing of each data set before 

moving on to the next experiment was too time consuming. Individual frames were 

analyzed immediately after the experiment had finished, and selected runs were fully 

processed when a suitable gap between the experiments occurred, such as lunch breaks, 

or in the evenings. This preliminary analysis was enough to ensure that the data being 

collected was sufficiently accurate to be analyzed in more detail on completion of the 

experiment program. 

The final data processing was carried out in batch mode using the procedures described 

below. These settings were found to give consistent results for all the flow conditions 

tested. The final values of the settings within the software were determined using the 

combination of recommendations from La Vision and trial and error during the 

preliminary analysis. 

Pre-processing of each image was carried out prior to calculating the velocity vectors. 

This consisted of subtracting a sliding background scale, based on 16 neighbouring 

pixels. When the vectors were calculated, the allowable range in pixels was zero plus or 

minus 10 for the x andy velocity components (within the measurement plane) and zero 
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plus or minus 20 in the z velocity component (through the measurement plane). Vectors 

outside this range were excluded. Vectors were also excluded if the three-dimensional 

validation error was greater than 5 pixels. Vector post processing was based on an 

adaptive multi-pass method, with an initial window size of 64x64 pixels and a final 

window size of 32x32 pixels. Vectors were smoothed using a median filter with removal 

and replacement criteria based on two times and three times the RMS values of the eight 

neighbouring windows respectively. A second pass was made, based on the same 

allowable vector ranges, after the removal and replacement criteria had been applied 

once. This analysis gave consistent results through the experiment program, for the range 

of times between laser sheets used for the flow conditions studied. 

Further vector processing was carried out to calculate the mean flow pattern across the 

complete time history of the measurements for each set of calculated vectors. This was 

carried out using the vector statistics function within Davis 7 .1. This function required the 

specification of a minimum number of frames for which a vector must appear at each 

interrogation window. This threshold ensured that areas within the flow that were poorly 

defined were excluded from the analysis. 

After some preliminary investigations, 25% of the total number of frames taken was 

found to be a suitable threshold. Based on trial and error, this level provided an 

acceptable compromise between data density over the full frame and the standard 

deviation of the vectors based on small samples. For the majority of the data runs, this 

value was 25 frames out of a total of 100, but for some of the early runs, this was 12 out 
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of 50. The calculated vectors were exported from the DaVis PIV data collection and 

analysis software as Tecplot data files. Tecplot was used by for presenting of the results. 

4.4.2 Discussion Of Results 

The most reliable interpretation of the experiment data should be on the basis of results at 

a single measurement window, since these required the minimum amount of data 

processing. Six key locations were identified from the results, where a single 

measurement window gave vectors that were important to understanding the flow around 

an escort tug hull with a large yaw angle. 

All of the locations chosen for discussion were close to the hull. The results are presented 

on a grid relative to the complete measurement plane, rather than the grid for a single PIV 

window, so that the flow patterns can be more easily related to the position of the model 

and more easily compared from location to location. All the figures show vectors of in

plane velocity (Vx and Vy) and all the cases but one show repeat experiments 

superimposed on the same grid. 

The discussion below is based on a single flow speed of 0.5 m/s, but as can be seen from 

the combined data sets that will be discussed later, the difference in flow pattern with 

speed was very small, although the magnitude of the flow velocity vectors changed. 
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a) Tug Without Fin, Upstream Side, Close to Waterline 

Mean flow vectors for the upstream side of the tug (with no fin) between the waterline 

and the bottom of the hull are presented in Figure 4-10. Two sets of mean in-plane 

vectors at the same location are presented, and it can be seen that the mean flow vectors 

were coincident between experiments over almost all of the measurement space. This 

indicated that the mean flow measured in two separate data collection runs was stable 

over the measurement space. 

Figure 4-10 shows that the flow vectors were generally directed away from the hull 

surface and downwards (in negative x andy directions) with little change in velocity 

magnitude. A region with rapidly changing flow direction is where the flow is starting to 

separate from the hull in the bottom right hand corner of the measurement window. 

At this window location, it was found to be very difficult to get seed particles into the 

region just below the waterline and very close to the hull. The z-velocity in this region is 

low. Seeding particles introduced to the flow sufficiently far upstream of the 

measurement window to avoid unsteady flow caused by the rake did not reach the 

measurement window. This accounts for the absence of vectors in that region. 

The three-fingered vertical rake was used for this location. 
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where the fluid was flowing towards the upstream bilge corner. The third region is 

immediately below the band of upstream flow. In this region the flow is rapidly changing 

speed and direction. Over the rest of the flow measurement window the flow direction is 

from top left to bottom right. 

This figure reinforces the observation made in Figure 4-10 that the flow is separating off 

the upstream bilge corner. Figure 4-11 shows areas of rapidly changing flow speed and 

direction and it is likely that a vortex was formed under the hull, although the circulation 

pattern is incomplete, and likely extends beyond this measurement window. 

Figure 4-11 shows two sets of measurements superimposed, and as in Figure 4-10 there is 

very good overlap of the calculated flow vectors. To obtain this PIV result, the three

fingered horizontal seeding rake was positioned under the model. 
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d) Tug Without Fin, Downstream Side, Under Hull 

The flow patterns for the region under the downstream bilge comer are shown in Figure 

4-13. This region is under the one shown in Figure 4-12. Figure 4-13 shows that the flow 

has a strong upward component over almost the entire measurement window. The only 

area where the flow changes direction is on the downstream comer of the bilge, where the 

upward flow vectors are redirected into an almost horizontal direction when the flow 

encounters the hull. It is likely that this strong horizontal flow, off the downstream bilge 

comer is the major contribution to the formation of the vortex shown in Figure 4-12. 

Other than this redirection of the flow in the top right -hand comer of the window, the 

flow is almost uniformly upwards. 

For the view in Figure 4-13, the horizontal seeding rake used was located well under the 

model. The view given in Figure 4-13 shows that the flow entering the region, which was 

undefined in Figure 4-12 is coming from a completely different direction than the rest of 

the flow in Figure 4-12. The full definition of vectors within the window given in Figure 

4-12 would have required two seeding rakes to be operated simultaneously. 
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hull is moving upstream, but the flow close to the hull is moving downstream. This is the 

opposite direction to the vortex observed on the upstream side of the bilge, so this 

indicates the presence of two regions of separated flow on the underside of the hull 

caused by the bilge corners when the fin is fitted. The seeding rake location for these 

views was approximately the same as for the case when the fin was removed. 

This location, under the hull on the downstream side, with the fin fitted, showed the 

greatest discrepancy between the two vector sets for different data sets. Figure 4-15 

shows more difference between the two sets of vectors than any of the other cases 

presented, as can be seen when Figure 4-15 is compared to the other figures. The extent 

of the unsteadiness in the flow at this location will be discussed below. The more 

turbulent flow actually aided seeding, since it tended to mix the seed particles, and 

resulted in a relatively even particle distribution over the measurement window. 

4.5 OVERLAPPED PIV WINDOWS 

4.5.1 Data Analysis 

The complete flow pattern for the area of interest around the escort tug model was larger 

than a single window of the PIV system. Extending the measurement area beyond a single 

window required several movements of the model relative to the PIV system, and two 

depths of submergence for the PIV system within each plane. The increments of model 

movement in each direction were approximately one third of the dimension of the 
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window (100mm). As a result a small area of the flow, relative to the model, should 

occur in at least three separate measurement windows. 

The first step in the process of combining all the data within a measurement plane was to 

add the shift of the model (relative to the PIV measurement space) to the x andy 

coordinates obtained from the PIV window. The specific movement of each PIV system 

window to convert all the data from one measurement plane into a common grid system is 

given in Appendix 2. 

The flow patterns obtained from different measurement windows at the same coordinates 

in the measurement plane were then compared. This was done by plotting the overlapped 

windows and comparing the measured velocity components. An example of some 

overlapped windows, for flow measurements on the downstream side of the hull, with no 

fin, is given in Figure 4-17. The vectors given were the average values for each window, 

using the thresholds discussed above. In general, the agreement between flow 

measurements for overlapped windows was very good, even when the flow conditions 

were highly unsteady. 

The DaVis analysis software gave zero values for points where there was insufficient 

seeding to define the flow. These points had to be removed before integrating the data 

from different windows, otherwise the interpolation routine would include erroneous zero 

values for an area in one window where the same area had a valid non-zero value in 

another window covering the same area, but where the seeding was present. To remove 
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these zero values. the magnitude of the now velocity m each grid point was calculated, 

and points with zero Jlow magnitude were removed. 
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The contour values were interpolated on a larger scale grid, which extended over the full 

measurement space. The interpolated velocity components were re-combined into three

dimensional vectors and compared with the original data to check for any significant 

errors or discrepancies. An example of the comparison between the interpolated vectors 

for the in-plane flow and the vectors obtained from the PIV system is shown in Figure 4-

19, which is for the same flow conditions shown in Figures 4-18a) to c). The data 

interpolation was carried out using IGOR (Wavemetrics, 2004) and the display of the 

final combined data set on the revised grid was made with Tecplot. 

The grid size can be chosen depending on the nature of the flow being studied. For all the 

cases given here, the grid spacing presented was on 20mm squares. This grid can be used 

as the basis for detailed comparisons of the vectors calculated from the PIV experiments 

with CFD predictions for the flow, using the methods developed in Chapter 2. 
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b) Downstream Side, Without Fin 

The combined results for the downstream side of the tug, without the fin, are shown in 

Figures 4-22 and 4-23 for vectors of in plane flow components and contours of through 

plane flow speed. There are two dominant flow directions in these figures. One is an 

upward vertical flow under the hull, and away from the hull in the lower region of the 

measurement space. The other is a horizontal flow towards the hull, which was strongest 

close to the model and the water surface, which decreases in strength further away from 

the hull. Figures 4-22 and 4-23 also show the presence of a vortex on the downstream 

side of the hull, caused by the flow separating off the downstream bilge corner. This 

vortex extends from the underside of the hull to the waterline. Figure 4-22 includes the 

results shown in Figures 4-12 and 4-13. 

c) Downstream Side With Fin 

The combined results for the downstream side, with the fin fitted are shown in Figures 4-

24 and 4-25. Both figures show the presence of a well-defined vortex located under the 

bilge corner, which extends the full depth of the combined measurement window. Figures 

4-24 and 4-25 also show that the in-plane velocities towards the hull close to the water 

surface are stronger than for the case for the hull without the fin. When the fin is fitted, 

the effects of the hull on the flow are seen further away from the hull than when the fin is 

removed. 
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Overall there was little change in the mean direction of the flow vectors with speed for 

the two speeds tested, but the magnitudes of the vector components changed with the 

undisturbed flow speed. The biggest difference was for the case shown in Figures 4-24 

and 4-25 for the downstream side of the hull with the fin fitted. Here, the region of low 

speed flow extended further away from the hull at 1 m/s than at 0.5 m/s. Figure 4-24 

includes the results shown in Figures 4-14, 4-15 and 4-16. 

d) Fairing of Multi-Windowed PIV Data 

Overall, the fairing process retained the essential features of the flow based on the vectors 

derived from the single PIV windows discussed above. There was some smoothing of the 

flow patterns when compared to the single windows. An example of this is the flow on 

the downstream side of the hull with the fin removed (Figure 4-22), which can be 

compared to the raw data (Figure 4-12). The flow within the vortex shown in Figure 4-22 

has been smoothed out because the faired flow was based on the average vectors from 

several overlapped windows. 

The advantage of the faired data was that it was based on vectors averaged over several 

overlapped analysis windows. As a result small variations in the flow patterns caused by 

distortions of the PIV image close to the edge of an analysis window, or differences in 

flow patterns caused by different rake designs and locations will be averaged out. 

The smoothing process does result in the occasional vector that does not match the size or 

direction of those around it. This was caused when overlapping windows gave conflicting 
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vector information for the same location. This typically occurred in regions where the 

flow was sparsely defined and the vectors from different windows were in different 

directions. This could have been caused by two factors. One factor was that the flow was 

unsteady and different average vectors were obtained for the same region with different 

experiments, as was the case in Figure 4-15, where although the vortex was well defined 

in each experiment, the centre of the vortex was not at exactly the same location. 

Another factor was that the same region could be have been seeded with different seeding 

rakes, and in some cases, the change in seeding rake may have changed the resulting local 

flow vectors, if it was too close to the measurement region. These slight anomalies could 

be removed with further processing. This would require comparing each vector with its 

nearest neighbours and only allowing certain variations in the flow pattern in a manner 

similar to that used in the post-processing of the PIV data. 

The loss of detail in some parts of the combined flow vectors flow can be overcome by 

reducing the area of comparison to the area of a single window in the region of interest. 

And refining the grid used for comparison. The analysis of the complete data set was 

required to check the consistency of the results over the full measurement space, which 

was much larger than the single measurement window. 

The combined results discussed in this section were compared with CFD predictions for 

steady flow conditions over the same spatial region. This comparison is described in 

Chapter 5. 
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some of the other figures the vortex is not seen at all, for example Figures 4-27(i) to 4-

27(1). These twelve images when combined with the rest of the data set show that the 

average pattern is the well-defined vortex shown in Figure 4-26. So even though the flow 

was unsteady, the long-term average was relatively stable, which is the classical 

definition of turbulent flow, and provides a justification for using RANS codes to analyze 

the flow conditions. 

It was expected that the flow around the escort tug hull would be unsteady, based on 

visual observations made during earlier experiments (Molyneux, 2003, Molyneux and 

Xu, 2005) but a numerical quantification of the level of unsteadiness was unknown. It is 

generally accepted that PIV systems are unsuitable for providing a numerical definition of 

turbulence in a fluid (Van den Braembussche, 2001) because the sampling rates are too 

low to capture high frequency variations. The sampling rate between image pairs for the 

PIV system used in these experiments was 5 Hz. Even though this sampling rate was 

relatively low, one measure of the unsteadiness in the flow that was obtained from the 

DaVis software (La Vision, 2005) is the RMS value of the vector components. Areas of 

flow with high RMS values will be areas of high turbulence although a true numerical 

estimate of the turbulence cannot be made. 
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Contours of RMS value for each velocity component over Run 15:01:51 for the complete 

sequence of time steps are shown in Figures 4-28(a) to 4-28(c). These figures show that 

the x, y and z components have similar values of RMS flow component, especially in the 

centre of the measurement window and the magnitude of the RMS value is mostly 

between 0.10 and 0.14, for an undisturbed flow speed of 0.5 rn!s. The only exception is 

the very top right hand corner for the x velocity component, and this region is calculated 

from a smaller number of valid vectors. 

The RMS values for the individual windows were combined using the same approach as 

the one used for the flow vectors. RMS values for each velocity component were placed 

on a common grid and points within the PIV mesh where no vectors were calculated were 

removed. The combined data were plotted as contours and interpolated on the same grid 

used for the velocity components. The resulting values are shown in Figures 4-29 to 4-34. 

RMS values for the upstream location at midships are shown in Figures 4-29 and 4-30, 

for flow speeds of 0.5 and 1.0 m/s respectively. The highest turbulence was observed 

close to the hull and close to the free surface. 

The downstream location with no fin is shown in Figures 4-31 and 4-32 for flow speeds 

of 0.5 m/s and 1.0 m/s. The highest areas of turbulence are close to the downstream bilge. 

In this measurement area the free surface had less effect on the unsteadiness in the flow. 
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Figures 4-33 and 4-34 show the RMS values for the case when the fin was fitted. The 

area of the highest turbulence extended the full depth of the measurement area and was in 

the same location as the vortex caused by the fin. A major effect of the fin was to increase 

the amount of turbulence in the flow. 

In all cases, the level of turbulence does not change significantly between velocity 

components. 
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4.7 RECOMMENDATIONS FOR FURTHER WORK 

The three-dimensional calibration of the measurement space using the purpose made 

stepped plate is very efficient. However, when examining the flow around a specific 

geometry, there needs to be an accurate method for locating the measurement space in 

relation to the geometry. The test plan developed using the lOT ice tank addressed the 

need to overlap multiple windows, but in the detailed analysis it would have been helpful 

to have a more accurate method for locating the model hull within the measurement 

plane. One method of doing this would have been to put more reference points on the 

model, and then applying the calibration functions to these known points. In some 

locations, this could be done with the set-up used, because the chine at the bilge was 

clearly identifiable, but in other locations there were no reference points. Fortunately the 

edge of the model could be located from the vector patterns when all the windows were 

combined. 

The seeding system would benefit from further refinement. The flow pattern around the 

tug at a yaw angle of 45 degrees was very complex, with high flow gradients and flow 

from the underside of the hull mixing with flow coming along the downstream side of the 

hull. All of the results were obtained with a single seeding rake, but the location of the 

rake relative to the model was moved for each measurement location. A refinement 

would have been to have two separate seeding rakes, so that different regions of the flow 

could be seeded at the same time. 
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4.8 CONCLUSIONS 

Particle Image Velocimetry was successfully used to determine the flow velocities 

around an escort tug with a typical operating yaw angle of 45 degrees. One measurement 

direction was used, which was a plane normal to the direction of the undisturbed flow, 

which intersected with the tug's hull at midships. Measurements were made on the 

upstream and downstream sides of the tug. The total measurement area required to define 

the flow patterns around the hull was much larger than a single PIV measurement 

window (approximately 400 mm by 250 mm). In order to extend the measurement area 

beyond the singe window, the model was moved relative to the PIV system, by less than 

the dimensions of the window. As a result, the same area, relative to the model was seen 

in at least three measurement windows. The flow vectors from multiple views of the 

same location were averaged to obtain flow vectors over the complete measurement 

space. 

Detailed measurements of the flow velocities around an escort tug model, operating at 45 

degree of yaw is a hydrodynamic condition that has not been studied before. The key 

flow features identified were: 

1) The separation of the incoming flow on the upstream side of the hull at the corner 

of the bilge and the reverse flow under the hull. 

2) The formation of a vortex on the downstream side of the hull, which extended 

between the bottom of the hull and the waterline for the tug without the fin. 
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3) The formation of a large vortex on the downstream side of the hull when the fin 

was fitted. For a section at midships, the core of the vortex was located at 

approximately the mid-depth of the fin and the maximum beam of the model. This 

vortex changes the flow patterns close to the surface, and the smaller vortex seen 

when the fin was absent is not present at all. 

The results of the PIV experiments can be compared with CFD predictions for the same 

flow conditions. The development of the CFD simulations and the comparison will be 

described in Chapter 5. 

The speeds for which the experiments were carried out covered the typical operating 

speeds of a tug, using Froude scaling. The direction of the flow vectors relative to the hull 

changed very little with the speed of the undisturbed flow, although the magnitude of the 

velocity components changed with the magnitude of the undisturbed flow. 

Even though the flow around the tug model was turbulent, the average flow vectors at a 

particular location relative to the hull were stable between experiments. This was 

determined by using the longest practical time sequence of 100 image pairs, repeating 

measurements for given flow speeds and window locations, and overlapping 

measurement windows so that at least three views were obtained of key flow features. 
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CHAPTERS 

COMPARISON OF CFD PREDICTIONS AND 
EXPERIMENTAL DATA FOR AN ESCORT TUG WITH 
YAW ANGLE 

5.1 INTRODUCTION 

Classical ship hydrodynamics focuses on ships moving forward in a straight line, or 

turning slowly under the action of a foil like rudder in calm water. These are generally 

considered to be the design conditions, and the 'off-design' conditions, where these 

assumptions are no longer valid have been seldom studied. An escort tug is a case where 

'off-design' hydrodynamics are an essential part of the ship's operational profile (Allan & 

Molyneux, 2004). In this situation, the tug's hull and propulsion system are positioned to 

create a hydrodynamic force, which is used to bring a loaded oil tanker under control in 

an emergency. The tug is attached to a towline at the stem of the tanker, and by using 

vectored thrust, it is held at a yaw angle of approximately 45 degrees. The maximum 

practical speed of operation for escort tugs is about 10 knots. The designs of escort tugs to 

date have not been developed with a full understanding of the hydrodynamics of the 

situation. Without understanding the flow around a ship with a large yaw angle, it is 

unlikely that escort tugs can be developed to their full potential. 

One method of trying to understand the flow around a hull with a large angle of attack 

(yaw angle) is to use computational fluid dynamics (CFD). The basic equations of fluid 

motion can be combined with the hull geometry and some assumptions about the 
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turbulence in the flow to give mathematical predictions of the pressure on the hull surface 

and the flow vectors within the fluid. Very little research has been carried out into the 

hydrodynamics of hull shapes designed to operate at large yaw angles, and so the 

accuracy of numerical methods in fluid dynamics in these situations is unknown. 

An earlier study of the ability of a commercial Reynolds Averaged Navier-Stokes 

(RANS) CFD code to predict flow patterns around a Series 60 CB=0.6 hull with yaw, 

described in Chapter 2, concluded that there was very little difference in the predicted 

flow patterns between an unstructured mesh made from tetrahedral elements and a 

structured mesh made from hexahedral elements, when each was compared with 

experiment data. The Series 60 hull was not designed for large angles of attack to the 

flow and there was no force data available for the hull above 10 degrees of yaw, so the 

comparison was incomplete. It was recommended in Chapter 2 that the conclusions on the 

best meshing strategy for the Series 60 hull should be checked using hull forms designed 

to operate at yaw angles over 30 degrees. This approach required data for forces and flow 

patterns measured in experiments to compare with the CFD predictions. 

An example of this type of hull is shown in Figures 4-1 and 4-2. This hull was a 

preliminary design for a tractor tug, developed by Robert Allan Ltd. of Vancouver, B. C 

(Allan et al. 2000). The 1:18 scale model was tested (Molyneux, 2003) at the NRC 

Institute for Ocean Technology (lOT). The focus of this experiment program was to 

obtain lift and drag forces for the hull in combination with different appendages. The 

range of ship speeds was from 4 to 12 knots (with model speeds based on Froude 
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scaling). Yaw angle was varied between zero and 105 degrees. A summary of the 

principle particulars is given in Table 5-1. 

Table 5-l, Summary of principle particulars for escort tug 

Appendage option Hull only Hull and fin 

Lwl,m 38.19 38.19 

Bwl,m 14.2 14.2 

T (max), m 3.8 6.86 

Displacement, 1276 1276 
tonnes S.W. 

Lateral area, m2 125.4 157.1 

The 1: 18 scale model of this tug was tested at lOT over a range of propulsion and 

appendage configurations, which included the case of the hull with and without the fin 

(Molyneux, 2003). These data can be used to compare the forces measured in 

experiments with CFD predictions for the same flow conditions. Particle Image 

Velocimetry experiments to measure flow vectors around the same tug at a yaw angle of 

45 degrees are described in Chapter 4. These data can be used to compare flow 

measurements with the predicted flow vectors. 

This chapter describes the development of CFD predictions for the forces and flow 

patterns for an escort tug at typical operating angles to the flow and the comparison of 

these predictions with data from model experiments. Some conclusions are made on the 

effectiveness of commercial RANS based CFD codes within the design process for ship 
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hulls that are required to operate at large yaw angles. In the case of an escort tug this 

angle can be up to 45 degrees. 

5.2 MODEL EXPERIMENTS TO MEASURE HYDRODYNAMIC FORCES 

Experiments to measure hull forces were carried out in the Ice Tank of the National 

Research Council's Institute for Ocean Technology (Molyneux, 2003). The objective of 

these tests was to measure hydrodynamic forces and moments created by the hull and the 

appendages on a 1:18 scale model of the ship. No propellers were fitted for these 

experiments. The yaw angles tested covered the full range likely to be encountered during 

escort operation. The results of these experiments allowed basic force data for different 

hull configurations to be compared, in much the same way as a resistance experiment can 

give a measure of merit for different hulls at zero yaw angle. The test method was very 

similar to that proposed by earlier researchers (Hutchison et al., 1993). The fin was at the 

upstream end of the hull, for all cases when it was fitted. The hull remained in the same 

orientation when the fin was removed. 

The models were fixed at the required yaw angle and measurements were made of surge 

force, fore and aft sway forces and yaw moment using a Planar Motion Mechanism 

(PMM). The load measurement system was connected to the tug on an axis along its 

centreline, at the height of the towing staple on the tug. The model was free to roll about 

the axis through the towing staple, and free to pitch and heave. Pitch angle, roll angle, 
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The speeds tested corresponded to 4, 6, 8, 10 and 12 knots, using Froude scaling. At the 

high speeds of 10 and 12 knots, yaw angles tested varied from a small negative value to 

approximately 45 degrees. For speeds of 4, 6 and 8 knots, yaw angles varied from a small 

negative value to 105 degrees. Figure 5-1 shows the model being tested on the PMM. 

Forces and moments were measured in the tug-based coordinate system and non-

dimensionalized using the coefficients given below 

Cq is the force coefficient normal to the tug centerline (sway) and C1 is the force 

coefficient along the tug's centerline (surge). AL is the underwater lateral area of the hull 

and fin (if the fin was fitted), pis the density of the water (kg/m3
) and Vis the speed of 

the ship (rnls). The area of the guard was not included in the analysis, since the flow 

around the guard would be changed when the propellers were operating. Results for a 

nominal speed of 0.728 rnls (6 knots) are shown in Figure 5-2 as force coefficient against 

yaw angle. 
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Figure 5-2, Force coefficients for an escort tug hull with different appendages for a flow 
speed of 0.728 m/s 

When the measured force values were non-dimensionalized, the results for all speeds 

reduced to small variations about a mean value of the coefficient (Molyneux, 2003). This 

implies that free surface wave effects are small for the range of speeds typically found in 

escort tug operation. This observation simplifies the CFD predictions since only the hull 

below the design waterline needs to be considered, and the free surface effects can be 

ignored. 
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5.3 CFD PREDICTIONS OF HYDRODYNAMIC FORCES 

5.3.1 Domain Dimensions 

The surfaces used to the construct the 1:18 scale physical model (Molyneux, 2003) were 

trimmed to the nominal waterline. The trimmed surfaces were imported as IGES files and 

cleaned up using the utilities available within GAMBIT (Fluent Inc., 2005a), the program 

used for creating the meshes. The origin for the original hull surfaces was on the 

centreline, at the level of the keel, with the longitudinal position given by at the extreme 

aft end of the hull (above the waterline). This point was initially retained as the origin for 

the mesh. Dimensions for the surfaces were originally given in inches at model scale. The 

mesh was re-scaled in FLUENT (Fluent Inc., 2005b) to have units of metres, model scale 

and an origin at the leading edge of the waterline for the hull. All dimensions given in this 

report are metres, model scale. 

A rectangular 'tank' was constructed around the hull. This had to be a compromise 

between being large enough that the boundaries had little effect on the results, and small 

enough that it converged to a solution in a reasonable time. A summary of the volume of 

fluid used as the domain is given in Table 5-2. The same domain size was used for 

tetrahedral and hexahedral meshing strategies. Both meshes were created using GAMBIT 

2.1. The domain size in relation to the ship model hull is shown in Figure 5-3. A mesh 

sensitivity study, described in Appendix 3, showed that the predicted forces in the x andy 

directions were not significantly affected by the number of elements in the mesh. 
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5.3.2 Tetrahedral Mesh 

For the tetrahedral mesh, two volumes were created around the hull. The inner volume, 

close to the hull had a constant mesh size at all the boundaries. The outer volume had 

larger mesh elements at the outer surface than at the inner surface. The overall mesh 

geometry was the same for the tug with and without the fin. 

The geometry for the tetrahedral mesh is summarized in Table 5-3. The total number of 

elements within the mesh was 2,170,899. Sections from the mesh are shown in Figures 5-

4 to 5-6. These show different views to illustrate how the individual cells relate to the hull 

geometry. The same basic mesh geometry was used for the hull with and without the fin, 

and so views are shown for the case with the fin only. 

Table 5-3, Summary of mesh dimensions 

Mesh 
X max X min Ymax Ymin Z max Zmin size* Number of 

m m m m m m m elements 

Inner mesh 0.508 -2.667 1.016 -1.016 0.211 -0.297 0.03175 482,260 

Outer mesh 5.715 -4.318 4.318 -4.318 0.211 -1.948 0.1016 1,688,639 

*at surface 

190 



> 

Tug with fin, 
Tetrahedral mesh 

0.5 

0 

-0.5 

0 2 
X 

Figure 5-4, Tetrahedral mesh for escort tug, with fin, waterline view 
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Figure 5-5, Tetrahedral mesh at midship section 

191 



N 

Tug with fin, 
Tetrahedral mesh 

0 

-0.2 

-0.4 

-0.6 

0 0.5 
X 

Figure 5-6, Tetrahedral mesh for escort tug, profile view 

5.3.3 Hexhedral Mesh 

1.5 2 

The surface file used to create the hexahedral mesh was the same as the one used for the 

tetrahedral mesh. For the hexahedral mesh the additional step of creating new surfaces so 

that the hull could be defined completely in four-sided elements was required. This was 

done within Gambit. 

Again the mesh was divided into two regions. One region was close to the hull surface, 

and one was sufficiently far from the hull surface, that flow conditions were not changing 

significantly. The hull and fluid volume were defined using a more elaborate system of 

construction planes along the length of the hull, especially close to the bow and the stem. 
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Once the inner mesh was successfully defined, the cells in the planes were extruded to the 

inlet, outlet and bottom wall boundaries. The mesh was symmetrical about the centreline 

of the ship. 

The total number of elements within the mesh was 986,984, which was less than one half 

of the number used for the tetrahedral mesh. 

Views ofthe hexahedral mesh close to the hull are shown in Figures 5-7 to 5-9. 

Tug with fin, 
Hexahedral mesh 

X 

Figure 5-7, Hexahedral mesh for escort tug, waterline view 
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Figure 5-8, Hexahedral mesh at midship section 

N 

Tug with fin, 
Hexahedral mesh 

0 

-0.2 

-0.4 

-0.6 
0 0.5 

X 
1.5 

Figure 5-9, Hexahedral mesh for escort tug, profile view 
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5.3.4 CFD Solver 

For both meshes the boundary conditions were set as velocity inlets on the two upstream 

faces, and pressure outlets at the two downstream faces. The upper and lower boundaries 

were set as walls with zero shear force. The hull surface was set as a no-slip wall 

boundary condition. 

The CFD solver used was FLUENT 6.1.22. Uniform flow entered the domain through a 

velocity inlet on the upstream boundaries and exited through a pressure outlet on the 

downstream boundaries. Flow speed magnitude was set at 0.728 m/s, which corresponded 

to 6 knots at 1:18 scale, based on Froude scaling. The fluid used was fresh water. 

The angle between the incoming flow and the hull (yaw angle) was set by adjusting the 

boundary conditions, so that the velocity at the inlet planes had two components. The 

cosine component of the angle between the steady flow and the centreline of the hull was 

in the positive x direction for the mesh and the sine component in the positive y direction. 

The pressure outlet planes were set so that the backflow pressure was also in the same 

direction. The advantage of this approach was that one mesh could be used for all the yaw 

angles. Yaw angles from 10 degrees to 45 degrees were simulated. 

The turbulence model used was a K-ro model with the default parameters given in Table 

5-4. Turbulence intensity and turbulent viscosity ratios were set at 1% and 1 respectively. 
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The flow was solved for the steady state case. The non-dimensional residual for each of 

the solution variables (continuity, x, y and z velocity components, K and ro) were set to 

10·3 (default values). All flow conditions reported came to a solution within these 

tolerances. Results were presented as forces acting on the hull (including the fin if it was 

present) and as flow vectors within the fluid. 

Table 5-4, Parameters for K-ffi turbulence model 

* 1.0 a~ 

a~ 0.52 

ao 0.111 

p: 0.09 

/J; 0.072 

Rp 8 

(* 1.5 

Mto 0.25 

TKE Prandl number 2 
SDR Prandl number 2 
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5.4 COMPARISON OF CFD PREDICTIONS WITH EXPERIMENT DATA FOR 
FORCE COEFFICIENTS AT YAW ANGLES 

5.4.1 Hull Only 

Force components and non-dimensional coefficients derived from the results of the CFD 

simulations for the tug hull (without the fin) are given for the tetrahedral and hexahedral 

meshes in Table 5-5. The results of the simulations are compared with the experiments in 

Figure 5-10. 
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Figure 5-l 0, Comparison of CFD predictions for force coefficients with experiment 
values, hull only 
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Table 5-5, Comparison of CFD predictions of hydrodynamic forces, 
tug with no fin 

p 998.2 kg/m3 

AL 0.387 m2 

lfetrahedral 
i£nesh 

# 
Yaw angle V, Surge Sway Cq Cz iterations 

de g. rnfs N N 
10 0.728 5.916 8.761 0.086 0.058 170 
20 0.728 5.535 17.298 0.169 0.054 195 
35 0.728 4.262 31.25 0.305 0.042 225 
45 0.728 2.921 40.415 0.394 0.029 233 
55 0.728 1.175 48.65 0.475 0.011 232 

!Hexahedral 
mesh 

# 
Yaw angle V,rnls Surge Sway Cq Cz iterations 

de g. rnfs N N 
10 0.728 7.198 10.262 0.100 0.070 75 
20 0.728 6.79 20.524 0.200 0.066 82 
30 0.728 5.936 31.032 0.303 0.058 89 
35 0.728 5.326 36.589 0.357 0.052 93 
40 0.728 4.588 42.244 0.412 0.045 98 
45 0.728 3.751 47.735 0.466 0.037 103 
60 0.728 0.99 60.942 0.595 0.010 118 

198 



When the force coefficients derived from experimental measurements were compared to 

the values predicted by CFD, the hexahedral mesh gave the most accurate predictions for 

the tug with no fin. The average discrepancy between the predicted side force component 

and the measured value was 6 percent and the maximum discrepancy was 13 per cent. 

The largest discrepancy between measured and predicted values occurred at 60 degrees of 

yaw. For the tetrahedral mesh the predicted forces are consistently under predicted by an 

average of 18 percent when compared to the measured values, with the maximum 

discrepancy being 24 per cent. 

For the longitudinal force component, which was much smaller than the side force 

component at the operating yaw angles, the tetrahedral mesh had an average discrepancy 

of 1 percent and the hexahedral mesh had an average discrepancy of 4 percent. 

Comparisons were made on the basis of the difference between the measured and 

predicted value of the force component non-dimensionalized by the total measured force 

((Fxz+F/)o.s). 

5.4.2 Hull & Fin 

Force components and non-dimensional coefficients derived from the results of the CFD 

simulations for the combined hull and fin are given for the tetrahedral and hexahedral 

meshes in Table 5-6. The results of the simulations are compared with the experiments in 

Figure 5-11. 
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Figure 5-11, Comparison of CFD predictions for force coefficients with experiment 

values, hull and fin 

It is important to note that experiment force data for the hull and fin condition was not 

available, since this was not a condition required for the original project. All of the 

experiments with a fin included the protective cage. The effect of the cage was estimated 

from the complete data set by subtracting the force components for the cage (estimated 

from the hull only condition and the hull and cage condition) from the hull, fin and cage 

condition. 
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Table 5-6, Comparison of CFD predictions of hydrodynamic forces, tug with fin 

p 998.2 kg/m3 

A 0.4849 m2 

lfetrahedral 
!Mesh 

Yaw angle, Speed, Surge, Total sway, Cq c1 # iterations 
deg m/s N N 
10 0.728 5.878 20.856 0.162 0.046 224 
20 0.728 3.752 42.822 0.334 0.029 259 
30 0.728 1.22 65.079 0.507 0.010 284 
35 0.728 0.418 75.998 0.592 0.003 293 
40 0.728 -0.127 84.03 0.655 -0.001 310 
45 0.728 1.146 86.53 0.674 0.009 428 

Hexahedral 
Mesh 
Yaw angle, Speed, Surge, Total sway, Cq c1 # iterations 

deg m/s N N 
10 0.728 7.712 21.346 0.166 0.060 89 
20 0.728 6.173 45.906 0.358 0.048 102 
30 0.728 3.721 72.174 0.562 0.029 115 
35 0.728 2.065 84.407 0.658 0.016 119 
40 0.728 0.523 94.16 0.733 0.004 128 
45 0.728 -0.556 100.707 0.784 -0.004 145 
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The same observations about the accuracy of the predicted forces apply to the tug with a 

fin as for the tug without the fin, but the differences between the meshes are smaller. The 

hexahedral mesh resulted in predicted forces that were typically within 5 percent of the 

measured values, and never more than 10 percent different, whereas for the tetrahedral 

mesh, the typical agreement was within 7 percent and the maximum discrepancy was 

within 12 per cent. The force coefficients predicted from the hexahedral mesh were all 

within 5 percent of the experiment data for yaw angles between 30 and 40 degrees and 

within 10 percent at 45 degrees. The forces predicted by the tetrahedral mesh over this 

range were typically within 10 percent of the measured forces over the same range of yaw 

angle, but were consistently under predicted relative to the measured values. The force 

coefficients predicted by the hexahedral mesh were a good mean fit to the measured 

values up to 35 degrees of yaw, but above that the forces predicted by CFD are over 

predicted relative to the measured values. 

The predicted normal force (pressure) and tangential force (viscous) components acting 

on the hug hull (fitted with the fin) from the hexahedral mesh are given in Table 5-7. 

These data show that as the yaw angle was increased, the proportion of viscous force to 

total force decreased. At zero yaw, the viscous force was approximately 25% of the total 

force, whereas at 10 degrees yaw, this had dropped to 9%, and at 30 degrees yaw it had 

dropped to 2%. At high yaw angles very little error in the forces at the hull would be 

expected by ignoring the viscous forces completely. One important element of including 

the viscosity forces within the fluid is to ensure the formation of vortices within the flow. 

It is important to check the predicted fluid flow patterns as well as the resulting forces. 
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Table 5-7, Comparison of pressure and viscous forces acting on tug and fin (hexahedral 
mesh) 

Yaw Pressure Viscous Total Viscous/Total 
Angle Force Force Force 

Degrees N N N 

0 6.07 2.06 8.13 0.254 
10 22.11 1.93 22.73 0.085 
20 46.08 1.71 46.32 0.037 
30 72.16 1.45 72.27 0.020 
40 94.05 1.14 94.16 0.012 
50 102.91 0.88 103.11 0.008 

5.5 CFD PREDICTIONS OF FLOW PATTERNS AT 45 DEGREES YAW 

Particle Image Velocimetry experiments were carried out to measure the flow around the 

same tug model at speeds of 0.5 and 1.0 m/s, with a yaw angle of 45 degrees. These 

experiments are described in Chapter 4. Measurements were made within a plane, normal 

to the direction of the incoming flow, at two locations on the hull. One location was a 

plane that intersected with the midship section on the upstream side of the hull, and the 

second location was a plane that intersected the midship section on the downstream side 

of the hull. These planes are shown in relation to the CFD grid (for the hexahedral mesh) 

and the flow direction in Figure 5-12. The PIV experiments were carried out on the 

upstream side of the hull for the hull without the fin, and on the downstream side of the 

hull, with and without the fin. 

203 



1 

0.5 

> 0 

-0.5 

/ 
Flow direction 
(normal to planes) 

-1 
0 0.5 1 

CFD predictions of flow pattern 
Planes used for visulaization of data 
matched to PIV experiments 

Downstream 
plane 

1.5 2 
X 

Figure 5-12, Planes used for comparing predicted flow patterns with PIV measurements 

Since the grid for the CFD simulations had been created using ship-based coordinates, it 

was necessary to use the transformations given below, to convert the coordinates and 

vectors within the CFD simulations to the same flow based coordinate system as the PIV 

experiments. 
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x1 = (xsCosB+ YsSinB) 

y1 =(-xsSinB+ YsCosB) 

where; 
Xf and Y! are in the flow based coordinates 
Xs and Ys are in the ship based coordinates 
8 is the angle between the flow direction and the ship based coordinates. 

Since the transformation about the vertical axis was purely rotation, the third axis (z in the 

experiment notation) was unchanged. 

The CFD predictions of flow vectors within the plane and contours of velocity through 

the plane for the three regions where PIV experiments were carried out are shown below. 

Figures 5-13 and 5-14 show the upstream bilge, Figures 5-15 and 5-16 show the 

downstream bilge, with the fin removed and Figures 5-17 and 5-18 show the downstream 

bilge with the fin present. In each pair of figures, the first figure shows results for the 

tetrahedral mesh and the second shows results for the hexahedral mesh. 

One notable difference between the results given by the two meshes was that the 

hexahedral mesh showed a contour of 0.55 m!s, which extended under the hull, whereas 

this contour is missing from the results with the tetrahedral mesh. 
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5.5.1 Upstream Side, Without Fin 
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Figure 5-13, Flow vectors for tetrahedral mesh 

N 

0.2 

CFD predictions, hexahedral mesh, 
No fin, 45 degree yaw 
Upstream side, 0.500 m/s 

0~=~=~~=-=~-~~~~~ 
_ ... _---- - --------- - - ---------

,r,,~--> 
, . . : ~ ~ 

-1.6 

Vector 
magnitude, 
m/s 

Figure 5-14, Flow vectors for hexahedral mesh 
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5.5.2 Downstream Side, Without Fin 
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Figure 5-15, Flow vectors for tetrahedral mesh 
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Figure 5-16, Flow vectors for hexahedral mesh 
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5.5.3 Downstream Side, With Fin 
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Tug with fin, 45 degree yaw, 
Downstream side, 0.500 m/s 
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Figure 5-17, How vectors for tetrahedral mesh 
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Figure 5-18, How vectors for hexahedral mesh 
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5.6 COMPARISON OF FLOW PATTERNS FROM CFD SIMULATIONS WITH 
RESULTS OF PIV EXPERIMENTS 

Before carrying out the numerical analysis to compare the flow patterns, the original axis 

system used for the PIV experiments was renamed to match the axis system used in the 

CFD simulations. For the PIV experiments, the model was rotated to obtain upstream and 

downstream measurement planes on the same side of the model. For the comparison with 

the CFD simulations, the x-values from the PIV experiments made on the downstream 

side of the hull were reflected, so that the results of the PIV experiments matched the 

CFD simulations. The equivalent names are given in Table 5-8. 

Table 5-8, Renamed axis system between CFD simulations and PIV experiments 

PIV measurements CFD simulations Comparison 
-x* Yr Yr 
y Zt Zt 
z Xf Xf 

-Vx Vyr VYt 
Vy Vzr Vzr 
Vz Vxr Vxr 

* Downstream values only 

In addition to renaming the axes, it was also necessary to convert the PIV grid, measured 

in millimetres, to metres and to shift the origin for the PIV experiments within the final Y!-

ztplane, to match the origin used in the CFD simulations. The shift of each axis is given 

in Table 5-9. 
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Table 5-9, Shift of origin in PIV measurements 

Flow Condition Yrshift, m zrshift, m 
Upstream, no fin -1.200 -0.270 
Downstream, no fin -0.250 -0.175 
Downstream, with fin -0.260 -0.175 

The CFD predictions are compared to the PIV measurements for a flow speed of 0.5 m/s 

in Figures 5-19 to 5-24. Each figure shows the CFD predictions (for tetrahedral and 

hexahedral meshes) as black vectors with the PIV measurements superimposed as red 

vectors. When in-plane vector magnitude was very small, relative to the unit vector, the 

data points are shown as crosses. The PIV data used in the comparison was the combined 

data, based on time averaged flow vectors for all overlapped measurement windows. The 

measured data were presented on 0.200m square grid points. 

5.6.1 Upstream Side, Without Fin 

The results of the PIV experiments showed that the incoming flow separated at the corner 

of the bilge and the flow under the hull had a component moving towards the upstream 

bilge. This condition is compared with the CFD predictions in Figures 5-19 and 5-20, for 

the tetrahedral mesh and the hexahedral meshes respectively. Both meshes give subjective 

agreement in the size and direction of the in-plane flow velocities. Both meshes predict 

the flow separating off the upstream bilge, but neither mesh gives a complete prediction 

of the observed flow under the hull. For the flow under the hull, the tetrahedral mesh 

shows no upstream flow component at all, but the hexahedral mesh shows a weak 

upstream flow component close to the underside of the hull. 
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5.6.2 Downstream Side, Without Fin 

The results of the PIV experiment are compared with the CFD predictions in Figures 5-21 

and 5-22. On the downstream side of the hull, for the case with the fin removed, the PIV 

experiments showed the formation of a vortex on the downstream side of the hull, which 

extended from the keel to the water surface. The flow at the surface was towards to hull, 

but the flow well below the hull was almost vertical. For this condition both meshes show 

good subjective agreement for the magnitude and direction of the in-plane vectors 

predicted by CFD when compared to the results of the experiments. The hexahedral mesh 

gives slightly better definition of the local flow around the core of the vortex, which was 

located just downstream of the corner of the bilge. 

5.6.3 Downstream, With Fin 

The results of the PIV experiment are compared with the CFD predictions in Figures 5-23 

and 5-24. In this condition, the PIV experiments showed that the dominant feature of the 

flow was the formation of a large vortex, with its core located at approximately mid-depth 

of the fin, and just downstream of the corner of the bilge. The upper part of this vortex 

separated on the bilge corner, resulting in a region of slow moving flow under the hull. 

Both CFD meshes showed good subjective agreement with the results of the PIV 

experiments. Both meshes gave good predictions for the location the core of the vortex, 

and in general predicted the magnitude and direction of the flow vectors throughout the 

region where measurements were made. 
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5.7 NUMERICAL ANALYSIS OF FLOW PATTERNS PREDICTED BY CFD 

AGAINST MEASURED PIV DATA 

A numerical method was developed in Chapter 2 for comparing measured flow pattern 

data with the flow patterns predicted using CFD. This data compared the 3-dimensional 

flow vectors measured in experiments with CFD predictions for the same components 

over a common plane. The grid used for the comparison was the grid for the PIV 

experiments shown in Figures 5-19 to 5-24. 

The steps in the process were the same as those used for the Series 60 data described in 

Chapter 2, which consisted of the following steps. The CFD data was reduced to a plane 

larger than the area covered by the measurements, but smaller than the complete plane 

within the CFD simulations. Each velocity component (Vx, Vy, V2) was plotted as a 

contour over the reduced plane, and interpolated on the same grid as the one used for the 

PIV experiments. The in-plane velocity components (Vy, Vz) were combined into vectors. 

The difference between the vectors derived from the PIV experiments and the CFD 

simulations on the same y, z coordinate locations was calculated, using the expression 

and graphed to show the errors in velocity magnitude and direction. 
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The following parameters were also used part of the numerical evaluation of the 

difference between the experiment values and the CFD predictions: 

ErrorVx = Vxexpr - Vxcfd 

ErrorVY = Vyexpt- Vycfd 

ErrorVz = Vzexpr - Vzcfd 

Error2v = ~ ErrorVY 
2 + ErrorVz2 

Error3v = ~ ErrorV} + Errorv: + ErrorVz2 

The results of the numerical analysis for the six flow conditions shown in Figures 5-19 to 

5-24 are shown in Figures 5-25 to 5-36, and summarized in Tables 5-9 to 5-14. 

In each set of results, the first figure shows Verror (magnitude and direction), the second 

shows ErrorVx and the table summarizes the results. All results presented are for the 

measured or predicted values of the flow speed, and have units of m/s for magnitude and 

radians for direction. 
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5.8 DISCUSSION OF EXPERIMENTAL RESULTS 

5.8.1 Through Plane Velocity Components 

Table 5-16 shows a summary of the non-dimensional errors in the through plane velocity 

components for each of the locations around the tug. In this table, the non-dimensional 

parameter Erroru was calculated from Tables 5-10 to 5-15 by non-dimensionalizing the 

values of ErrorVx with the free stream flow speed. 

Table 5-16, Non-dimensional values of Erroru 

Flow region Tetrahedral Hexahedral 
mesh mesh 

Upstream, no fin -0.133 -0.138 
Down stream, no fin -0.068 -0.080 
Downstream, with fin -0.124 -0.175 

From these values it can be seen that the value of Erroru is consistently negative. This 

means that the flow component from the CFD predictions was consistently higher than 

the observed values in the experiments. The difference was consistent with the values of 

the wake from the seeding rake used for these experiments (described in Chapter 3), 

which was seen to be between 10 and 12 percent of the free stream flow. It was expected 

that the wake from the seeding rake was reducing the flow speed, relative to the case 

when the rake was not present. It was also shown that the rake had negligible effect on the 

in-plane flow measurements, so comparison between the CFD simulations and the PIV 

experiments should be focussed on the in-plane flow patterns. 
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5.8.2 In-plane Velocity Components 

Three numerical values were picked to compare the PIV experiments with the tetrahedral 

and hexahedral meshes. These were the mean value and standard deviation of Error2D and 

the fraction of the data where the error between the CFD predictions and the experiments 

(for the in-plane flow components) were within 10% of the free stream speed. The values 

were non-dimensionalized based on the free stream speed of 0.5 m/s. The results are 

given in Tables 5-17 to 5-19. 

Table 5-17, Non-dimensional mean, Error2D 

Flow region Tetrahedral Hexahedral 
mesh mesh 

Upstream, no fin 0.083 0.076 
Down stream, no fin 0.074 0.078 
Downstream, with fin 0.097 0.101 

Table 5-18, Non-dimensional standard deviation, Error2D 

Flow region Tetrahedral Hexahedral 
mesh mesh 

Upstream, no fin 0.117 0.107 
Down stream, no fin 0.049 0.055 
Downstream, with fin 0.064 0.074 

Table 5-19, Fraction of data set where Error2D was within 10% of free stream speed 

Flow region Tetrahedral Hexahedral 
mesh mesh 

Upstream, no fin 0.827 0.840 
Down stream, no fin 0.820 0.785 
Downstream, with fin 0.623 0.598 
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These tables show that there was very little effect of the mesh type on the predicted flow 

patterns, when compared to the observed flow patterns from the PIV experiments. The 

hexahedral mesh had a small advantage on the upstream side of the tug model, but on the 

downstream side, the tetrahedral mesh had a slight advantage. In general, the best 

predictions were for the upstream side of the tug and the worst predictions were for the 

downstream side of the tug, with the fin. 

For the flow on the upstream side of the hull (Figures 5-25 and 5-27), both meshes gave 

similar errors, with the worst predictions of flow vectors close to the hull and the 

accuracy of the predictions improving as the distance from the hull increased. PIV 

measurements close to the hull will likely be the most difficult to obtain accurately, 

because the hull, even when painted black, reflects the light and a bright band is seen in 

the pictures of the particles where the laser beam cuts the hull. Even though the analysis 

software includes a filter to reduce this effect, the experiment results obtained in this 

region may be subject to error. 

On the downstream side of the hull without the fin, (Figures 5-29 and 5-31) the highest 

errors were seen on the underside of the hull, just before the comer of the bilge, and on 

the top of the vortex caused by the flow separation at the bilge. In the region under the 

hull, the CFD did not predict the observed speed of the flow, especially for the tetrahedral 

mesh. In this case the predicted flow was almost stationary, whereas the PIV 

measurements showed it was not. The hexahedral mesh gave slightly smaller error in this 

region. 
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The other area where the predicted flow did not match the observed flow was on the 

downstream side of the hull, between the bottom of the hull and the waterline. This was 

the region where the strongest flow velocities occurred. These high velocities were the 

result of the vortex caused by the flow separation off the corner of the bilge. Again the 

hexahedral gave smaller errors in this region but the difference was not significant 

relative to the tetrahedral mesh. 

When the fin was present (Figures 5-33 and 5-35) and the very large vortex was 

generated, the worst comparison between the experiment data and the CFD predictions 

occurred close to the hull on the downstream side between the bottom of the hull and the 

waterline, and under the hull. Both meshes showed relatively small errors in the flow 

around the vortex, but the hexahedral mesh gave relatively poor prediction of the flow 

patterns close to the waterline, compared to the tetrahedral mesh. 

Based on the numerical analysis, both meshes gave similar predictions of the flow 

patterns around the hull of an escort tug with a yaw angle of 45 degrees, and neither 

approach had a significant advantage in any of the conditions investigated. 

The non-dimensional values for the errors between the PN experiments and the CFD 

predictions for the escort tug at 45 degrees yaw are compared to the Series 60 model at 35 

degrees yaw taken from Chapter 2 in Table 5-20 for the tetrahedral mesh and Table 5-21 

for the hexahedral mesh. These tables show that the accuracy of the CFD predictions for 
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the escort tug was better than for the Series 60 model, and the CFD predictions showed 

less variation with the type of the mesh. 

Table 5-20, Comparison between Series 60 and escort tug, tetrahedral mesh 

Parameter Series 60, CB=0.6 Escort tug, no fin Escort tug, with fin 
Yaw angle 35 Yaw angle45 Yaw angle45 
degrees, degrees, degrees, 
Midship section Midship section Midship section 

Errorv 0.091 0.024 -0.01 
Errorw 0.013 0.010 0.040 
Error2D 0.241 0.070 0.098 

Table 5-21, Comparison between Series 60 and escort tug, hexahedral mesh 

Parameter Series 60, CB=0.6 Escort tug, no fin Escort tug, with fin 
Yaw angle 35 Yaw angle 45 Yaw angle45 
degrees, degrees, degrees, 
Midship section Midship section Midship section 

Errorv 0.053 0.027 0.014 
Errorw 0.049 0.003 0.042 
Error2o 0.164 0.078 0.102 

These differences may be due to the significant differences in the hull shapes between the 

escort tug and the Series 60 hull. The escort tug was proportionally much wider 

(L/B=2.69) and shallower (Bff=3.74) compared to the Series 60 hull with LIB=7.5 and 

Bff=2.5. The flow on the downstream side of the escort tug (between the waterline and 

the keel) was proportionally faster than the flow on the downstream side of the Series 60 

hull, while the flow over the bottom was approximately the same. As a result, there was 
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less of a shear force gradient on the tug and so when the vortex forms it will not be as 

strong as the vortex on the Series 60. 

5.9 RECOMMENDATIONS FOR FURTHER STUDY 

There are some improvements that could be made to the CFD mesh that might improve 

the level of prediction of the forces and flow patterns. The first major refinement would 

be to include the free surface waves generated by the hull. This was ignored from the 

current meshes, on the basis that the effect of the free surface on the forces measured in 

the model experiments was seen to be small. The free surface of the water will distort and 

may affect the flow patterns close to the surface. This effect will become more noticeable 

as yaw angles and flow speeds increase. 

Another refinement would be to make the mesh elements smaller in key areas of the flow. 

The most likely areas for refinement are where vortices are generated in the flow. The 

most noticeable vortices observed in the PIV experiments were around the downstream 

bilge for the hull without the fin, and the large vortex generated by the fin when it was 

fitted. The refined mesh could be compared with the single measurement window PIV 

data, instead of the coarser data spacing that was used for the complete data set. The data 

from the single measurement windows shown in Chapter 4 is available on very fine grid 

points, but a complete grid with cells at a similar spacing would be exceedingly large and 

require a very long time to come to a solution. 
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5.10 CONCLUSIONS 

A commercial RANS Computational Fluid Dynamics (CFD) code was used to predict the 

forces generated by an escort tug hull, and the same hull fitted with a low aspect ratio fin, 

over the typical operating range of yaw angles, from 10 to 60 degrees. Two types of mesh 

were used. One type was a tetrahedral mesh, consisting of elements with four, three sided 

faces. The other type was a hexahedral mesh, consisting of elements made of six four 

sided faces. The most accurate force predictions were obtained using the mesh made 

entirely of hexahedral elements. This mesh gave force predictions that on average were 

within 5-6% of measured values for the same flow conditions, and never exceeded 10%. 

The number of elements for the hexahedral mesh was less than one half of the number in 

the tetrahedral mesh, which resulted in a faster solution time. 

The flow patterns around the hull predicted by both meshes at 45 degrees yaw were 

compared to PIV measurements taken at two planes around the hull. A subjective 

comparison of the results indicated that the hexahedral mesh gave slightly better 

predictions of the flow patterns, especially for the flow conditions across the bottom of 

the hull. A numerical analysis comparing the two meshes over the complete measurement 

region indicated that the differences were very localized and numerically very small. The 

average difference between the measured and predicted in-plane flow velocity vector 

magnitudes was between 8 and 10 per cent. 
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When the data for forces and flow patterns were combined, the best approach for creating 

a CFD simulation of an escort tug operating at a large yaw angle was to use a hexahedral 

mesh. Earlier CFD studies on the Series 60, described in Chapter 2, indicated that neither 

meshing approach had a significant advantage, but this conclusion was based principally 

on flow data and only included force measurements at 10 degrees of yaw. The different 

shape of the hull for the escort tug may have an effect on the accuracy of the predictions 

for different meshes, since this hull was wide and shallow with a high degree of 

curvature, whereas the Series 60 was relatively narrow with very sharp waterlines in the 

bow and stern. 
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CHAPTER6 

DISCUSSION ON THE APPLICATION OF CFD TO 
HULLS OPERATING AT LARGE YAW ANGLES 

6.1 INTRODUCTION 

For a practising naval architect, an important aspect of a CFD computer code is its 

potential ability to predict fluid pressure acting on a ship's hull, flow velocities within the 

fluid around the hull and integrate the pressure to obtain global forces. These results can 

be interpreted to refine the design of the hull being developed. The areas of investigation 

can be the hull form as a whole or studies of localized parts of the hull, such as a fin on an 

escort tug, or a rudder on a conventional ship. 

The discussion in the previous chapters focused on validating CFD simulations against 

experiment data, based on measured planes at specific locations within the fluid. Little 

about the expected flow patterns around the complete hull has been discussed. Since it 

was extremely time consuming to carry out flow measurements in each case, it has to be 

assumed that if the flow predicted by CFD was validated at certain locations, and the 

level of accuracy was found to be acceptable, then the flow at other locations is predicted 

to approximately the same level of accuracy. The CFD code can then be used with some 

level of confidence to interpret the flow around the complete hull. 
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Data showing an overview of the force and velocity magnitude comparisons for 

tetrahedral and hexahedral meshes is given in Table 6-1 for the Series 60 and the escort 

tug (with and without fin). This table shows the difference between predicted and 

measured forces (as a percentage of the measured values) and errors in velocity 

magnitude (as a fraction of the free stream velocity). For the velocity magnitude, the error 

for the in-plane velocity components has been used, since this was available for all of the 

cases studied. 

The research described in the earlier chapters determined the accuracy of a commercial 

Reynolds Averaged Navier-Stokes (RANS) type CFD code for predicting forces and flow 

patterns around a hull when there was a yaw angle. Force predictions were determined to 

be within 5 percent of experiment values for the Series 60 hull at 10 degrees yaw and on 

average within 6 per cent for a range of yaw angles from 10 to 60 degrees for an escort 

tug hull (without a fin). The magnitude of the in-plane flow velocity from flow 

measurement experiments and CFD predictions can also be compared. For the Series 60 

the differences were on average 4.5% at 10 degrees yaw and 15% at 35 degrees yaw. For 

the escort tug at 45 degrees, the average value of the difference between measured and 

predicted flow magnitude was 8.5%. 
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Table 6-1, Summary of differences between CFD predictions and experiments for hulls 
with yaw angle 

Tetrahedral mesh 
Error zd, non-dimensionalized by free 
stream speed 

Number of Yaw 
Hull elements angle Force Section 

20%L 60%L 90%L 
Series 60 1,760,000 10 +5% 0.050 0.038 0.069 

50%L 90%L 
Series 60 1,760,000 35 N/A 0.241 0.102 

50%L 50%L 
Escort tug (DS) (US) 
No fin 2,171,000 20 -15.0% 
No fin 2,171,000 35 -11.0% 
No fin 2,171,000 45 -22.0% 0.074 0.084 

With fin 2,171,000 20 0.3% 
With fin 2,171,000 35 -11.4% 
With fin 2,171,000 45 -5.1% 0.097 

Hexahedral mesh 
Error 2d, non-dimensionalized by free 
stream speed 

Yaw 
Hull angle Force Section 

20%L 60%L 90%L 
Series 60 423,000 10 +14% 0.047 0.039 0.044 

50%L 90%L 
Series 60 423,000 35 N/A 0.164 0.142 

50%L 50%L 
Escort tug (DS) (US) 

No fin 987,000 20 -0.30% 
No fin 987,000 35 4.0% 
No fin 987,000 45 -7.60% 0.078 0.076 

With fin 987,000 20 -0.30% 
With fin 987,000 35 -1.80% 
With fin 987,000 45 +10.5% 0.101 
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This chapter presents the results of some CFD simulations using a commercial RANS 

CFD code for ship hulls with a yaw angle, and discusses some possible areas of 

application where CFD can be used to improve escort tug design. The effects of some of 

the assumptions made to simplify the calculations, such as steady flow conditions and that 

the free surface has a negligible effect on the results, are also discussed. 

6.2 HULL FORM DESIGN 

Four hull forms were chosen for the study described in this section. Three of the hull 

forms used have already been discussed in Chapters 2, 4 and 5. These were the Series 60 

hull form, the escort tug without a fin and the escort tug with a fin. The Series 60 hull 

shape is typical of a high-speed merchant ship hull form, designed for minimum 

resistance in a straight line. The escort tug is a specialized design where operation in the 

'off-design' condition of a high yaw angle is an important part of its operational profile. 

The fourth hull, the Wigley hull was a simple hull shape defined by second order 

functions for section shapes and waterlines. This hull form has been previously used for 

validation of numerical methods in ship hydrodynamics when the hull was at a yaw angle 

(Tahara and Longo, 1994). For consistency, all simulations were carried out using 

hexahedral meshes with no free surface. The four different hull shapes are summarized in 

Table 6-2. 
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Table 6-2 Hull forms used in yaw angle study 

Design UB Bff Yaw angle range, 
degrees 

Wigley 10.00 1.60 0 to 25 
Series 60, CB=0.6 7.50 2.49 Oto 25 
Escort tug, no fin 2.69 3.74 Oto40 
Escort tug, with fin 2.69 2.07 Oto40 

A mesh for the Wigley hull was created to predict the effect of a free surface on the flow 

patterns and forces for a hull with a yaw angle (Collier and Molyneux, 2006). This mesh 

was shown to give predictions of forces that were within 4 percent of experiment 

measurements and wave patterns that matched the significant features of the experiment 

values at Froude number 0.30 at zero yaw angle. No experimentally measured force data 

was found for this hull with a yaw angle, but a comparison of the CFD predictions with 

the measured wave profiles at the hull for 10 degrees yaw showed that the principal 

features of the results had been predicted. 

The predicted forces for each hull are given in Table 6-3. The flow speeds used were 

those used for the original study in each case. The predicted side force coefficient Cq is 

shown plotted against yaw angle for each hull in Figure 6-1. 
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Table 6-3, Predicted side force coefficients for four hull forms 

Yaw 
angle, 

Hull degrees V,m/s A,m2 p, kg/m3 Surge, N Sway,N Cq c1 

Wigley hull 10 1.1827 0.250 998.2 2.154 19.428 0.111 0.012 
Wigley hull 15 1.1827 0.250 998.2 2.081 37.598 0.215 0.012 
Wigley hull 20 1.1827 0.250 998.2 1.921 60.195 0.345 0.011 
Wigley hull 25 1.1827 0.250 998.2 1.599 85.658 0.491 0.009 

Series 60 10 0.875 0.496 998.2 3.404 15.180 0.080 0.018 
Series 60 15 0.875 0.496 998.2 3.569 29.356 0.155 0.019 
Series 60 20 0.875 0.496 998.2 3.675 45.632 0.241 0.019 
Series 60 25 0.875 0.496 998.2 3.634 63.220 0.333 0.019 

ET, no fin 10 0.728 0.387 998.2 7.198 10.262 0.100 0.070 
ET, no fin 20 0.728 0.387 998.2 6.79 20.524 0.200 0.066 
ET, no fin 30 0.728 0.387 998.2 5.936 31.032 0.303 0.058 
ET, no fin 35 0.728 0.387 998.2 5.326 36.589 0.357 0.052 
ET, no fin 40 0.728 0.387 998.2 4.588 42.244 0.412 0.045 
ET, no fin 45 0.728 0.387 998.2 3.751 47.735 0.466 0.037 
ET, no fin 60 0.728 0.387 998.2 0.99 60.942 0.595 0.010 

ET with fin 10 0.728 0.485 998.2 7.712 21.346 0.166 0.060 
ET with fin 20 0.728 0.485 998.2 6.173 45.906 0.358 0.048 
ET with fin 30 0.728 0.485 998.2 3.721 72.174 0.562 0.029 
ET with fin 35 0.728 0.485 998.2 2.065 84.407 0.658 0.016 
ET with fin 40 0.728 0.485 998.2 0.523 94.160 0.733 0.004 
ET with fin 45 0.728 0.485 998.2 -0.556 100.707 0.784 -0.004 
ET with fin 50 0.728 0.485 998.2 0.33 103.109 0.803 0.003 
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Figure 6-1, Predicted side force coefficient against yaw angle, four hull forms 

Figure 6-1 shows that the fin is an essential element for generating side force on the 

escort tug and that the tug hull without the fin is not very efficient at generating a side 

force. For yaw angles below 15 degrees, the Series 60 hull had the lowest side force 

coefficient, but above this yaw angle the lowest side force coefficient was for the tug 

without the fin. The Wigley hull had the highest side force coefficient for a hull without a 

fin for yaw angles of 10 degrees and above, and at 25 degrees yaw the Wigley hull had a 

higher side force coefficient than the tug with the fin. For yaw angles below 22.5 degrees, 

the tug with the fin had the highest predicted side force of all the designs studied. 

The high value of side force coefficient for the Wigley hull and the low value of side 

force coefficient for the tug without the fin can be understood by considering the flow 
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patterns around the hull. Contours of non-dimensional flow velocity magnitude (local 

velocity magnitude divided by free stream velocity) are shown for each of the four hulls 

at a yaw angle of 20 degrees in Figures 6-2 to 6-5. 

Figure 6-2 shows contours of non-dimensional flow velocity for the Wigley hull. This 

figure shows a vortex developing on the downstream side of the hull at the bow and its 

diameter expands as it moves downstream. The Wigley hull form contains a sharp 

discontinuity at the keel. Figure 6-3 shows the same flow conditions for the Series 60 

hull, and a similar pattern was observed. The main difference being that the vortex was 

generated from the keel at the bow, in a similar manner to the Wigley hull, but as the flow 

moved further aft, the vortex formed at the bilge radius rather than the keel. For the tug 

with no fin (Figure 6-4), there was no vortex generated at the bow. In this case, the main 

feature was the flow separation on the downstream side of the hull, starting just ahead of 

the section at 70%L. When the fin was fitted (Figure 6-5), the flow around the fin created 

a large vortex, which extended under the hull, for the full depth of the fin. 

A practical escort tug design must include features other than those directly related to 

hydrodynamics. The tug must have sufficient initial stability, large angle stability and 

freeboard to be able to withstand the overturning moments created by the tow force. One 

method of obtaining a high degree of initial stability is to have a relatively wide and 

shallow hull form, which has a high ratio of the transverse moment of inertia of the water 

plane to the volume of displacement. This has been achieved by using a hull shape with 

relatively blunt waterlines, compared to the Series 60 hull form or the Wigley hull form. 
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The resulting hull form has a lower tendency for the flow to separate at the bow, and as a 

result, the side force coefficient for this type of hull is low, relative to designs, which 

have finer waterline angles at the bow and stern. 

In order to be effective at generating a high value of side force coefficient, an escort tug 

must have some additional appendage, which is very effective at creating the side force 

component. The case investigated used a low aspect ratio fin, which generated 

approximately half of the total side force, but there may be alternatives, which are equally 

effective. 

The high value of the side force coefficient for the Wigley hull has some potential 

applications within escort tug design. The simple hull shape is unacceptable for practical 

tug design since it does not have the displacement or stability characteristics necessary for 

tug operation. Fitting it with a propulsion system would also be challenging given the 

high degree of curvature of the hull surfaces. Although unsuitable for a complete hull, the 

Wigley shape may make an effective keel design for an escort tug. A long shallow keel 

shaped like a Wigley hull, under a conventional tug hull form, may result in a tug with the 

same side force coefficient, but a shallower draft than the escort tug that was tested. 
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Wigley hull with 20 degree yaw 
Contours of vetocity magnitude 

10'%L 

50% 

70%L 

Flow 
dhctlon 

Figure 6.2. Predicted non-dime.n'liOilaJ velocity magnilude around Wigll.!y hull at 20 degrees yaw 
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Figure 6~3. Predic(ed non-dimensior\al vefocily magnirude around Series 60 hull1u 20 degrees yaw 
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Figure 6-4, Predicted non-dimc:n.s-ional velocity magnitude around escon rug (wilhoul fin) aL20 degrees yaw 
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6.3 APPENDAGE DESIGN 

The comparison between measured and predicted forces for the escort tug with a yaw 

angle, discussed in Chapter 5, showed that the effect of the fin on the escort tug was well 

predicted by the CFD code. The CFD code allows the user to determine forces on 

sections of the hull, so in the case of the tug with the fin, the force components can be 

determined for each part separately. Figure 6-6 shows the predicted lift and drag 

coefficients for the fin, when fitted to the hull, as a function of yaw angle. This figure 

shows that the fin stalls at 38 degrees. Experimental values for the combined fin and hull 

show that the local maximum for the side force occurs at 45 degrees (Molyneux, 2003), 

which was confirmed by the CFD predictions. 

Lift and drag coefficient of fin 
against angle of attack 
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Figure 6-6, Calculated lift and drag coefficient for a low aspect ratio fin fitted to 
an escort tug hull. 
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The predicted flow patterns around the fin for yaw angles of 20, 35 and 45 degrees are 

shown in Figures 6-7 to 6-9. Each figure shows vectors of in-plane flow and contours of 

velocity magnitude, in a plane at mid-fin depth parallel to the design waterline. These 

figures show that at 20 degrees, the flow is still attached to the upper (low pressure) side 

of the fin. At 35 degrees the flow has begun to separate and at 45 degrees, the flow has 

completely separated. 

This leads to another application for the CFD code, which would be to optimize the 

design of the fin for an escort tug. This approach would require separate meshes for each 

fin design attached to the same hull. Design factors of the fin that could be studied with 

CFD are the aspect ratio, thickness-chord ratio and profile. More complex fin geometries, 

such as trim tabs or flaps could also be studied. Using CFD enables the forces generated 

by the fin to be evaluated without carrying out model experiments for each fin design. 
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Figure 6-7, Flow around fin, yaw angle 20 degrees 

Flow around fin 
Yaw angle 35 degrees 

> 

Reference 
length, m/s 

1 

Figure 6-8, Flow around fin, yaw angle 35 degrees 
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Flow around fin 
Yaw angle 45 degrees 

>-

Figure 6-9, Flow around fin, yaw angle 45 degrees 

6.4 UNSTEADY FLOW 

Reference 
length, 1 m/s 

1 

One of the assumptions within the CFD solutions discussed above was that the flow was 

steady and the time dependent terms in the Navier-Stokes equations could be ignored. 

The experiment data used for comparison with the CFD results was all based on time-

averaged flow velocities, and so there was no data with which to compare with any time 

varying CFD solutions. There was also a computational advantage, since the solution was 

obtained in a shorter time. 
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entered the domain on the left hand edge, and exited from the right hand edge. The upper 

and lower boundaries and the hull were defined as walls with zero shear force at the wall. 

The two yaw angles considered were 20 degrees and 45 degrees. The time domain case 

was solved for steps of 0.1 seconds and results were presented as contours of velocity 

magnitude. 

Results for the hull with 20 degree yaw are shown in Figures 6-11 to 6-13, at time steps 

of 50, 60 and 70 seconds. At 20 degrees yaw, there is some unsteadiness on the 

downstream flow patterns, but it was restricted to the region close to the hull on the 

downstream side. 

2 

> 0 

-2 

Yaw angle 20 degrees 
~50 

-2 0 2 
X 

Figure 6-11, Two-dimensional flow, based on escort tug waterline, yaw angle 20 degrees, 
flow speed=0.728 m/s t=50 seconds 
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Figure 6-12, Two dimensional flow, based on escort tug waterline, yaw angle 20 degrees, 
flow speed=0.728 m/s t=60 seconds 
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Figure 6-13, Two dimensional flow, based on escort tug waterline, yaw angle 20 degrees, 
flow speed=0.728 m/s t=70 seconds 
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Results for the hull at 45 degrees of yaw are shown in Figures 6-14 to 6-18, for times of 

50, 54, 58, 62 and 66 seconds within the solution. At 66 seconds the flow pattern starts to 

repeat again, so the figures show every one-quarter of the periodic flow cycle. This yaw 

angle shows a high degree of unsteadiness in the flow and clearly shows that vortices are 

being shed periodically at the bow and stern. 

Period of vortex shedding is 
approximately 16 seconds 

1=0 

Figure 6-14, Two dimensional flow, based on escort tug waterline, yaw angle 45 degrees, 
flow speed=0.728 m/s t=50 seconds 
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Figure 6-15, Two dimensional flow, based on escort tug waterline, yaw angle 45 degrees, 
flow speed=0.728 rnls t=54 seconds 
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Figure 6-16, Two dimensional flow, based on escort tug waterline, yaw angle 45 degrees, 
flow speed=0.728 rnls t=58 seconds 
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Figure 6-17, Two dimensional flow, based on escort tug waterline, yaw angle 45 degrees, 
flow speed=0.728 m/s t=62 seconds 
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Figure 6-18, Two dimensional flow, based on escort tug waterline, yaw angle 45 degrees, 
flow speed=0.728 m/s t=66 seconds 
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The periodic vortex shedding is a real part of the flow around an escort tug and would be 

an interesting flow pattern to study. Unfortunately the PIV system used for this research 

cannot give good underwater measurements in a plane parallel to the waterline. Using the 

view directly out of the bottom of the bore scopes results in an unacceptable distortion of 

the image, since this view does not include any optical correction. An alternative 

approach, which should be feasible, would be to make the measurements using the 

cameras in air, without the borescopes and seed the flow at the free surface. 

6.5 FREE SURFACE WAVES 

The most obvious potential shortcoming in the CFD solutions was the omission of the 

free surface within the solution. In order to address this issue some simulations for the 

Wigley hull were carried out with and without a free surface for yaw angles between zero 

and 40 degrees (Collier and Molyneux, 2006). The only data found for validating these 

simulations were experimental measurements of forces and wave profiles along the hull 

at zero yaw, and measurements of wave profile at 10 degrees yaw, so any comparison of 

the effect of waves on the forces and flow patterns can only be based on the results of un

validated CFD simulations. Despite this limitation, the results gave some insight into the 

effect of including a free surface on the calculated forces and flow patterns. 

Flow speed for the comparison between the cases with and without the free surface was 

made at a Froude number (based on ship length) of 0.267. This was the Froude number 
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used for a comparison between the model experiments and CFD simulations at 10 

degrees yaw angle (Tahara and Longo, 1994). 

The effect of free surface on a Wigley hull was evaluated at the highest speeds expected 

for escort tug operation. Based on the hull geometry and operating speeds given in 

Chapter 5, the maximum Froude number for an escort tug would be approximately 0.30. 

The model experiments and CFD validation for force measurements on the escort tug 

(described in Chapter 5) were made at a Froude number of 0.16. Force measurements 

made during experiments at other speeds showed that the side force coefficients varied 

much more with yaw angle than with flow speed. The flow measurements for the escort 

tug using PIV (described in Chapter 4) were made at Froude numbers of 0.110 and 0.219. 

All of the validation of the CFD predictions for the escort tug was carried out close to the 

mid-range of escort tug speeds. 

6.5.1 Predicted Forces 

A summary of the force predictions for each case, with and without the free surface is 

given in Table 6-4. 

Table 6-4, Comparison of force components from CFD simulations for Wigley hull, with 
and without free surface 

# Iterations Fx(N) Fy (N) 
Yaw Angle Speed 
degrees (m/s) Fn FS nFS FS nFS FS nFS 

0 1.18266 0.267 1031 205 2.2427 2.1772 -0.0094 0.0002 
10 1.18266 0.267 1045 200 2.2670 2.1677 18.977 18.811 
15 1.18266 0.267 1067 207 2.0334 2.0720 35.292 35.447 
20 1.18266 0.267 1314 250 2.0135 1.8823 53.874 57.515 
30 1.18266 0.267 1645 609 1.9054 0.8516 89.267 112.83 
40 1.18266 0.267 1675 935 1.7097 -1.101 119.52 155.43 

FS includes fluid free surface 
nFS has boundary condition of a plane at level of nominal free surface 
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In terms of the effect of the free surface on the forces, there was a very small difference 

between the two sets of predicted forces in the x direction (along the centreline of the 

hull) throughout the yaw angle range. For yaw angles up to 20 degrees, the difference 

was less than 0.25N and within 3N at 40 degrees (for a model with a nominal length of 2 

metres). The predicted force values in the y direction (normal to the centreline of the 

hull) show a greater variation. Up to 15 degrees yaw the difference was negligible, but as 

the yaw angle increased, the forces predicted with a free surface were consistently lower 

than the cases without the free surface. At 30 degrees yaw, the predicted forces for the 

free surface were 20 percent lower than the case without the free surface, and at forty 

degrees, the predicted values for the free surface case were 30 percent lower. At a yaw 

angle of 40 degrees, the difference between the side forces was reduced to 2 percent, if 

the flow speed was reduced to a Froude number of 0 .11. 

Adding a free surface to the CFD problem increased considerably the number of 

iterations that the program takes to come to a solution. At small yaw angles the solution 

including the free surface takes five times as many iterations, and at larger yaw angles it 

takes almost twice as many. 

6.5.2 Predicted Flow Patterns 

The predicted flow patterns within a plane at the midsection of the hull at 10 degrees yaw 

are shown with and without the free surface in Figures 6-19 and 6-20, and at 40 degrees 

256 



N 

0.2 

0.1 

Wigley hull with 1 0 degree yaw 
No free surface 

olE\ 
-0.1 

y 

Reference 
velocity, rnls 

Figure 6-19, Flow patterns at 50%L with free surface ignored, 
yaw angle 10 degrees 
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Figure 6-20, Flow patterns at 50%L with free surface included, 
yaw angle 10 degrees 
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Figure 6-21, Flow patterns at 50%L with free surface ignored, 
yaw angle 40 degrees 
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Figure 6-22, Flow patterns at 50%L with free surface included, 
yaw angle 40 degrees 
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yaw in Figures 6-21 and 6-22. These figures show vectors of in-plane flow (magnitude 

and direction) and contours of through-plane flow. 

There was clearly some effect of the free surface on the flow patterns. At 10 degrees yaw 

a small vortex was predicted on the downstream side of the hull when the free surface 

was present, but this was not seen when the free surface was ignored. At 40 degrees of 

yaw, both methods showed a vortex developing on the downstream side of the hull, but 

the location of the core was in a slightly different location. The contours of through plane 

flow were also slightly different in each case. 

The numerical method developed in Chapter 2 for comparing CFD predictions with 

measured flow data was used to compare the different CFD grids. In this case, the basis 

for the comparison was the grid for the hull with no free surface, and the numerical 

difference between the CFD predictions of flow patterns for the hull with and without a 

free surface were calculated. 

The difference between the in-plane predictions for 10 degrees of yaw is shown in Figure 

6-23 and the through-plane predictions are given in Figure 6-24. The numerical values 

from these figures are summarized in Table 6-5. The analysis shows that the numerical 

difference between the flow patterns predicted with and without the free surface, is on 

average within 4 per cent. This difference is smaller than the difference between the 

experiments and the CFD predictions for the Series 60 model at 10 degrees yaw. The 
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largest differences between the two simulations for the Wigley hull with a yaw angle of 

10 degrees occurred on the downstream side of the hull, close to the keel. 

Table 6-5, Comparison of CFD predictions for Wigley hull, with and without free 
surface, yaw angle 10 degrees 

Wigley hull, midsection 
10 degree yaw 

In-plane velocities 
Average Std. Devn. Min. Max. Range 

ErrorVjV 0.018 0.038 -0.060 0.167 0.228 
ErrorV/V 0.008 0.029 -0.068 0.166 0.233 
Error 2d/V 0.035 0.038 0.001 0.235 0.234 

Through plane velocity 
Error V_/V 0.007 0.027 -0.036 0.254 0.289 
Error 3d/V 0.041 0.043 0.003 0.254 0.251 

At forty degrees of yaw, the differences in the predicted flow patterns due to the free 

surface are shown plotted in Figures 6-25 and 6-26, and summarized in Table 6-6. The 

differences shown in this table are much larger than those observed at 10 degrees, and 

larger than the differences between the experiments and CFD predictions for both the 

Series 60 model at 35 degrees yaw and the escort tug at 45 degrees yaw. The largest 

errors were very close to the top of the grid on the downstream side of the model. In this 

case, using the full mesh for the 'no free surface' case may not be a fair comparison, 

since when the flow within this region of the 'free surface' case contained a mixture both 

fluids. 
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Table 6-6, Comparison of CFD predictions for Wigley hull, with and without free 
surface, yaw angle 40 degrees, full grid 

In-plane velocities 
Average Std. Devn. Min. Max. Range 

ErrorVjV -0.060 0.139 -0.655 0.248 0.903 
ErrorV/V -0.029 0.058 -0.309 0.077 0.385 
Error 2d/V 0.110 0.123 0.000 0.658 0.657 

Through plane velocity 

ErrorV/V 0.054 0.108 -0.071 0.765 0.836 
Error3d/V 0.131 0.157 0.001 0.832 0.832 

To ensure that the comparison was based on a single fluid, the maximum z value was 

reduced from zero to 0.02 m. The revised numerical analysis is given in Table 6-7. This 

shows that the comparison between the two meshes was improved, and the difference 

between the predicted flow patterns was now close to the observed differences between 

experiment and CFD predictions for the three hulls for which data was available (Series 

60 at 35 degrees yaw and escort tug at 45 degrees yaw). 

Table 6-7, Comparison of CFD predictions for Wigley hull, with and without free 
surface, yaw angle 40 degrees, reduced grid 

In-plane velocities 
Average Std. Devn. Min. Max. Range 

ErrorVjV -0.053 0.105 -0.547 0.191 0.738 
ErrorV/V -0.032 0.060 -0.309 0.063 0.372 
Error 2d/V 0.082 0.105 0.001 0.635 0.634 

Through plane velocity 
ErrorV/V 0.028 0.056 -0.071 0.344 0.415 
Error 3d/V 0.097 0.114 0.001 0.635 0.635 
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Based on this analysis, it can be seen that the calculated forces and flow patterns around a 

Wigley hull were affected by the presence of the free surface. The degree of difference 

between them depended on the speed of the flow and the yaw angle of the hull. At low 

yaw angles the difference was within 1 percent on forces and, on average, within 4 

percent on flow velocity. As the speed and yaw angle was increased, then the differences 

became more pronounced. The largest differences in the flow patterns between the two 

meshes occurred close to the free surface. If the region close to the free surface was 

removed from the comparison, then the difference between the two sets of results was 

reduced. 
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Figure 6-27, Effect of speed and free surface on side force coefficient at 40 degree yaw, 

Wigley hull and escort tug, without fin 
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It is also likely that the shape of the hull has some effect on the results too. Figure 6-27 

shows a comparison of the calculated side force coefficient for the Wigley hull, with and 

without the free surface, with the escort tug. For the escort tug, the 'free surface' values 

were derived from forces measured during experiments, and the 'no free surface' case 

was taken from CFD predictions. The tug without the fin was chosen for this comparison 

for two reasons. Firstly, measured force values were available for this configuration, 

whereas the forces were estimated for the hull with the fin, as discussed in Chapter 5. 

Secondly, the comparison should give a better understand the effect of hull shape, since 

the Wigley hull did not have a fin. 

Figure 6-27 shows that the trend of side force coefficient against Froude number for the 

tug is the opposite of the Wigley hull. For the tug, the highest coefficient was seen at the 

high Froude numbers, but for the Wigley hull, the highest force coefficient was seen at 

the lowest Froude number. For the escort tug, the CFD case with no free surface had 

approximately the same value as the arithmetic mean of the values for all the cases with a 

free surface. The effect of the free surface on the escort tug could be confirmed by 

running a CFD simulation including the free surface. 

The shape of the Wigley hull resulted in a high degree of flow separation off the keel. 

When the free surface was present this resulted in a lot of mixing of the air and water, 

and a poorly defined free surface on the downstream side of the hull. This was not seen in 

the escort tug experiments, and may explain the opposite trend in the results. 
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6.6 CONCLUSIONS 

Results from a commercial RANS CFD code showed differences in the predicted force 

components and flow velocity distributions that depended on the hull shape and the type 

of appendages fitted. The results can give the naval architect some insights into how the 

flow patterns around a hull at a yaw angle are formed, and the features of the hull that 

influence the magnitude of the resulting hydrodynamic forces. Sharp waterlines at the 

bow, or a large appendage are required to generate high values of side force coefficient. 

In practice, the flow around a hull with a yaw angle is unsteady with time, but the degree 

of unsteadiness will depend on the yaw angle and flow speed. Checking the accuracy of 

the time dependent results of the CFD code will require additional experiment data, since 

all data up to this point has been obtained for time-averaged flow patterns. 

The free surface will have some effect on the predicted flow patterns, but the amount of 

difference will likely depend on the hull shape, the flow speed and the yaw angle. Small 

yaw angles and low flow speeds will be the cases where the assumptions will have the 

least effect on the predicted forces and flow patterns. Based on analysis of a Wigley hull, 

the difference between the predicted forces was within 1 per cent at 10 degrees yaw 

increasing to 30 per cent at 40 degrees. The magnitude of the difference between the flow 

patterns depended on the region used for analysis, but if the comparison was restricted to 

areas where a single fluid was present, the difference between the in-plane velocity 

magnitudes was less than 10 percent for yaw angles up to 40 degrees. 
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It is likely that the effect of the free surface on the escort tug will be smaller than for the 

Wigley hull, especially for the flow speeds used for the comparison of forces and flow 

patterns. At low speeds, measured forces for the escort tug showed less variation with 

flow speed, when compared to the equivalent values for the Wigley hull. This could be 

confirmed by running a CFD simulation, including the free surface, for the escort tug 

model. 
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CHAPTER7 

CONCLUSIONS 

7.1 RESEARCH OBJECTIVES 

In Chapter 1 it was identified that there was very little information available to help naval 

architects understand the flow velocities and the forces that result when a ship's hull 

operates at a large yaw angle (20 to 45 degrees). Escort tugs operate at these yaw angles, 

and the hydrodynamics of these hull shapes have not been analyzed in detail. This lack of 

knowledge may be preventing escort tugs from reaching their optimum hydrodynamic 

performance. It was also speculated that commercial RANS based CFD codes should be 

able to make predictions of forces and flow patterns for a hull in this yaw angle range, but 

the accuracy that could be obtained for these conditions was unknown. 

Predicted forces and flow patterns could be compared against experimental measurements 

(if there were any available) to check the accuracy of the CFD predictions. Data was 

published for the Series 60 hull at 10 degrees yaw (Longo and Stem, 1996, 2002), which 

was below the yaw angle range of interest, and at 35 degrees (Di Felice and Mauro, 

1999), which was within the range of interest. 

The overall objective of this research was to determine how accurate RANS CFD codes 

were at predicting the forces and flow patterns around a hull shape at a high yaw angle 
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and especially hulls shapes typical of those designed for high yaw angle operation. If it 

was found that an acceptable level of accuracy could be achieved, then the CFD code can 

be used for analyzing hull designs at high yaw angles. In order to reach this objective 

three key elements were needed, that were not available from the literature, each having 

several sub elements. These key elements and sub-elements were: 

a) Develop a method for comparing CFD predictions of flow velocities against measured 

data. 

A combined numerical and graphical method was required to reduce the level of 

subjectivity when comparing CFD predictions of flow vectors with measured 

data. 

This involved the following steps: 

i) Make CFD predictions for Series 60 hull to use as test case against 

published experiment data. 

ii) Develop a numerical and graphical method for comparing CFD 

predictions against experiment data. 

iii) Use this method to analyze the accuracy of CFD predictions for Series 60. 

iv) Evaluate the most accurate CFD modelling technique based on Series 60 

results. 

The Series 60 hull was narrower and deeper, with much finer waterlines, than a hull 

typically used for high yaw angle operation. The conclusions developed on this hull shape 
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may not apply to all hulls at high yaw angles. In order to address this concern, two 

additional steps must be taken. 

b) Obtain measurements of flow velocities around a hull designed for operation at a large 

yaw angle. 

Measured flow data for hulls designed to operate at yaw angles between 20 and 

45 degrees (such as escort tugs) were not available. 

This involved the following steps: 

i) Commission a PIV system. 

ii) Develop techniques for seeding the flow in a towing tank suitable for a 

hull with a yaw angle. 

iii) Develop a test plan to obtain data over a suitable measurement area. 

iv) Carry out experiments. 

v) Analyze and interpret results. 

c) Determine accuracy of CFD predictions for a hull designed for large yaw angles. 

Assess the accuracy of CFD codes for predicting forces and flow velocities for a 

hull designed to operate with a high yaw angle. 

This involved the following steps: 

a) Make CFD predictions for an escort tug hull over a range of yaw angles. 
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b) Analyze the accuracy of CFD predictions for an escort tug hull against PIV 

data (using methods developed above). 

c) Determine the most accurate CFD modelling technique based on escort tug 

results. 

d) Assess the effect of the simplifying assumptions within the CFD methods. 

Conclusions were determined at each stage of the research and the significant conclusions 

from the research are given below. 

7.2 METHODS FOR ASSESSING ACCURACY OF CFD PREDICTIONS OF 

FLOW VELOCITIES AGAINST EXPERIMENT DATA 

An evaluation method, based on numerical analysis and graphical presentations, was 

developed that allowed comparisons to be made between experimental measurements of 

fluid velocity and predictions of the same flow conditions made using CFD. It was 

assumed that flow measurements were made on a constant plane within the fluid. The 

method required the definition of an area over which the evaluation was to be made, and a 

grid of comparison points within this area. The analyst must decide on the most 

appropriate measurement area and grid pattern. Both of these choices can be specific for 

the flow patterns being studied. The same general approach can also be used for 

comparing flow vectors predicted by different CFD meshes against each other. 
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In order to make the comparison, each of three orthogonal velocity components (for 

experimental measurements and CFD predictions) was interpolated on a common 

comparison grid. The assessment of the accuracy of the CFD prediction was based on the 

statistics of the differences between the two sets of data. A perfect prediction would have 

a zero value for the difference between the flow vector measured in the experiments and 

the flow vector obtained from the CFD predictions. 

Measured flow data is typically presented as in-plane flow components and through plane 

flow components, regardless of how the measurements were made. For this reason it was 

found to be helpful to consider flow within the measurement plane and the flow through 

the measurement plane separately. If two-dimensional measurements were made, then 

only the in-plane values needed to be considered, and the third dimension can be ignored. 

A graphical presentation was developed that showed the error in magnitude and direction 

of flow velocities between the predicted and measured vectors within the plane. The 

accuracy of the CFD predictions over the complete comparison area was visualized, 

based on the magnitude and direction of the 'error' between the measured values and the 

CFD predictions. The accuracy of the predictions was mapped relative to the geometry of 

the hull or key features within the flow, such as a vortex or a boundary layer. 

Numerical quantities were also used in the analysis and the most useful parameters were 

found to be the magnitudes of the mean error in the individual orthogonal velocity 
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components, the magnitude of the in-plane velocity component, as well as the maximum 

and minimum errors. 

The main advantage of the approach was that it gave a numerical measure of the accuracy 

of the CFD predictions of flow vectors against measured data. It provided a numerical 

index of the accuracy of the predictions and reduced the level of subjectivity required 

when assessing predicted flow vectors against experiment data. Subjectivity was not 

removed completely, since the analyst must pick the region where the comparison is 

being made, and the density of the comparison points. Other parameters can be added to 

the comparison between CFD predictions and experimental results, such as Reynolds 

stresses and vorticity, without changing the principles of the method. 

7.3 APPLICATION OF PIV METHODOLOGY TO TOWING TANKS 

A preliminary study (Molyneux and Xu, 2005) showed that it was necessary to use a 

seeding rake when carrying out experiments using PIV to measure the flow vectors 

around a ship model with a yaw angle in a towing tank. Without active seeding of the 

flow, it was not possible to make consistent measurements of flow velocity, especially on 

the downstream side of the hull, because the seed particle concentration was too low. A 

method was needed to deliver seeding particles into the flow and maintain the minimum 

concentration required for accurate measurements. Ideally the delivery system should 

have had no effect on the flow, but this was impossible to achieve. The next best option 
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was to ensure that the disturbance to the flow caused by the rake was distributed 

uniformly across the measurement window of the PIV system, and that the magnitude of 

the disturbance be as small as possible. 

The multi-fingered rakes used for the experiments described in Chapters 3 and 4 were 

shown to creat a uniform disturbance across the measurement area, but reduced the mean 

flow speed by between 12 and 15%, depending on the flow speed. The disturbance of the 

in-plane flow vectors caused by the rake was shown to be small (less than 2% of the free 

stream flow at 1 m/s) and this number did not change for cases when the seeding rake was 

removed. 

The location of the seeding rake relative to the measurement area (which was varied 

between 720 mm and 3600 mm ahead of the laser light sheet) had little effect on the 

measured mean flow speed, but the particle concentration decreased as the distance was 

increased. Based on this observation, the recommended location for the seeding rake was 

to be just far enough away from the model, so that uniform particle concentration was 

obtained. Beyond this distance, the level of disturbance to the flow due to the rake did not 

decrease, but the particle concentration decreased significantly. 

Since the area of the rake was large, in relation to the measurement area, it affected all of 

the flow being studied in a single PIV measurement window. As a result, if the same rake 

and relative location were used, then flow patterns measured for different geometric 
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arrangements of a ship model should be comparable, but with a similar bias to the results, 

caused by the presence of the seeding rake. 

The estimated uncertainty for the PIV velocity analysis was between 8% and 16%. The 

8% values of uncertainty are estimated for a flow speed of 1.0 rnls with laser pulse times 

of 1000 J.lS. The 16% value of uncertainty was estimated for a flow speed of0.5 rnls, with 

a laser pulse time of 500 J.lS. This level of uncertainty was relatively high compared to 

other PIV systems (Lawson and Wu (1997b ), Soloff et al. (1997), Di Felice and De 

Gregorio (2000), Gui et al. (2001, Calagno et al. (2002)), who claimed values of up to 

5%. The high level of uncertainty was a result of the relatively short pulse times required 

to obtain a measurement with the strongest flow component through the plane of the laser 

sheet. 

The design of the seeding rake could be further refined. The system used for these 

experiments was based on simple circular section pipes, typically used in domestic 

plumbing. They had the advantage of being cheap and readily available, but may have 

had a higher wake than a section with a lower drag coefficient, such as an airfoil. A 

revised rake design using lower drag section pipe should be built and tested with the 

objective of reducing the level of disturbance to the flow in the direction of the main flow 

component, without loosing seeding concentration. 
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7.4 PIV EXPERIMENTS ON AN ESCORT TUG MODEL 

PIV was successfully used to determine the flow velocities around an escort tug model 

with a typical operating yaw angle of 45 degrees. One measurement orientation was used, 

which was a plane normal to the direction of the undisturbed flow. This plane intersected 

with the tug's hull at midships. Measurements were made on the upstream and 

downstream sides of the tug. 

Detailed measurements of the flow velocities around an escort tug model, operating at 45 

degrees of yaw was a hydrodynamic condition that had not been studied before. The key 

flow features identified were: 

1) The separation of the incoming flow on the upstream side of the hull at the comer 

of the bilge and the reverse flow under the hull. 

2) The formation of a vortex on the downstream side of the hull, which extended 

between the bottom of the hull and the waterline, for the tug without the fin. 

3) The formation of a large vortex on the downstream side of the hull when the fin 

was fitted. For a section at midships, the core of the vortex was located at 

approximately the mid-depth of the fin and the maximum beam of the model. This 

vortex changes the flow patterns close to the surface, and the smaller vortex seen 

when the fin was absent was not observed at all. 
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The vortex in the second case discussed above was not as well defined by the PIV 

measurements as the other two cases. This region included a mixing of the flow from two 

distinctly different directions. One flow component along the side of the hull and one was 

under the hull. If two separate seeding systems had been used simultaneously, a more 

complete definition of the flow would have been obtained. 

The speeds for which the experiments were carried out covered the typical operating 

speeds of a tug, using Froude scaling. The direction of the flow vectors relative to the hull 

changed very little with the speed of the undisturbed flow, although the magnitude of the 

velocity components changed with the magnitude of the undisturbed flow. Only carrying 

out experiments at one speed could have reduced the number of experiments. 

Preliminary CFD simulations (Molyneux, 2005) had shown that the total measurement 

area required to define the flow patterns around the hull was much larger than a single 

PIV measurement window (approximately 400 mm by 250 mm). In order to extend the 

measurement area beyond the single window, the model was moved relative to the PIV 

system, by less than the dimensions of the window. As a result, the same area, relative to 

the model was seen in at least three measurement windows. The model was moved 

relative to the PIV system to adjust the measurement location, since this method kept the 

PIV measurement window fixed in space, and removed the need to re-calibrate the it with 

each new measurement location. 
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The flow around the tug model was observed to be turbulent, but the mean flow vectors at 

a particular measurement window were found to be stable. This was determined by 

averaging the calculated flow vectors at each location within the measurement window 

over each time step for the complete sample of image pairs within an experiment. The 

mean flow vectors were then compared to the mean flow vectors with other experiments 

for the same flow conditions at the same window location. In addition the measurement 

windows were converted to a common grid, referenced to the model geometry, and mean 

flow vectors from overlapped windows were included in the comparison. As a result, at 

least six separate views were obtained of key flow features. This comparison showed that 

the flow features were stable (based typically on 100 image pairs and six views of a 

measurement point). 

The nature of the expected flow patterns around the escort tug required that the relatively 

high uncertainty (discussed above) be accepted for two reasons. The first was the desire 

for a large measurement area from a single field of view to maximize the data collected in 

unsteady flow conditions. The second requirement was for the measurement plane to be 

oriented across the strongest flow direction, since this was the primary plane of interest 

for the flow measurements. This orientation resulted in the need for relatively short laser 

pulse times to ensure the same particles were kept within the measurement space for both 

image pairs. 

It would have helped in the analysis of the PIV experiments to have exact locations on the 

model hull identified within the measurement window when the viewing area was close 
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to the hull. This could have been achieved with contrasting marks on the model hull at 

pre-determined locations. These locations could then be transposed into the undistorted 

viewing window, by using the calibration functions. 

7.5 ESTIMATED ACCURACY OF CFD PREDICTIONS FOR HULLS WITH 

YAW ANGLE 

Most of the applications of Computational Fluid Dynamics (CFD) to ship hydrodynamic 

studies have used a hexahedral mesh, where six four-sided faces define elemental 

volumes of fluid. In principle, these cell shapes give the best predictions when the viscous 

shear forces within the boundary layer have a significant impact on the total forces. It is 

theoretically more accurate to compute shear forces on cells of this shape when the shear 

forces are important relative to the pressure forces. This is typically the case for a ship 

hull at a small yaw angle. 

An alternative approach is to use elements made of four three-sided faces. This approach 

may be just as accurate when the effect of the viscous shear forces is diminished, such as 

the case when a ship hull is operating at a large yaw angle. One objective of this research 

was to evaluate the most accurate meshing strategy for solving flow patterns of this type. 

In practice, the flow around a hull with a yaw angle will be unsteady with time, but the 

degree of unsteadiness will depend on the yaw angle and flow speed. Checking the 
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accuracy of the time dependent results of the CFD code will require additional 

experiment data, since all data up to this point that is suitable for comparing with CFD 

predictions has been obtained for time-averaged flow patterns. 

All of the CFD predictions for the Series 60 hull and the escort tug were for the simplified 

case of fluid flow with a flat boundary at the nominal waterline and flow that was 

assumed to be steady. These assumptions were found to be reasonable for low speed flow 

at moderate yaw angles. As the speed of the flow or the yaw angle increased these 

assumptions would become less valid. For the Series 60 case, the free surface was not 

relevant (either because the Froude number was low or the model was symmetrical about 

the design water line). For the escort tug, the Froude number used for validating the 

forces was approximately 0.15 and flow patterns were compared at a Froude number of 

0.10. 

For the Series 60 hull, the tetrahedral mesh gave the most accurate force prediction at 10 

degrees yaw. This was within 5% of the value measured by experiments. For the escort 

tug, the hexahedral mesh gave consistently more accurate predictions of forces 

throughout the range of yaw angles, for both cases, with and without the fin. Up to 35 

degrees yaw, CFD predictions of forces were within 4% of the values measured in 

experiments and within 10.5% at 45 degrees yaw. 

The difference between the force predictions for the two hull forms was due to the local 

flow conditions. The Series 60 hull form was deeper and narrower than the escort tug, 
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with much finer waterlines. Flow on the downstream side of the Series 60 hull was 

moving more slowly than on the downstream side of the escort tug. As a result the 

viscous forces between grid elements were less significant. The high number of elements 

in the tetrahedral mesh may also have contributed to a more accurate solution. In the 

escort tug case, with faster flow on the downstream side of the hull, the hexahedral mesh 

gave more accurate results with the higher speed flow. 

Neither meshing approach gave consistently more accurate predictions of the in-plane 

flow vectors. For the Series 60 hull with 10 degrees of yaw both meshes gave predicted 

velocity vectors that, on average, were within 5 percent of the measured values, except 

for the section at 90%L with the tetrahedral mesh, which was within 7%. At 35 degrees 

yaw, the quality of all the predictions deteriorated. The highest error was for the 

tetrahedral mesh in the plane at 50%L, where the error was on average 24% of the free 

stream flow. All of the other locations gave predictions with average error values between 

10 and 16% of the free stream flow. For the escort tug at 45 degrees yaw, with or without 

the fin, all of the average flow vector magnitudes were between 7% and 10% of the 

measured values, with no observable difference between the meshing strategies. 

Based on this analysis it should be practical to obtain predictions of in-plane flow vectors, 

which on average are within 8 per cent of measured values. The uncertainty estimates for 

the PIV experiments indicated that flow velocities can be measured to within 16% for a 

flow speed of 0.5 m/s and 8% for flow speeds of 1.0 m/s. Given this level of accuracy of 
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the experiments, CFD code can be used to estimate the flow vectors within a fluid moving 

around a hull with a yaw angle to within this level of confidence. 

In general a tetrahedral mesh required a lower level of skill to create than the hexahedral 

mesh, although it took longer to solve a single iteration within the solution. The number 

of elements for the tetrahedral mesh was typically much higher than for the equivalent 

mesh made with hexahedral elements, which was the biggest factor in determining the 

solution time. Even with the higher number of elements required for tetrahedral mesh, a 

solution for a single yaw angle and flow speed combination could be obtained overnight 

using a PC workstation. 

It should be noted that the assessment for the escort tug, described above, was based on 

averaged flow velocity data from multiple PIV windows, interpolated on 20 mm grid 

squares. The CFD grid for the tetrahedral and hexahedral meshes was approximately this 

density. The PIV data, in its raw form, was available for grid spacing approximately three 

times more dense (6.7 mm grid squares). To match this density in the CFD would require 

a mesh that had 27 times the number of elements in the region of interest. This was not 

attempted. 

Selecting the type of CFD mesh is important if comparing measured and predicted forces 

is the primary objective, but the optimum choice will depend on the hull geometry and the 

flow conditions. For the escort tug, which was relatively wide and shallow with full 

waterlines, a hexahedral mesh was more accurate for yaw angles up to 45 degrees. For the 
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Series 60, which was narrow and deep, with sharp waterlines, the tetrahedral mesh was 

the most accurate (based on measured force data at 10 degrees yaw only). This difference 

in the most effective type of mesh is related to the flow conditions around the hull. The 

shallow escort tug hull had much less tendency to slow down the flow on the downstream 

side of the hull. 

It can be concluded that the best mesh for CFD predictions of forces for a hull with a yaw 

angle will depend on the expected flow conditions and hull geometry. A hexahedral mesh 

will give the best predictions for wide, shallow hulls, whereas a tetrahedral mesh will give 

the best predictions for narrow, deep hulls. 

If comparing flow patterns is the primary objective, the selection of the type of mesh does 

not appear to be significant. Neither the tetrahedral mesh nor the hexahedral mesh showed 

a significant advantage over the other for any of the cases where experiment and CFD 

predictions were available. 

7.6 APPLICATION OF CFD TO THE DESIGN OF ESCORT TUGS 

The level of accuracy of the CFD predictions, discussed in the previous section, indicates 

that the results of the RANS CFD code can be used to predict the flow patterns and 

resulting forces around a hull with a yaw angle with a reasonable degree of confidence. 
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Forces can be predicted to within 4% for yaw angles up to 35 degrees and flow velocities 

can be predicted to within 10%. 

From the CFD predictions for the escort tug, with and without the fin, it was seen that the 

fin was an essential element in generating the obtained level of side force coefficient, 

even when the fin was stalled. The high side force coefficient for the escort tug with the 

fin was due to the formation of a large vortex that formed downstream from the low 

aspect ratio fin fitted at the bow. This vortex was observed in the PIV experiments and 

predicted by the CFD code. The side force component due to the fin was approximately 

50% of the total force generated by the tug. 

Without this fin, the tug hull alone had a relatively low value of side force coefficient. A 

higher value of side force coefficient was obtained for the Series 60 hull and the Wigley 

hull than for the escort tug without the fin. This higher value of side force coefficient was 

due to the formation of a vortex at the bow for the Wigley and Series 60 hulls, which 

expanded as it moved downstream. For the escort tug without the fin, this vortex was not 

predicted for yaw angles up to 45 degrees. 

The CFD predictions made for this research have given some useful insights into the 

forces generated by a low aspect ratio fin, and may be used to assess alternatives to this 

design, which will create the same level of side force coefficient, but from different 

geometrical dimensions. 
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From the research described in this thesis, it can be seen that RANS CFD codes can be 

used to predict the flow patterns and forces for a hull with a yaw angle up to 45 degrees 

and that analyzing the flow for different tug geometries using RANS CFD codes can lead 

to more effective tug designs in the future. Areas for future research include a detailed 

assessment of the effect of the free surface on CFD predictions of escort tug performance 

and the solving the resulting forces and flow patterns in the time domain. 
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APPENDIX 1 

RESULTS OF MESH SENSITIVITY STUDY 

SERIES 60 HULL 
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A mesh sensitivity study was carried out for the Series 60 hull form, within the overall 

boundaries given in Chapter 2. For the tetrahedral mesh, the number of elements was 

varied by changing the size of the elements at the surface boundaries. For the hexahedral 

mesh, the number of elements in the region close to the hull was varied. In each case, the 

size of the elements far away from the hull was unchanged. 

The results show that for each mesh, the differences in calculated forces within 1 

Newton. 

Table Al-l, Results of mesh sensitivity study, effect of number of elements on calculated 
forces 

Yaw =10 degrees v 0.875 m/s 

number of 
elements, 

Iterations OOO's Fx Fy Ft Ct Cs 

Tetrahedral mesh 171 577 3.57 14.66 15.09 5.917 24.297 

Tetrahedral mesh 177 1,131 3.513 13.993 14.43 5.822 23.191 

Tetrahedral mesh 176 1,760 4.51 13.56 14.29 7.471 22.474 

Hexahedral mesh 119 248 3.40 15.18 15.55 5.642 25.152 

Hexahedral mesh 116 423 3.46 15.05 15.44 5.741 24.938 

Hexahedral mesh 118 774 3.37 15.64 16.00 5.580 25.919 
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Series 60, hexahedral mesh, 
Effect of number of elements on computed forces 
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APPENDIX2 

PARTICLE IMAGE VELOCIMETRY MEASUREMENTS FOR 

FLOW AROUND AND ESCORT TUG MODEL 

TEST LOG 
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Table 1: Upstream side, no fin 

Speed, Beam to X y 
Test date Time 8t, !-IS m/s centreline, mm bore scope correction correction # frames Threshold Notes 

laser model height, mm mm mm 
30-Jan-06 14:20:08 1000 0.50 300 0 0 0 0 100 25 

14:37:15 1000 0.50 300 0 0 0 0 100 25 
14:44:17 1000 0.50 300 0 0 0 0 100 25 
14:49:19 500 1.00 300 0 0 0 0 100 25 
14:52:51 500 1.00 300 0 0 0 0 100 25 

30-Jan-06 15:03:22 1000 0.50 200 0 0 100 0 100 25 
15:11:44 1000 0.50 200 0 0 100 0 100 25 
15:18:06 500 1.00 200 0 0 100 0 100 25 Not used 
15:22:42 500 1.00 200 0 0 100 0 100 25 Not used 

30-Jan-06 15:35:09 1000 0.50 200 0 0 100 0 100 25 Not used 
15:38:59 1000 0.50 200 0 0 100 0 100 25 Not used 
15:42:33 1000 0.50 200 0 0 100 0 100 25 Not used 
15:47:13 1000 0.50 200 0 0 100 0 100 25 Not used 
15:53:43 1000 0.50 200 0 0 100 0 100 25 Not used 
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Table 1 continued: Upstream side, no fin 

Speed, Beam to X y 
Test date Time ot, !lS m/s centreline, mm borescope correction correction # frames Threshold Notes 

laser model height, mm mm mm 

31-Jan-06 9:28:44 1000 0.50 200 0 0 100 0 100 25 
9:33:31 1000 0.50 200 0 0 100 0 100 25 
9:37:50 500 1.00 200 0 0 100 0 100 25 
9:43:55 500 1.00 200 0 0 100 0 100 25 
9:48:32 500 1.00 200 0 0 100 0 100 25 

31-Jan-06 10:01:01 1000 0.50 100 0 0 200 0 100 25 
10:06:57 1000 0.50 100 0 0 200 0 100 25 
10:14:27 500 1.00 100 0 0 200 0 100 25 
10:19:16 500 1.00 100 0 0 200 0 100 25 

31-Jan-06 10:30:05 1000 0.50 0 0 0 300 0 100 25 
10:34:41 1000 0.50 0 0 0 300 0 100 25 
10:41:12 500 1.00 0 0 0 300 0 100 25 
10:45:37 500 1.00 0 0 0 300 0 100 25 

31-Jan-06 11:09:34 1000 0.50 300 0 100 0 100 100 25 
11:12:51 1000 0.50 300 0 100 0 100 100 25 
11:24:20 1000 0.50 300 0 100 0 100 100 25 
11:28:55 500 1.00 300 0 100 0 100 100 25 
11:33:48 500 1.00 300 0 100 0 100 100 25 
11:38:32 1000 0.50 300 0 100 0 100 100 25 
11:41:00 1000 0.50 300 0 100 0 100 100 25 
11:46:18 500 1.00 300 0 100 0 100 100 25 
11:50:10 500 1.00 300 0 100 0 100 100 25 
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Table 2, Downstream side, no fin 
Beam to centreline, 

Test date Time ot, JlS Speed, m/s mm borescope x correction y correction #frames threshold 
laser model height, mm mm mm 

26-Jan-06 11:23:52 1000 0.5 100 0 -130 300 -130 100 25 
11:26:53 1000 0.5 100 0 -130 300 -130 100 25 
11:29:33 500 1.0 100 0 -130 300 -130 100 25 
11:33:43 500 1.0 100 0 -130 300 -130 100 25 
11:42:02 500 1.0 100 0 -130 300 -130 100 25 

26-Jan-06 11:54:39 1000 0.5 200 0 -130 200 -130 100 25 
11:59:19 1000 0.5 200 0 -130 200 -130 100 25 
12:03:24 1000 0.5 200 0 -130 200 -130 100 25 
12:17:34 500 1.0 200 0 -130 200 -130 100 25 
12:23:20 500 1.0 200 0 -130 200 -130 100 25 
12:30:24 500 1.0 200 0 -130 200 -130 100 25 
12:36:23 500 1.0 200 0 -130 200 -130 100 25 

26-Jan-06 13:54:46 1000 0.5 300 0 -130 100 -130 100 25 
14:04:17 1000 0.5 300 0 -130 100 -130 100 25 
14:08:55 500 1.0 300 0 -130 100 -130 100 25 
14:12:19 500 1.0 300 0 -130 100 -130 100 25 

26-Jan-06 14:20:34 1000 0.5 400 0 -130 0 -130 100 25 
14:27:11 1000 0.5 400 0 -130 0 -130 100 25 
14:30:57 500 0.5 400 0 -130 0 -130 100 25 
14:34:56 500 1.0 400 0 -130 0 -130 100 25 
14:38:19 500 1.0 400 0 -130 0 -130 100 25 
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Table 2 continued, Downstream side, no fin 

Beam to centreline, 
Test date Time ot, 11s Speed, m/s mm borescope x correction y correction #frames threshold 

laser model height, mm mm mm 
27-Jan-06 9:59:19 1500 0.5 400 100 20 -100 0 100 25 

10:08:39 1500 0.5 400 100 20 -100 0 100 25 
10:15:31 700 1.0 400 100 20 -100 0 100 25 
10:24:33 700 1.0 400 100 20 -100 0 100 25 
10:28:38 700 1.0 400 100 20 -100 0 100 25 

27-Jan-06 10:38:17 1500 0.5 400 200 20 -200 0 100 25 
10:48:40 1500 0.5 400 200 20 -200 0 100 25 
10:51:54 700 1.0 400 200 20 -200 0 100 25 
10:56:20 700 1.0 400 200 20 -200 0 100 25 

27-Jan-06 11 :11 :08 1500 0.5 400 300 20 -300 0 100 25 
11:16:34 1500 0.5 400 300 20 -300 0 100 25 
11:22:25 700 1.0 400 300 20 -300 0 100 25 
11 :26:45 700 1.0 400 300 20 -300 0 100 25 

27-Jan-06 15:12:48 500 0.5 400 0 20 0 0 100 25 
15:15:16 1000 0.5 400 0 20 0 0 100 25 
15:17:59 500 1.0 400 0 20 0 0 100 25 
15:20:52 500 1.0 400 0 20 0 0 100 25 
15:27:18 1000 0.5 400 0 20 0 0 100 25 
15:30:41 1000 0.5 400 0 20 0 0 100 25 
15:33:32 1000 0.5 400 0 20 0 0 100 25 
15:39:09 500 1.0 400 0 20 0 0 100 25 
15:42:35 500 1.0 400 0 20 0 0 100 25 
15:48:13 500 1.0 400 0 20 0 0 100 25 
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Table 3, Downstream side, with fin 
Speed, Beam to X y 

Test date Time ot, j..tS m/s centreline, mm borescope correction correction #frames Threshold Notes 
laser model height, mm mm mm 

18-Jan-06 15:29:35 1000 0.5 400 0 0 0 0 50 12 
15:35:09 1000 1.0 400 0 0 0 0 50 12 
15:48:14 2000 0.5 400 0 0 0 0 50 12 
15:51:13 1000 1.0 400 0 0 0 0 50 12 

19-Jan-06 10:00:15 2000 0.5 400 100 0 -100 0 50 12 Not used 
10:06:41 2000 1.0 400 100 0 -100 0 50 12 Not used 
10:13:30 1000 1.0 400 100 0 -100 0 50 12 Not used 
10:26:17 2000 0.5 400 100 0 -100 0 50 12 
10:29:36 2000 0.5 400 100 0 -100 0 50 12 
10:33:14 1000 0.5 400 100 0 -100 0 50 12 
10:39:31 1000 1.0 400 100 0 -100 0 50 12 
10:42:39 1000 1.0 400 100 0 -100 0 50 12 

19-Jan-06 10:57:10 2000 0.5 400 200 0 -200 0 50 12 
11:01:16 2000 0.5 400 200 0 -200 0 50 12 
11:07:01 2000 0.5 400 200 0 -200 0 50 12 
11:11:05 1000 1.0 400 200 0 -200 0 50 12 
11:18:52 2000 0.5 400 200 0 -200 0 50 12 
11:21:44 1000 1.0 400 200 0 -200 0 50 12 
11:27:18 1000 1.0 400 200 0 -200 0 50 12 

19-Jan-06 11:40:33 2000 0.5 400 300 0 -300 0 50 12 
12:04:06 2000 0.5 400 300 0 -300 0 50 12 
12:10:37 2000 0.5 400 300 0 -300 0 50 12 
12:13:36 1000 1.0 400 300 0 -300 0 50 12 
12:18:04 1000 1.0 400 300 0 -300 0 50 12 
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Table 3 continued, Downstream side, with fin 
Speed, Beam to X y 

Test date Time Ot, j..IS m/s centreline, mm borescope correction correction # frames Threshold Notes 
laser model height, mm mm mm 

19-Jan-06 13:43:16 2000 0.5 400 400 0 -400 0 50 12 
13:51:39 2000 0.5 400 400 0 -400 0 50 12 
13:56:21 2000 0.5 400 400 0 -400 0 50 12 
13:59:51 2000 1.0 400 400 0 -400 0 50 12 Not used 
14:07:31 1000 1.0 400 400 0 -400 0 50 12 
14:11:38 1000 1.0 400 400 0 -400 0 50 12 

14:22:12 2000 0.5 400 500 0 -500 0 50 12 
14:28:44 2000 0.5 400 500 0 -500 0 50 12 
14:32:14 2000 0.5 400 500 0 -500 0 50 12 
14:34:24 1000 1.0 400 500 0 -500 0 50 12 
14:36:50 1000 1.0 400 500 0 -500 0 50 12 

24-Jan-06 14:40:28 1500 0.5 400 0 -130 0 -130 100 25 Not used 
14:46:39 1500 0.5 400 0 -130 0 -130 100 25 Not used 
14:53:32 700 1.0 400 0 -130 0 -130 100 25 
15:02:23 700 1.0 400 0 -130 0 -130 100 25 
15:12:52 700 1.0 400 0 -130 0 -130 100 25 Not used 
15:21:00 700 1.0 400 0 -130 0 -130 100 25 Not used 

24-Jan-06 15:35:21 1500 0.5 400 100 -130 -100 -130 100 25 Not used 
15:44:58 1500 0.5 400 100 -130 -100 -130 100 25 Not used 
15:47:46 1500 0.5 400 100 -130 -100 -130 100 25 
15:50:58 700 1.0 400 100 -130 -100 -130 100 25 
15:54:59 700 1.0 400 100 -130 -100 -130 100 25 Not used 
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Table 3 continued, Downstream side, with fin 
Speed, Beam to X y 

Test date Time 8t, !JS m/s centreline, mm borescope correction correction # frames Threshold Notes 
laser model height, mm mm mm 

25-Jan-06 9:51:34 1500 0.5 400 200 -130 -200 -130 100 25 
9:56:45 1500 0.5 400 200 -130 -200 -130 100 25 
10:01:44 1500 0.5 400 200 -130 -200 -130 100 25 
10:04:53 700 1.0 400 200 -130 -200 -130 100 25 
10:10:36 1000 1.0 400 200 -130 -200 -130 100 25 

25-Jan-06 10:26:00 1500 0.5 400 300 -130 -300 -130 100 25 Not used 
10:29:56 1500 0.5 400 300 -130 -300 -130 100 25 Not used 
10:33:20 1000 1.0 400 300 -130 -300 -130 100 25 Not used 
10:41:12 1500 0.5 400 300 -130 -300 -130 100 25 
10:45:03 1500 0.5 400 300 -130 -300 -130 100 25 
10:47:24 1500 0.5 400 300 -130 -300 -130 100 25 
10:50:43 700 1.0 400 300 -130 -300 -130 100 25 
10:54:50 700 1.0 400 300 -130 -300 -130 100 25 

25-Jan-06 11:03:55 1500 0.5 400 400 -130 -400 -130 100 25 
11:07:06 1500 0.5 400 400 -130 -400 -130 100 25 
11:11:31 700 0.5 400 400 -130 -400 -130 100 25 
11:14:38 700 1.0 400 400 -130 -400 -130 100 25 
11:23:05 700 1.0 400 400 -130 -400 -130 100 25 
11:27:01 1500 1.0 400 400 -130 -400 -130 100 25 
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Table 3 continued, Downstream side, with fin 
Beam to centreline, 

Test date Time 8t, j.!S Speed,m/s mm borescope x correction y correction # frames threshold Notes 

25-Jan-06 11:38:00 1500 0.5 400 500 -130 -500 -130 100 25 
11:42:01 1500 0.5 400 500 -130 -500 -130 100 25 
11:45:24 700 1.0 400 500 -130 -500 -130 100 25 
11:51:04 500 1.0 400 500 -130 -500 -130 100 25 Not used 
11:57:13 700 1.0 400 500 -130 -500 -130 100 25 Not used 
12:01 :25 1000 1.0 400 500 -130 -500 -130 100 25 

25-Jan-06 14:25:16 1500 0.5 300 0 -130 100 -130 100 25 Not used 
14:29:41 1000 0.5 300 0 -130 100 -130 100 25 Not used 
14:29:53 1000 0.5 300 0 -130 100 -130 100 25 Not used 
14:32:41 800 0.5 300 0 -130 100 -130 100 25 
14:35:52 1000 0.5 300 0 -130 100 -130 100 25 
14:40:08 700 1.0 300 0 -130 100 -130 100 25 
14:45:21 700 1.0 300 0 -130 100 -130 100 25 

25-Jan-06 15:01 :51 1000 0.5 200 0 -130 200 -130 100 25 
15:08:14 1500 0.5 200 0 -130 200 -130 100 25 
15:12:33 1500 0.5 200 0 -130 200 -130 100 25 
15:16:46 700 1.0 200 0 -130 200 -130 100 25 
15:22:43 700 1.0 200 0 -130 200 -130 100 25 

25-Jan-06 15:37:17 1500 0.5 100 0 -130 300 -130 100 25 Not used 
15:59:53 1500 0.5 100 0 -130 300 -130 100 25 
16:09:04 700 1.0 100 0 -130 300 -130 100 25 
16:15:34 700 1.0 100 0 -130 300 -130 100 25 
16:41:06 1500 0.5 100 0 -130 300 -130 100 25 Not used 
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APPENDIX 3 

RESULTS OF MESH SENSITIVITY STUDY 

ESCORT TUG (NO FIN) 
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A mesh sensitivity study was carried out for the escort tug hull form, within the overall 

boundaries given in Chapter 5. For the tetrahedral mesh, the number of elements was 

varied by changing the size of the elements at the surface boundaries. For the hexahedral 

mesh, the number of elements in the region close to the hull was varied. In each case, the 

size of the elements far away from the hull was unchanged. 

The results show that for the hexahedral mesh, the differences in calculated forces are 

within 1 Newton, which is lower than the resolution of the PMM frame used to measure 

the forces in the experiments. For the tetrahedral mesh, this level of resolution was 

obtained once the number of mesh elements exceeded 1.8M. 

Table A3-l, Results of mesh sensitivity study, effect of number of elements on calculated 
forces 

Yaw=45 degrees v 0.728 m/s 

number of 
elements, 

Iterations OOO's Fx Fy Ft Cl Cq 

Tetrahedral mesh 181 1,618 3.94 43.58 43.76 0.0385 0.426 

Tetrahedral mesh 212 1,864 3.13 41.68 41.80 0.0306 0.407 

Tetrahedral mesh 233 2,171 2.92 40.42 40.52 0.0285 0.395 

Hexahedral mesh 103 987 3.75 47.74 47.88 0.0366 0.466 

Hexahedral mesh 145 1,307 2.89 47.53 47.61 0.0282 0.464 

Hexahedral mesh 159 1,636 2.94 46.84 46.93 0.0287 0.458 
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Escort tug, no fin, tetrahedral mesh, 
Effect of number of elements on computed forces 

50.00 ~---r----r---...,----....,....---r-----r-----. 
I 

I .... 

40.00 ------ ~-------'------ _:-------:,_-;••--_,+------: __ -----
1 I I I 

I 

I I I I 
------1------~--------------r------T------~---z 30.00 

t 
i. 20.00 ------+- ----~-------~------~------+------~-------

10.00 

1 I I I I 

------~------~--------------L------~------
1 I I I 

I 

II. I 

.-----~·~--~--_..1 
0.00 +-------~------~r-------,-------~--------r-------~

1

r-------~ 
1,000 1,200 1,400 1,600 1,800 2,000 2,200 2,400 

Number of mesh elements, OOOs 

r=+=Fxl 
~ 

Figure A3-1, Effect of number of mesh elements on calculated forces, tetrahedral mesh 
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Effect of number of elements on computed forces 
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Figure A3-2, Effect of number of mesh elements on calculated forces, hexahedral mesh 
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