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Abstract

This thesis stems from the project with real-time environmental monitoring company

EMSAT Corporation. They were looking for methods to automatically flag spikes and

other anomalies in their environmental sensor data streams. The problem presents

several challenges: near real-time anomaly detection, absence of labeled data and

time-changing data streams. Here, we address this problem using both a statisti-

cal parametric approach as well as a non-parametric approach like Kernel Density

Estimation (KDE).

The main contribution of this thesis is extending the KDE to work more effectively

for evolving data streams, particularly in presence of concept drift. To address

that, we have developed a framework for integrating Adaptive Windowing (ADWIN)

change detection algorithm with KDE. We have tested this approach on several real

world data sets and received positive feedback from our industry collaborator. Some

results appearing in this thesis have been presented at ECML PKDD 2015 Doctoral

Consortium.
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Chapter 1

Introduction

1.1 Background and Motivation

Large amounts of quickly generated data have shifted the focus in data processing from

offline, multiple-access algorithms to online algorithms tailored towards processing

a stream of data in real time. Data streams are temporally ordered, fast changing

and massive. Wireless sensor network traffic, telecommunications, on-line transactions

in the financial market or retail industry, web click streams, video surveillance, and

weather or environment monitoring are just a few sources of such data streams. As

these kinds of data can not be stored in a data repository, effective and efficient

management and online analysis of data streams brings new challenges.

The impetus for this research work came from a joint project with EMSAT

Corporation [ems], which specializes in real-time environment monitoring. EMSAT

develops solutions applicable to a variety of clients’ needs, with a range of types of

data and applications. With the aggregation and visualization components of their

software already present, they were interested in further preprocessing and knowledge

discovery in these data streams, incorporating advanced real-time quality control (QC)

and quality assurance (QA) techniques as well as alerting users to unusual events
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in real time. This requires techniques for automatically flagging a wider range of

anomalies and other events in the data. A special challenge is to perform these tasks

on evolving data streams, where the statistical make-up and quality of data can vary

widely over the deployment of sensors.

Here, we focus on data streams generated by in-situ environmental sensors: a

sequence of time-stamped vectors containing measurements from a group of sensors of

several types. Our first goal was to detect spikes, sharp local increases or decreases in

the measured values due to noise or other anomalous events. Some such spikes could

be detected with simple rule-based approach; other required the structure of nearby

data to be taken into account. Subsequently, we extended our techniques to handle

more subtle contextual anomalies, which could signal a natural event, noise or sensor

malfunction.

As EMSAT works with a variety of clients, we tried to make our approach as general

as possible. In particular, we were motivated by the following scenarios suggested to

us by EMSAT:

• A weather buoy is recording air and water temperature, current and wind speed,

etc. A storm creates a sharp change in the observed data; or a buoy is pulled

under water causing atmospheric measurements to become noise; or the surface

of the water freezes, making data look quite different.

• A nearby forest fire results in an increase of carbon dioxide level in the vicinity of

a sensor; it would be within limits if it were winter, but is unusual in the summer.

Additionally, levels of CO2 increase gradually from year to year, rendering

previous thresholds obsolete.

• Sensors installed on machinery such as an industrial drill generate different-

looking data under load vs. idle; nevertheless, in either regime events which
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might indicate malfunction have to be detected in real time.

As in these scenarios each group of sensors placed together was considered an

independent data stream, we did not explore the spatiotemporal approach.

Originally we planned to obtain samples of raw and corresponding label of anoma-

lous data, and use supervised and semi-supervised learning techniques for anomaly

detection. However, there was no such labelling of data, which lead us to explore

unsupervised techniques. Another major challenge was to tackle the issue of evolving

nature of the data streams.

The main focus of the research work was detecting and flagging anomalies in raw

environmental sensor data in near real-time. Although some types of anomalies can be

detected with simple rule-based techniques, much of the more subtle quality control

is still done manually; we were interested in automating as much of this process

as possible. At this time, the anomalies are detected manually by the experts who

are trained to differentiate between the visual appearance of anomalies and normal

data points. However, for the real-time monitoring tasks such anomalies need to be

detected by an automated process. Moreover, the streaming scenario demands online

processing of data with time delay minimized.

1.2 Our Approach

The major two unsupervised methods for anomaly detection are clustering and statis-

tical methods. For the types of data we were seeing, such as streams of environmental

and meteorological sensor measurements (wind speed, temperature, ocean current,

etc), statistical methods seemed most appropriate. Moreover, initial interest from

EMSAT was using statistical methods as there is such industry standard methods for

spike detection in similar problem domain [noa, p. 23]. Some simple algorithms are
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present for peak detection in online setting using a window based framework in [Pal09].

Basu and Meckeshmeier proposed a median based framework to clean noise from flight

data [BM07]. Subramaniam et al. used kernel density estimation for online outlier

detection in sensor data but no explicit change detection was used [SPP+06]. Takeuchi

and Yamanishi combined change detection with outlier detection, by reducing change

detection to detecting outliers in modified data [TY06]. Bakker et al. proposed

a learning framework which combines change detection mechanism with regression

models [BPŽ+09]. But the primary goal was not outlier detection. Hill and Minsker

used a supervised approach to detect anomalies in environmental data stream which

required a significant amount of training data [HM10]. Hayes and Capretz used a

framework for contextual anomaly detection for big sensor data using a parametric

approach. It also includes an offline component [HC15].

The simplest method is to use a rule based approach to detect noise and other

anomalies. Such rules must be developed with close collaboration with users and

domain experts. But this approach requires significant expert involvement and it is

impossible to develop rules for every real-world scenarios. The most common approach

used in various similar domains is based on the assumption of normal distribution.

That is, data points which reside at least three standard deviations away from the

mean are detected as anomalies. The major drawback of such approach is that it

assumes the underlying data distribution is fixed over time.

Considering statistical methods for anomaly detection, we first explored the para-

metric statistical approach using a Gaussian based model. This technique works

well if the underlying distribution fits properly and the distribution is fixed over

time. But in case of evolving data stream, the distribution is non-Gaussian and the

underlying distribution changes over time due to concept drift or shift. In such cases,

the assumptions needed for parametric approach do not apply. And indeed, parametric
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approach was not showing good performance on our datasets.

To remedy that, we switched to non-parametric methods such as Kernel Density

Estimation (KDE) [Sil86]. Kernel density estimation is attractive because of four

reasons: no prior assumptions about the data distribution, initial data for building the

model can be discarded after the model is built, it scales up well for multivariate data

and is computationally inexpensive [ZMH10]. On our data, KDE has produced much

better results (in terms of the number of misclassified points) than the parametric

approach.

However, to improve detection of contextual anomalies, it is useful to know when

the statistical properties of the data, its context, changes [SG14]. KDE may misclassify

points for some time after the change. There is a number of dedicated methods for

detecting such changes in evolving data stream [GŽB+14], like Adaptive Windowing

(ADWIN), [BG07] one of the most well-known. ADWIN has been incorporated into

several predictive and clustering methods, but our goal was to integrate it with

non-parametric statistical approaches such as KDE.

The main motivation of our approach was to fine-tune the definition of contextual

anomalies in evolving data streams by a well defined context. To achieve that, after

initial anomaly detection, we used ADWIN to detect where the change has occurred,

and, providing there is enough data between change points, retrain KDE on this more

homogeneous stretch of the data stream. Then, some data points can be relabeled

more accurately. We have experimented on several real world data sets and the result

is validated by industrial experts.

Although change detection inevitably introduces a delay in data processing, if the

data is coming fast enough, this is still a viable approach, especially provided that

there is a preliminary labeling done in real time. To the best of our knowledge, there

is no result present in the literature for the combination of adaptive windowing change

5



detection and kernel density estimation.

In our future work, we are working on expanding this idea to the setting of outlier

ensembles [Agg13c]. We are exploring a variety of directions, from manipulating

KDE bandwidth in a sequential model-based ensemble approach, to considering an

ensemble of multiple disparate outlier detection and change detection algorithms. And

in the longer term, we are proposing to consider more complex anomalies as well as

investigating properties of the data which can suggest the techniques most applicable

to that setting.

1.3 Thesis Organization

The remainder of the thesis is organized as follows:

• In Chapter 2, we provide an extensive overview of related work.

• In Chapter 3, we describe our approach and discuss the experimental results.

• In Chapter 4, we summarize our work and discuss future research directions.
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Chapter 2

Literature Review

2.1 Data Stream Mining

Data stream mining has been an active research area for more than a decade, with

sensor data as one of the major sources of data streams. Knowledge discovery from data

streams is a broad topic which is covered in several books including [Agg07,Gam10],

[LRU14, ch. 4], [Agg15, ch. 12]. Extensive analysis tailored specifically to sensor data

can be found in [GGO+08,Agg13a].

In many application domains, a data stream includes a temporal attribute where

each data point has either an implicit or an explicit timestamp. Real time sensor data,

medical data, mechanical system diagnosis are example of such streams of time-series

data. Traditionally it is assumed that time series data can be stored easily and

established offline analysis and mining methods can be applied. But in a streaming

setting, the focus is shifted towards online data mining. This requirement makes the

offline algorithms infeasible, as tasks are expected to be performed in a single pass

and in real-time. Here, we are focusing on detecting anomalies in such sensor data

streams.
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2.2 Anomaly Detection

Anomaly detection is one of the most important areas in data stream mining. This

area is also referred to as outlier detection, deviant discovery, fault detection, intrusion

detection, or misuse detection [GGAH14]. In some sources, there is a subtle distinction

between an outlier and an anomaly, in that outlier refers to an unusual data point

or noise, but anomaly is a particular type of outlier which is interesting to an

analyst [Agg13b, p. 4]. However, here we will use the terms “outlier” and “anomaly”

interchangeably, and only focus on classifying each point. Some well established

definitions of outliers are provided in [Gru69,Haw80,BL94]. Anomaly detection is a

process to effectively detect anomalies based on the domain specific definition. It is

highly unlikely to find a general purpose anomaly detection technique.

Several extensive surveys for anomaly detection are present in the literature [HA04,

CBK09, KKZ09]. Some surveys are more focused on a particular domain. Outlier

detection methods for wireless sensor networks are covered in [ZMH10, MSME15].

In [CBK12], the topics related to discrete sequences are presented. The research issues

of outlier detection for data streams are provided in [SG14].

For temporal/time-series data, a detailed overview is presented in [Fu11, EA12,

GGAH14]. An overview of time-series data streams is presented in [Gam10, ch. 11]. A

separate comprehensive chapter on outlier detection for time series data is presented

in [Agg13b, ch. 8].

It has been identified that an anomaly detection problem has four main aspects

[CBK09]. Firstly, the nature of data such as discrete vs continuous. Secondly, based

on the availability of data labels, anomaly detection problem can be treated using a

supervised or semi-supervised or unsupervised method. Thirdly, anomalies are divided

into three types: point, contextual and collective. Recently a new type of anomaly
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called contextual collective anomaly has been proposed [JZXL14]. We can identify a

data point as a point anomaly if that particular data point is considered anomalous

with respect to the rest of the data. In case of contextual anomalies, a data point is

considered anomalous only in a particular context such as time. Collective anomalies

are a collection of data points which are considered anomalous from the entire data

set. Finally, output of an anomaly detection method is generated as scores or labels.

In our problem domain, we want to detect mostly contextual anomalies.

On the other hand, anomaly detection methods are divided into several groups

like statistical methods, nearest neighbour methods, classification methods, clustering

methods, information theoretic methods and spectral decomposition methods [CBK09,

ZMH10].

Figure 2.1: Taxonomy of outlier detection in wireless sensor network from [ZMH10], high-
lighting two methods studied in this thesis.

Out of many anomaly detection techniques, choice largely depends on the problem

domain [CBK09,ZMH10,KKZ09]. Each method has its strength and weakness. For

example, classification based methods are suitable where a large amount of labeled

data is present. Statistical and clustering based methods are useful where the labeled

data is unavailable. However, the performance of clustering methods largely depends

on the cluster structure. Moreover, anomaly detection is a by-product of clustering.

That is, such methods are not optimized for only anomaly detection [CBK09]. Auto
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regressive models are useful for time-series data where anomaly detection is deviation

based. However, a significant amount of training data is still required.

Statistical methods are the oldest for anomaly detection. The general principle

is that normal data are generated by a fixed generative model. These techniques

assume that the normal data points reside in high probability region while anomalous

points are in the lower probability area of the stochastic model. These are mainly

model based methods. Such methods work in two steps: firstly, to learn a generative

model fitting the data set and secondly, if the probability of the data point to be

generated by this model is very low, the data point is identified as an anomaly. This

modelling can be done in an unsupervised way. Due to the nature of the data, the

problem domain and the interest of our industry collaborator, statistical methods

were most appropriate. There are several advantages of statistical methods [CBK09]:

these techniques provide statistically justifiable solution if the assumption about the

distribution of data is true, and such methods can work without the need of labeled

training data if the distribution estimation is robust.

Recently, the research direction of outlier detection is moving towards ”Outlier

Ensembles” after the influential paper of the same title by Charu Aggarwal [Agg13c].

In particular, [ZCS14] extend this with a focus on unsupervised methods, whereas

[MMA14] leveraged both supervised and unsupervised methods for learning outlier

ensembles. In general, the outlier ensembles methods are sequential and independent.

Each of them can be further categorized into either data centered or model centered

[Agg13c]. There is a great scope of new work in this domain. For example, the

sequential model centered ensembles area is still quite open.
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2.2.1 Parametric Methods

Parametric methods assume prior knowledge about the underlying distribution of

the data. Then the distribution parameters are estimated from the given data. Here,

it is assumed that the normal data points are generated from a known distribution

with parameter p. After that, it is checked whether a data point x is generated by

the estimated distribution provided by the probability density function(pdf) f(x, p).

Now, data point x is identified as an anomaly if it resides at the lower probability

region [HKP11].

Parametric methods can be further divided into two main subcategories: Gaussian

based model and mixture of parametric distributions [CBK09,ZMH10,HKP11]. These

methods assume that the underlying data distribution is Gaussian. This is determined

using two parameters: mean µ and standard deviation σ. The parameters are estimated

using maximum likelihood estimation. The µ and σ is calculated using the following

equations:

µ̂ =
1

n

n∑
i=1

xi (2.1)

σ̂ =

√√√√ 1

n

n∑
i=1

(xi − µ̂) (2.2)

A particular data point is declared an anomaly based on its distance from the

mean µ. In general, it is calculated under the assumption of normal distribution. That

is 99.7% of data resides in µ± 3σ regions. However, different approaches may apply

various thresholds to determine the anomalies.

Another statistical method using Gaussian model is Grubb’s test [Gru69], also

called maximum normal residual test [HKP11]. Firstly, for each data x in a data set,
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the z score is calculated using the following equation:

z =
|x− µ̂|
σ

(2.3)

In the next step, a data point is declared an anomaly if the following equation holds

true:

z ≥ N − 1√
N

√
t2α/(2N),N−2

N − 2 + tα/(2N),N−2
(2.4)

Here, N is the total number of objects in the data set, t2α/(2N),N−2 is the threshold by a

t-distribution at a significance level of α/(2N). Although the assumption of Gaussian

distribution works well in many practical applications, assuming data is generated

by a single distribution could miss the actual distribution. This is the case when the

underlying data distribution is complex. Considering this problem, it is assumed that

data is generated by a mixture of parametric distributions. For example, if there

are two Gaussian distributions with parameters P1(µ1, σ1) and P2(µ2, σ2), then the

probability that a data point x is generated from the mixture of two distributions is

provided by:

Pr(x|P1, P2) = fP1(x) + fP2(x) (2.5)

Here, the fP1 and fP2 are the pdf of P1 and P2. To learn the parameters, Expectation

Maximization(EM) algorithm is used. This is similar to the mixture models for

clustering. Data point x is identified as an anomaly if it does not belong to any cluster.

We have not explored these mixture models for our experiments as we have not used

any clustering.
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2.2.2 Non-parametric Methods

A non-parametric method tries to learn the model from the given data without any

prior assumption on the underlying distribution of the data. It is to be noted that

non-parametric does not mean that there are no parameters. Rather, such methods

make fewer assumptions about the data and consider that parameters are not fixed

before learning the model. A distance measure is defined between a new test instance

and the statistical model. Then some thresholds on this distance are used to determine

whether the data point is an anomaly. Primarily, the non-parametric approaches are

either histogram based methods or Kernel Density Estimation(KDE) [HKP11].

Histograms are specifically effective for density based summarization of univariate

data. These methods are the simplest of the non-parametric approaches. The

construction of a histogram is intuitive. These methods are implemented using two

steps: histogram construction and anomaly detection. In the first step, a histogram is

constructed using initial input data. This initial data work like a set of training data.

As non-parametric methods are not completely parameter free, some user defined

parameters are needed for this construction, in particular number of bins and the

size of the bins. But it does not hold any prior assumption about the underlying

distribution of data. In the anomaly detection step, a data point is considered an

anomaly if it does not belong to any bin of the histogram. There are two major

challenges of such approaches. Firstly, it is difficult to pick the optimal bin size.

Secondly, it often misses the global nature of the data. We have not explored this

area for our experiments due to its limitations.

Kernel Density Estimation(KDE) is used to overcome the limitations of histogram

based methods. These methods use a kernel function to estimate the true density.

There is similarity between kernel density estimation and histogram regarding the
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construction of density profiles. But KDE can construct a smoother density profile

than a histogram. A kernel is a non-negative real valued integrable function which

satisfies the following conditions:

∫ +∞

−∞
K(u)du = 1

K(−u) = K(u)

The kernel density estimation of the probability density function(pdf) is following:

f̂h(x) =
1

nh

n∑
i=1

K

(
x− xi
h

)
(2.6)

Here, x1, ..., xn are independent and identically distributed (i.i.d.) sample of a random

variable f . K() is the kernel and h is the bandwidth parameter which is the main factor

for the smoothing. The selection of different kernel functions is not that important

for the accuracy of the density estimation [Sco15,SPP+06]: rather, the single most

significant parameter of the kernel density estimation is the bandwidth parameter

h. It controls the smoothness or roughness of a density estimate. The bandwidth

selection bears the danger of under or over smoothing.

After estimating the probability density function using kernel density estimation,

the calculated probability density function is used for anomaly detection. For any data

point x, the funtion f̂h(x) computes the probability whether x is generated from the

stochastic process. Data point x is declared an anomaly if the computed probability

f̂h(x) is very low otherwise x is considered normal. There is a variety of kernels for

the estimation such as Gaussian, Uniform, Triangular, Epanechnikov, etc. Kernel

density estimation is primarily attractive because of four reasons: no prior assumption

about the data distribution, initial data for building the model can be discarded
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after the model is built, scales up well for multivariate data and computationally

inexpensive [ZMH10]. To improve the robustness of the model, sequential ensembles

can be used [Agg13b, p. 125].

2.2.3 Anomaly Detection in Environmental Sensor Data

Stream

For spike detection in oceanographic data, statistical methods are used as industry

standard [noa]. There, underlying normal distribution is assumed and data points

are declared as anomalies if they are more than three standard deviations away from

the mean. This process is repeated several times, removing detected outliers and

recomputing mean and standard deviation after each pass.

Several simple algorithms for peak or spike detection in online setting using a

window based framework are described in [Pal09]. The author presented five different

algorithms for peak detection in raw time-series data, which work by comparing a data

point to its neighbours. Out of this group of algorithms, the entropy based algorithm

performed better than the others. However, there was no experiment on real world

data set.

A median based approach has been used in [BM07]. The main motivation of

this work was cleaning noisy data rather than detecting contextual anomalies. The

experiments were done on flight data recorder data, in particular, altitude and roll

angle data. This framework is also window based, and the data stream is not considered

to be evolving.

In the context of anomaly detection for environmental monitoring data, a variety

of ways to construct predictive models from a sensor data stream is presented in

[HMA09, HM10]; the authors considered issues specific to the sensor data setting
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such as significant amounts of missing data and possible correlation between sensor

readings that can help classify a measurement as anomalous. But these are mostly

supervised methods and required a significant amount of training data. The real-time

anomaly detection using dynamic bayesian networks with Kalman filtering, robust

Kalman filtering and Rao-Blackwellized particle filtering is presented in [HMA09].

The results shows that either robust Kalman filtering and Rao-Blackwellized particle

filtering outperform the general Kalman filtering. In [HM10], four different types of

predictor have been used for one step ahead prediction of the next measurement. Then

the predicted value is compared with the actual data for deviation based anomaly

detection. Two different modes of the method are presented: anomaly detection and

anomaly detection and mitigation. The experiments were done in wind speed data,

where January-May data were used for training and only the data of the month of

June is used for testing.

A kernel based technique for online anomaly detection in streaming sensor data is

presented in [PPKG03]. No prior assumption for known data distribution is required

and kernel density estimator is used to approximate the underlying distribution of

sensor data. However, the method does not maintain the model when sensor data

is updated frequently. The above work is extended in [SPP+06]. Here, a framework

is presented to easily extend the kernel density estimation for multivariate setting.

Epanechnikov kernel is used for simplicity. Moreover, it is mentioned that the accuracy

of the density estimation largely depends on the selection of bandwidth parameter

rather than choosing various kernels. But no separate change detector was used to

tackle the issue of concept drift.

An online anomaly detection method for sensor system measurements is presented

in [YSGG10]. A pairwise linear model is used for representation of data. Then

the alignment and similarity measurement are done. Finally, anomaly detection is
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performed using a threshold. However, there is no explicit mechanism for change

detection.

Another framework on contextual anomaly detection for big sensor data has been

presented recently [HC15]. The nature of the problem is closely related with our

problem domain, but this work also does not consider the issue of concept drift. The

experiments are done on real data sets by powersmiths sensors which generate data

from the electrical, water and gas system. The framework has both offline and online

components. It generates k clusters and k Gaussian classifiers for each sensor profile.

The evaluation of Gaussian classifiers is done online. But the general assumption is

Gaussian model based which is a parametric statistical method. This assumption

might not work well in case of evolving data stream where the underlying distribution

changes over time.

2.3 Change Detection

When a data stream evolves over time, changing the composition and distribution of

the data, it becomes useful to note when the changes have occurred, and take this

information into account. The task of detecting such change in the data is referred to

as “change detection”. Different types of change are shown in figure 2.2.

Environmental monitoring data is an example of time-changing sensor data stream.

The algorithm that models the underlying processes should be able to identify these

changes and update the decision model accordingly. The changes primarily appear as

either concept drift or concept shift. The former refers to more gradual change whereas

the latter refers to abrupt change. Let us consider two hypothesis: null hypothesis

(H0) and alternative hypothesis (H1). Hypothesis H0 states that the previously seen

values and current observed values are from the same distribution. Hypothesis H1
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states that the previously seen values and current observed values are from different

distributions. For example, let D1 = (x1, x2, ..., xm) and D2 = (xm+1, ..., xn) with

0 < m < n represent two samples of instances from a Gaussian-generated stream with

means µ1 and µ2, respectively. Now the change detection is testing the null hypothesis

H0 with µ1 = µ2 that the two samples are drawn from the same distribution versus

the alternate hypothesis H1 that they arrive from different distributions with µ1 6= µ2.

There are several methods for change detection described in the literature. [Gam10,

ch. 3] and [Agg07, ch. 5] are separate chapters that cover change detection for data

streams. Detecting concept drift is more difficult than concept shift. Extensive

overview for detecting concept change is provided in [SG09,GŽB+14]. In contrast with

anomaly detection, for concept drift detection, two distributions are being compared,

rather than comparing a given data point against a model prediction. Here, a sliding

window of most recent examples is usually maintained, which is then compared against

the learned hypothesis or performance indicators, or even just a previous time window.

Much of the difference between the change detection algorithms is in the way the

sliding windows of recent examples are maintained and in the types of statistical tests

performed (except for Concept-adapting Very Fast Decision Tree (CVFDT) [HSD01])

though some algorithms like ADWIN [BG07] allow different statistical tests to be

used. These statistical tests vary from a comparison of means of old and new data,

to order statistics [KBDG04], sequential hypothesis testing [MvdBW07], velocity

density estimation [Agg03], density test method [SWJR07], Kullback-Leibler (KL)

divergence [DKVY06]. Different tests are suitable for different situations; in [DKP11],

a comparison of applicability of several of the above mentioned tests is presented.

The following are a sample of algorithms for detecting concept drift. There has

been publicly available implementations of some of them: in particular, the Massive

Online Analysis (MOA) [moa] software environment for online learning of evolving

18



Figure 2.2: Different types of Change [GŽB+14]

data stream incorporates some change detection algorithms.

Probably the oldest algorithm for change detection [Pag54], Cumulative Sum

(CUSUM) maintains a mean of (adjusted) examples seen so far: g0 = 0 and gt =

max(0, gt−1 + (rt− v)) in its simplest form (assuming only positive change). Whenever

the cumulative sum gt exceeds a given threshold, a change is detected. A similar idea

with a different cumulative variable is used in Page-Hinkley (PH) test.

The CVFDT [HSD01] algorithm is an early algorithm that proposed an incremental

approach for building and maintaining a decision tree (Hoeffding tree) in the face of

changes or concept drift that occur in a data stream environment. This algorithm

does not need an external classifier, checking the incoming data against the decision

tree it is maintaining; when that tree does not adequately describe the data, a switch

to an alternative tree is made. There is a number of implementations available.

A common theme amongst change detection algorithms is maintaining a sliding

window of new or relevant data. Bifet et al. [BG07] proposed an adaptive windowing

scheme called ADWIN; the second version ADWIN2 is now available, as well as a

version with Kalman filter [BG06]. In ADWIN, the detection of change is based on

statistical methods, in particular on the use of the Hoeffding bound. An implementation

of ADWIN is available at [adw]. ADWIN and k-ADWIN are incorporated into

MOA [moa]. ADWIN is one of the most well known change detection algorithms for

data streams. It has been successfully integrated with several learning algorithms in

order to deal with concept drift [BG07]. ADWIN keeps a variable length window of

recently seen items with a property. The property is that the window has maximal
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length statistically consistent with the hypothesis that there is no change in the

average value inside the window. Whenever two large enough subwindows exhibit

distinct enough averages, the older portion of the window is dropped.

Recently, a faster algorithm has been proposed named OnePassSampler [SPK13].

This algorithm does not do the extensive within-window comparisons of ADWIN, but

it uses a sequential hypothesis testing strategy. The statistical test involves computing

sample means and using Bernstein bound to estimate the error. It seems to have

good performance in terms of false positive/true positive rate, however its detection

delay is higher. An extension of this work with reservoir sampling technique has been

presented in [PSK14]. Reservoir sampling [Vit85] is a single pass method for obtaining

a random sample of a given size from a unknown sized data pool.

2.4 Combined Approaches

Combined approaches take the issue of change detection into consideration while

developing a method for anomaly detection. In some of the cases, a single method

have been used for both change and anomaly detection.

Two algorithms for outlier detection (considering the issue of change detection) are

presented in [AF07]. Between these two, the second one is memory efficient. To tackle

the issue of concept drift, the methods support queries at arbitrary points-in-time.

Unified techniques for change point and outlier detection are presented in [TY06,

KS09, SZLH13]. Particularly, [TY06] describes unified framework for change and

anomaly detection. Here, the change detection problem is reduced to the issue of

detecting outliers in the time-series. The time-series model considered is an auto-

regressive (AR) model.

Online mass flow prediction from a pilot circulating fluidized bed (CFB) reactor is
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presented in [BPŽ+09]. In this problem domain, changes may occur in burning rate,

oxygen level and carbon dioxide emission. A further extension for handling outlier

and concept drift, a framework is presented in [PBŽ+10]. The authors have proposed

a regression learning framework which combines change detection mechanism with

regression models. Three different external change detection mechanisms have been

used and ADWIN is one of them. The framework presented in [PBŽ+10] detects

outliers first and eliminates them. After that, change detection is done for better

prediction. The main motivation of this work is not outlier detection rather improving

the robustness of online prediction. It is mentioned that the ADWIN was very precise

for change detection.
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Chapter 3

Our Approach

In our joint project with EMSAT, we primarily focused on environmental monitoring

sensor data streams such as air temperature, wind speed, sea surface temperature,

etc. The intention was to integrate our anomaly detection algorithms with EMSAT

real-time data visualization software, which displays the sequence of the data points as

they arrive (including the missing values). The anomaly detection algorithms would

additionally highlight, in real time, all unusual data points, leaving it to the user to

decide whether they are noise or interesting anomalies. We have run our experiments

on raw data from a weather buoy near Newfoundland, maintained by the SmartBay

project.

More precisely, our task is as follows. Let X = {x1, x2, x3, ..., xt−1, xt, ...} be a

environmental monitoring time-series data stream as a sequence of measurements.

The research problem is to decide whether xt+1 is a (contextual) anomaly in real-time:

ideally, before arrival of xt+2. The user can specify a number of parameters, from

minimum/maximum acceptable values to algorithm-specific values such as the size of

the sliding window. Note that even threshold values are data type and location-specific:

for example, the maximum acceptable wind speed at Wreckhouse (Newfoundland,

Canada) is much higher than average.
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Our first approach was to use parametric statistical techniques. However, they

did not seem to perform that well on our data (see more on that in the section on

experimental results). Then, we have moved to kernel density estimation (KDE),

which performed better, yet still misclassified some points. In order to improve its

performance, we turned to explicit change detection: this allows for a “context” with

respect to which a point is labeled as normal or anomalous to be better defined (and

KDE trained on a more homogeneous stretch of data). This idea, implemented as a

combination of KDE with change detection (ADWIN), is the main contribution of

this thesis.

3.1 Combination of Change Detection with

Kernel Density Estimation

We want to fine tune the definition of contextual anomalies in evolving data streams

by a well defined context. Here, we consider context to be well-defined if there is no

change (as could be detected by a change detector) within that stretch of data. In

our approach, we first use ADWIN to detect a recent and significant change point

in the window of data. If such change is detected, we discard the data before the

change point and run KDE on the remaining current data to get a more accurate

density estimation. Then we update the labels on the data points within this stretch

of context.

If the incoming data point is a missing value, we flag it with appropriate flag

value and replace by the mean of the current window. After that, we check whether

the incoming data point is valid by comparing it with the user given minimum and

maximum acceptable values. If it resides outside the range, that data point is obviously
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an anomaly because of erroneous sensing. As a result, it is flagged with appropriate

flag value and replaced by the mean. Now, if the data point is within the range, we

check the probability of the data point being an anomaly against a threshold. If the

data point is a contextual anomaly, it is flagged accordingly, otherwise the data point

is flagged as normal. If the incoming data point is flagged as an anomaly, we may also

replace it with the mean of the current window. As we get slightly different behaviour

in these two cases (see section 3.4.2), we leave the decision to the user. Finally, we let

the sliding window grow until it reaches its initial size. After that we run ADWIN

again on this window and thus ADWIN runs on the sliding window periodically to

compute the change points.

Table 3.1: Flag convention from IOOS manual [ioo]

Flag Short Name Value
Good data 1
Anomalous data 3
Bad data 4
Missing data 9

There are several user-defined parameters for each stream, including maximum and

minimum acceptable values, minimal sliding window size, and sensitivity threshold.

The minimal sliding window size N will vary according to a particular data set.

Typically it should be large enough to have a decent initial density estimation. The

threshold parameter t is usually between 10−4 and 10−6. There are also some internal

parameters: ADWIN’s confidence parameter δ, kernel bandwidth h, change point

limit l, fixed number of previous data points from last change point p. The internal

parameters are also chosen based on the nature of the data and the application domain.

At the start of execution, the sliding window W will contain the initial N values.

ADWIN will run on W , detecting change points. But ADWIN will stop at change

24



point c where |x1...xc| < N ∗ l. That is, if we cut W = {x1, x2, x3, ...xc, ...xt} at point

c into to sub-windows then the size of first sub-window Wprev must be less than N ∗ l,

where l is an internal parameter (change point limit). This is done to ensure that the

second sub-window Wcur will contain enough data so that the KDE can produce a

fairly accurate density estimation. Now, data will be discarded from the beginning up

to index c− p where p is the fixed number of previous data points from last change

point. As the change is sometimes detected with some delay, keeping some previous

data from the change point c will not lose any data generated from current distribution.

After discarding the data up to c − p, W is allowed to grow until |W | = N again.

Thus ADWIN will run on W periodically when it will reach the initial window size.

If an incoming data point xt+1 is within acceptable range, KDE will run on Wcur

with respect to xt+1 using the following equation.

f̂h(x) =
1

nh

n∑
i=1

K

(
x− xi
h

)
(3.1)

We have used the following Gaussian kernel for our framework:

K

(
x− xi
h

)
=

1√
2π
e−

(x−xi)
2

2h2 (3.2)

The bandwidth parameter h was calculated using the Silverman’s rule-of-thumb

[Sil86,Han09]:

h = σ̂Cv(k)n−1/(2v+1) (3.3)

Here, σ̂ is the sample standard deviation, v is the order of the kernel and Cv(k) is the

constant from the following table:
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Table 3.2: Rule of Thumb Constants [Han09]

Kernel v = 2
Gaussian 1.06
Epanechnikov 2.34
Biweight 2.78

This gives bandwidth h = 1.06σ̂n−1/5 for our Gaussian kernel.

Now, the returned probability of the xt+1 being generated from the same distribu-

tion will be checked against the threshold t. If the probability is less than t, then it

will be flagged as an anomaly, otherwise as normal.

It is observed that if we decrease the value of h, the sensitivity of anomaly detection

will also decrease. That is the KDE will be more restrictive. To further verify whether

xt+1 is an anomaly, we can repeat the same steps again by decreasing the bandwidth.

This would provide us with a score of how anomalous the point is. This might be

a potential direction to extend the framework for sequential ensembles of outlier

detection.
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3.2 Data Set

We have used a publicly available data set from the SmartAtlantic Alliance project

called SmartBay [sma]. This data set was suggested by EMSAT as it was similar to

their working data set, and avoided issues of dealing with proprietary data. The data

presented below is from a buoy at the Placentia Bay, Newfoundland. This is a three

meters diameter meteorological/oceanographic buoy built by AXYS Environmental

Technologies of Sidney, British Columbia. This buoy produces raw data available in

near-real time. It has a variety of sensors, measuring average wind speed, peak wind

speed, wind direction, air temperature, barometric pressure, dew point, sea surface

temperature, maximum wave height and several others. We have used data from

August 18th, 2006 to October 16th, 2014. The total number of data points is around

120,000. Each measurement is taken within 20-30 minutes interval. We have used five

different types of data sets for our experiments. The visualization of the raw data sets

is the following:
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Figure 3.1: Air temperature
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Figure 3.2: Dew point
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Figure 3.3: Peak wind speed
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Figure 3.4: Sea surface temperature
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Figure 3.5: Max wave height

3.3 Experiment Design

In all cases, we are using the first N points for our initial density estimation. Thus

these points are excluded for anomaly detection. The internal parameters for all cases

are: ADWIN’s δ = 0.03, change point limit l = 0.83, points since last change p = 70.

We have used Gaussian kernel for the density estimation and the bandwidth h is

calculated using Silverman’s rule-of-thumb as an optimal choice.

We have used the window size N = 7000 and different threshold values t for

different data types, in particular for air temperature data t = 10−4 and for the dew

point, sea surface temperature, maximum wave height and peak wind speed data sets

t = 10−5.

We have performed all our experiments with the same parameter setting for general

KDE and ADWIN+KDE, and considered both discarding and keeping anomalous
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Table 3.3: Threshold values for different data set

Data type Threshold (t)
Air Temperature 10−4

Dew Point 10−5

Sea Surface Temperature 10−5

Peak Wind Speed 10−5

Max Wave Height 10−5

data.

The data sets are available in CSV format. For implementation, we have used

Java as the primary programming language. The graphs below were generated using

Matlab.

Below, we present some experimental results and comparison of different methods.

3.4 Experimental Results

3.4.1 Comparison of Three Methods: Gaussian, KDE and

ADWIN+KDE

Here, we present the experimental results of the above three methods sequentially.

These are the results when the anomalous data points are replace with the mean value

of the previous window. The Gaussian based method works well when the underlying

distribution fits properly. But KDE works better when the underlying distribution

is non-Gaussian. Moreover, ADWIN+KDE detects more anomalies in such evolving

data streams. Larger figures of these results are presented in the appendix. In all the

following figures, the green color represents the raw data where the red dots are used

to mark only the anomalous points. Moreover, the black arrows have been used to

point the anomalies which are only detected by ADWIN+KDE.
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3.4.1.1 Comparison of Air Temperature Anomalies
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(a) Gaussian based model
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(b) KDE
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(c) ADWIN+KDE

Figure 3.6: Anomaly detection in air temperature data

In case of air temperature data set, the Gaussian based model detects most of

the spikes. The general kernel density estimation method performs almost similar to

the Gaussian based model. Now, the proposed method (ADWIN+KDE) detects two

significant anomalous regions where the gradual change of temperature is abnormal.

On the other hand, it has correctly detected more anomalies than the general KDE.

3.4.1.2 Comparison of Dew Point Anomalies
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(a) Gaussian based model
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(b) KDE
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(c) ADWIN+KDE

Figure 3.7: Anomaly detection in dew point data

In case of dew point data set, the Gaussian based model misses several anomalous

points comparing with the detection of the general kernel density estimation method.

On the other hand, the proposed method detects three significant anomalous regions

where the the change of measurement is unusual. Specially, in the last region, the
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measurement suddenly shifts after a fairly flat region. Again, the general purpose

KDE fails to detect such events.

3.4.1.3 Comparison of Peak Wind Speed Anomalies
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(a) Gaussian based model
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(b) KDE
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(c) ADWIN+KDE

Figure 3.8: Anomaly detection in peak wind speed data

In case of peak wind speed data set, the Gaussian based model has a very high false

positive rate. Although it detects most of the anomalies but the high false positive rate

is not acceptable. Here, the general kernel density estimation methods performs fairly

well comparing with the Gaussian based model. Now, the ADWIN+KDE method

detects at least three significant anomalous points which were undetected by the

previous method. That is, it has correctly detected more anomalies than the general

KDE.
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3.4.1.4 Comparison of Sea Surface Temperature Anomalies
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(a) Gaussian based model
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(b) KDE
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(c) ADWIN+KDE

Figure 3.9: Anomaly detection in sea surface temperature data

In case of Sea Surface Temperature data set, these three methods perform almost

identical and detect most of the anomalies. However the Gaussian based model has

some false positives.

3.4.1.5 Comparison of Max Wave Height Anomalies
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(a) Gaussian based model
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(b) KDE
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Figure 3.10: Anomaly detection in max wave height data

In case of maximum wave height data set, the Gaussian based model has a very

high false positive rate. Although it detects most of the anomalies but the high false

positive rate is not acceptable. Here, the general kernel density estimation and the

proposed method detect the same anomalies as no significant anomalous region is

present in this data set.
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3.4.2 The Effect of Replacing the Anomalous Points with

Mean

Here, we present the experimental results of KDE and ADWIN+KDE showing the

effect of replacing the anomalous data points with mean. We have done experiments

on both replacing with mean value and without replacement. The former detects more

points as contextual anomalies whereas the later detects only the starting point of a

significant change region as an anomaly. Larger figures of these results are presented

in the appendix.

3.4.2.1 Comparison of Air Temperature Anomalies
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(a) KDE (replacing with mean)
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(b) ADWIN+KDE (replacing
with mean)
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(c) KDE (without replacing with
mean)
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(d) ADWIN+KDE (without re-
placing with mean)

Figure 3.11: Effects of replacing anomalies with mean in air temperature data
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3.4.2.2 Comparison of Dew Point Anomalies
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(a) KDE (replacing with mean)
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(b) ADWIN+KDE (replacing
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(c) KDE (without replacing with
mean)
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(d) ADWIN+KDE (without re-
placing with mean)

Figure 3.12: Effects of replacing anomalies with mean in dew point data
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3.4.2.3 Comparison of Peak Wind Speed Anomalies
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(a) KDE (replacing with mean)
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(b) ADWIN+KDE (replacing
with mean)
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(c) KDE (without replacing with
mean)
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(d) ADWIN+KDE (without re-
placing with mean)

Figure 3.13: Effects of replacing anomalies with mean in peak wind speed data
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3.4.2.4 Comparison of Sea Surface Temperature Anomalies
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(a) KDE (replacing with mean)
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(b) ADWIN+KDE (replacing
with mean)
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(c) KDE (without replacing with
mean)
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(d) ADWIN+KDE (without re-
placing with mean)

Figure 3.14: Effects of replacing anomalies with mean sea surface temperature data
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3.4.2.5 Comparison of Max Wave Height Anomalies
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(a) KDE (replacing with mean)
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(b) ADWIN+KDE (replacing
with mean)
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(c) KDE (without replacing with
mean)
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(d) ADWIN+KDE (without re-
placing with mean)

Figure 3.15: Effects of replacing anomalies with mean in max wave height data
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3.4.3 Summary of the Experimental Result

It seems that combining kernel density estimation with an external change detector

does lead to detection of more anomalies on some data sets. Moreover, the proposed

framework detects several unusual anomalous regions which are undetected by the

other methods. However, we have seen some data sets where anomaly detection of

kernel density estimation did not change significantly with introduction of a separate

change detector. The reason behind such outcome is that such data sets do not contain

any significant anomalous event. However, these experiments suggest that an external

change detection mechanism enhances the results of kernel density estimation anomaly

detection when applied to such natural time-changing environmental data stream.

We show the results for both settings when anomalous data points are replaced

with mean (similar to outliers being discarded in the initial processing on some buoys).

In this case, more continuous data points are marked as contextual anomalies until

the change is stable. On the other hand, only the starting point of the significant

change region is detected anomalous when we do not replace anomalous points with

the mean value. Analysts might choose a particular approach based on their interest

and the nature of the application domain.
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Chapter 4

Conclusion

4.1 Summary

Motivated by a specific problem coming from a real-world application for EMSAT

real-time environmental monitoring, we have explored statistical techniques and their

combination with change detection for unsupervised anomaly detection in environmen-

tal sensor data streams. In general, KDE performed better than parametric methods,

and combination of ADWIN and KDE was able to detect possible events of interest

that KDE by itself could not detect. EMSAT has found these results promising, and

plans to incorporate these techniques into their product in the near future.

4.2 Future Work

There are many possible directions of research and other applications of this approach.

The framework requires a large-scale sensitivity analysis of its parameters. In short

term, we are interested in creating ensembles of anomaly detection techniques and

change detection, and evaluating their performance on environmental sensor data. We

plan to include both variants of the same technique with differing parameters (for
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example, KDE with different kernels and/or bandwidth), and a range of different

techniques. Exploring ways to address challenges specific to multivariate data is

another part of our work in progress.

Another direction is to incorporate detection of others, more complex types of

anomalies. In addition to better detection of collective anomalies, we would like to

investigate detecting discords, unusual patterns in the data streams. This would

depend crucially on the types of data we would have access to, as we expect different

types of data to have very different structure with respect to frequent/unusual pattern

occurrences.

Overall, for a longer term project, we would like to understand what properties of

data streams and anomaly definition make certain techniques or classes of techniques

more applicable. Our current work with statistical techniques and change detection

already shows that anomaly detection on some data sets benefits from adding change

detection, while for others KDE by itself detects anomalies just as well. Analyzing

performance of ensembles may shed more light on such differences between types of

data and anomalies.
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Appendix A

Appendix

A.1 Air Temperature Anomalies
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Figure A.1: Air temperature anomalies detected by Gaussian based model
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Figure A.2: Air temperature anomalies detected by KDE (replacing with mean)
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Figure A.3: Air temperature anomalies detected by ADWIN+KDE (replacing with mean)
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Figure A.4: Air temperature anomalies detected by KDE (without replacing with mean)

0 2 4 6 8 10 12
x 104

-30

-20

-10

0

10

20

30

40

Sequence of Measurements

A
ir

 T
em

pe
ra

tu
re

 (°
C

)

Figure A.5: Air temperature anomalies detected by ADWIN+KDE (without replacing with
mean)
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A.2 Dew Point Anomalies
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Figure A.6: Dew point anomalies detected by Gaussian based model
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Figure A.7: Dew point anomalies detected by KDE (replacing with mean)
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Figure A.8: Dew point anomalies detected by ADWIN+KDE (replacing with mean)
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Figure A.9: Dew point anomalies detected by KDE (without replacing with mean)
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Figure A.10: Dew point anomalies detected by ADWIN+KDE (without replacing with
mean)
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A.3 Peak Wind Speed Anomalies
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Figure A.11: Peak wind speed anomalies detected by Gaussian based model
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Figure A.12: Peak wind speed anomalies detected by KDE (replacing with mean)
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Figure A.13: Peak wind speed anomalies detected by ADWIN+KDE (replacing with mean)
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Figure A.14: Peak wind speed anomalies detected by KDE (without replacing with mean)
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Figure A.15: Peak wind speed anomalies detected by ADWIN+KDE (without replacing
with mean)
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A.4 Sea Surface Temperature Anomalies
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Figure A.16: Sea surface temperature anomalies detected by Gaussian based model
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Figure A.17: Sea surface temperature anomalies detected by KDE (replacing with mean)
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Figure A.18: Sea surface temperature anomalies detected by ADWIN+KDE (replacing with
mean)
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Figure A.19: Sea surface temperature anomalies detected by KDE (without replacing with
mean)
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Figure A.20: Sea surface temperature anomalies detected by ADWIN+KDE (without
replacing with mean)
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A.5 Max Wave Height Anomalies
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Figure A.21: Max wave height anomalies detected by Gaussian based model
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Figure A.22: Max wave height anomalies detected by KDE (replacing with mean)
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Figure A.23: Max wave height anomalies detected by ADWIN+KDE (replacing with mean)
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Figure A.24: Max wave height anomalies detected by KDE (without replacing with mean)
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Figure A.25: Max wave height anomalies detected by ADWIN+KDE (without replacing
with mean)
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