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Abstract

“Availability” is the terminology used in asset intensive industries such as
petrochemical and hydrocarbons processing to describe the readiness of equipment, systems
or plants to perform their designed functions. It is a measure to suggest a facility’s capability
of meeting targeted production in a safe working environment. Availability is also vital as it
encompasses reliability and maintainability, allowing engineers to manage and operate
facilities by focusing on one performance indicator. These benefits make availability a very
demanding and highly desired area of interest and research for both industry and academia.

In this dissertation, new models, approaches and algorithms have been explored to
estimate and manage the availability of complex hydrocarbon processing systems. The risk of
equipment failure and its effect on availability is vital in the hydrocarbon industry, and is also
explored in this research. The importance of availability encouraged companies to invest in
this domain by putting efforts and resources to develop novel techniques for system availability
enhancement. Most of the work in this area is focused on individual equipment compared to
facility or system level availability assessment and management. This research is focused on
developing an new systematic methods to estimate system availability. The main focus areas
in this research are to address availability estimation and management through physical asset

management, risk-based availability estimation strategies, availability and safety using a



failure assessment framework, and availability enhancement using early equipment fault

detection and maintenance scheduling optimization.

Keywords: Asset Management, Availability, Reliability, Maintainability, Safety, Risk
Assessment, Root Cause Analysis, Fault Detection, Decision Trees, Maintenance Scheduling

Optimization, Markov Decision Process, Genetic Algorithms
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CHAPTER 1

INTRODUCTION AND OVERVIEW

1.1 Introduction

High availability means effective utilization and management of equipment,
processes and other resources. This helps to improve the return on investment for all
stakeholders by ensuring the facilities produce to meet required demand. Availability is a
function of reliability and maintainability; therefore, availability is an important measure
in the processing industry. Over the last decade, there has been an increasing trend of
companies integrating processes and utilizing excess available capacities in other places to
achieve economies of scale and improve plant availability. The overall availability
management process requires many systems working concurrently to reap the real benefits.
This requires multiple departments to work together such as Maintenance and Operations;
and many systems to be aligned toward a common goal, along with continuous monitoring
and improvement for sustainability.

There are many general methods to calculate the availability of systems and

equipment. Different methods are used to estimate the availability of a product or a process.



Availability of processes has reliability and maintainability aspects embedded in the
analysis, which makes it a powerful mechanism to manage businesses. Processing systems
comprise different equipment with redundancies; for example, a liquefaction system
converts gas into liquid by cooling and processing the gas through many compressors,
turbines, vessels and valves. Estimation and management of availability in a complex
operating facility is a challenging task, requiring the use of modern tools, engineering
algorithms and engineering experience. In this research, we have developed some novel
techniques to address availability using Markov-based state dependent models, risk based
strategies, fault detection and its management along with maintenance scheduling
optimization.

This dissertation is organized based on the above-mentioned focus areas. Chapter
1 is focused on introduction and overview of availability estimation and management.
Some basic availability, risk and reliability concepts and definitions are also discussed in
this chapter. The concept of PAM is vital and a foundation to the overall Availability
Management (AM) process. AM mainly comprises two main components; one is asset
maintenance management and the other is asset performance management is also part of
this Chapter. In Chapter 2, a risk-based stochastic modeling approach based on the Markov
Decision Process (MDP) is discussed to estimate availability of a plant. A model is
developed based on critical equipment of a system to estimate overall processing unit
availability. The developed model is applied on a gas absorption process to ensure its
application on real-world problems. Chapter 3 describes a novel risk-based failure

assessment approach to address the safety and availability of complex operating systems.
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A structured process is proposed and validated using real-world failure assessment cases
to prove the applicability and efficacy of the proposed model.

In the next Chapter, early fault detection and management is explained to support
availability and safety improvement. Decision Trees (DTs) are introduced as a predictive
data mining tool to detect early faults and their management to improve system availability.
To conclude the effectiveness of the model, the proposed model was successfully tested to
detect faults using real plant machinery vibration data. As discussed earlier, maintainability
IS important in availability management and so maintenance and its optimization is
considered in this research. In Chapters 5, multi-constrained, multi-objective maintenance
scheduling optimization models are proposed. The optimization problem was developed
considering the time-dependent equipment failure rate to optimize maintenance costs at
different availability and reliability levels. These models were applied on a plant scenario
to show the effectiveness of maintenance scheduling optimization on cost, availability and
reliability.

Finally, Chapter 6 concludes the research with the key findings, contributions and

suggests possible expansion ideas for this work.

1.2 Research Objective and Scope

Availability is an extremely important parameter to ensure the continuous operation
of facilities. Due to its importance and usefulness in asset intensive industries, we focused

on developing comprehensive methods and models for availability estimation and
3



management. These new methodologies and models mainly help to address the critical
issues of unwanted breakdowns in processing facilities. These breakdowns have severe
financial consequences along with adverse health, safety and environment consequences.
There are many ways to estimate and improve availability, as presented in the next
Chapters. We proposed some new models and algorithms, which can help improve and
manage the availability of a complex processing facility. Generally, processing facilities
lose millions of dollars in lost production due to unwanted breakdowns or interruptions,
this research effort is a great resource to minimize such losses by properly utilizing these

developments.

Availability
using

maintenance
optimization

Early fault
detection and

Physical Asset

Management

management

Availability
Estimation and
Management

Risk-based
failure
assessment

frameork

Risk -based
estimation
using Markov

Figure 1.1: Overall research strategy

The specific objectives of this research are to develop effective and novel

availability estimation and management methodologies for complex processing systems.
4



This research objective is realized by working on the following areas as presented in Figure

1.1.

a. Developed a physical asset management model and integrate for
availability.

b. Developed a state dependent risk-based availability estimation method
using the Markov method.

c. Developed a risk-based failure assessment framework to address safety and
availability.

d. Developed model for early fault detection and management to enhance
availability.

e. Developed multi-objective maintenance scheduling optimization models to

enhance availability and reliability goals.

1.3 General Terminology and Definitions

To better understand the concepts in this dissertation, basic definition and

terminology is discussed below.

1.3.1 Operational Measures
Many different measures are being used in the industry to monitor the efficiency
and effectiveness of the processes, equipment and maintenance. Some of the key measures

are defined below:



1.3.1.1  Availability

Availability is to identify if the equipment or process is available at a given time
to perform its intended function. Availability is a function of reliability and maintainability.
There are many types of availabilities in literature so it is important to understand them to

use them properly. Availability can be defined as,

“Ability of an item to be in a state to perform a required function under given
conditions at a given instant of time or during a given interval, assuming that the required

external resources are provided” [1].
Other definition of availability,

“It is probability that a system or component is performing its required function at
a given point in time or over a stated period of time when operated and maintained in a

prescribed manner ” [2].

Availability is also a probability like reliability and maintainability. Availability,

sometimes referred as Inherent or average availability is measured as,

Uptime
= — . (1.1)
Uptime + Downtime
MTBF (1.2)

A= VTBF + MTTR

Where MTBF — Mean Time between Failure

MTTR — Mean Time to Repair



The other forms of steady state availability depend on the definition of uptime and

downtime, the brief discussion about them follows:

1.3.1.1.1 Achieved Availability

Achieved availability is defined as,

MTBM

e 1.3
¢ MTBM + M’ (1.3)

Where, M'= Mean System Downtime, MTBM = Mean Time Between Maintenance
In this form, M’ is the mean system downtime and MTBM includes both

unscheduled and preventive maintenance and is computed as,

tq
MTBM = —MMM — (1.4)

ta
mtd + /Tpm

Where, t;= Unscheduled Downtime, T,,,, = Preventive Maintenance Time

1.3.1.1.2 Operational Availability

Operational availability is defined as,

MTBM

Aj=—————— 1.5
“ MTBM + M" (1.9)

Where M"' is determined by replacing MTTR with MTR. MTR is calculated using equation

below,

MTR = MTTR + SDT + MDT (1.6)

Where, MTR = Mean Repair Time, SDT = Schedule Downtime



1.3.1.1.3 Generalized Operational Availability

Generalized operational availability is;

_ MTBM +ready time
¢ MTBM + ready time + M"

(1.7)

1.3.1.2 Reliability

Reliability is a qualitative aspect of the system or equipment that performs
intended function when we need it. “It is the probability of a non-failure over time”. It is
ability of an item to perform required function under given conditions for a given time.

One of the other industry accepted definition of reliability is;

“It is a probability that a system will perform its intended function satisfactorily for a

specified period of time under stated conditions ” [3].

Mostly reliability is expressed in percentage and measures by the term MTBF for
repairable systems. The same is usually measured in MTTF for non-repairable systems like
bearing and seals. Many quantitative measure of reliability are available and expressed as

follows:
The distribution function is given by:
F(t)=1—R(t) =Pr{T <t} (1.8)

The probability density function:

dF(t)  dR(t)

1.9
dt dt (1.9)

F(6) =

with the properties;



f(t) =0and ff(t)dt =1
0

then,
1
F(t) = ff(t’)dt' (1.10)
0
° (1.11)
RO = [ F@ede
t
The reliability function
R(t) =Pr{T >t} fort>0 (1.12)

Since the area under the entire curve is equal to 1, both reliability and failure probability

will be defined so that,

0<R({t)<1land0<F(t)<1

1.3.1.3 Maintainability

In general, Maintainability (M) is how quickly the equipment can be restored
back to be able to perform its function. It helps in quantifying the repair and restoration
time in case of an equipment failure or breakdown. Restoration process is a key in terms
of understanding the process involved while a repair is required. The main areas which can
slow down the restoration include, availability of the spares, availability of technicians,
release of the equipment to perform maintenance and type of process. In order to optimize

the restoration time, process must be evaluated as whole rather than only failed equipment.
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The parameter using by the industry to measure the maintainability is MTTR. As per

industry accepted standards,

“Ability of an item under given conditions of use, to be retained in, or restored to, a state
in which it can perform a required function, when maintenance is performed under given

conditions and using stated procedures and resources "[1].

1.3.1.4 Utilization
Utilization is simply a ratio between the actual produced compared to planned
production. This ratio gives us an idea how well we are performing compared to the

planned or sometime called nameplate capacity.
Mathematically can be written as Equation 1.13,

Actual Production (1.13)

Utilization =
Planned Production

1.3.1.5 System Categorization

There are two types of system, repairable and non-repairable. When a system fails
to perform its intended function, this state usually termed as non-functional and denoted
by state 0. The other scenario is vice versa and that is when the system is working as
intended and represented by state 1. If a system can be brought back from a failed sate to a
functional state, the system categorizes as repairable system like compressor, pumps, and
mechanical seals. In other condition, if the system cannot bring back into its functional
state after failing the system is categorized as non-repairable systems, for example,

bearings and gaskets.
10



1.3.1.5.1 Repairable System
Repairable systems are the systems where we repair the system when fail. It

usually has many changes in states from function to non-functional state as can be seen in

Figure 1.2.
State (0,1)
A
1
T1 D1 T2 D2 T3
0 >

Time (T)
Figure 1.2: Repairable system

As discussed earlier, MTBF is the functional time (T1+T2+...) when the system is in state
1, i.e. functional time divided by the total time (T1=T2+T3+D1+D2+D3....). Similarly the
down time is the non-functional time (D1+D2+...) divided the total time. The failure rate

is estimated by using Equationl.14.

1.3.1.5.2 Non Repairable System

Non repairable systems or components have two states while using in a plant.
The first is functional (working 100%) and other one is non-functional or failed state.
Consider a system that is functional at time 0 and failed at time T, the life of the system or
component will be T. State ‘0’ and ‘1’ represents the failed and function state, as illustrated

in the Figure 1.3. The failure rate of this system is estimated by Equation 1.15.
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1.3.2

State (0,1)
A

Time (T)

Figure 1.3: Non repairable system

Basic Terminology

Asset: Asset is defined as a formally accountable item [4]. In operation view, it

is an item which intent to perform a function to support the process.

Criticality: A relative measure of the consequence of a failure mode and its

frequency of occurrences [4].

Failure: Failure is termination of the ability of an item to perform a required
function [1]. There are many ways to declare that the asset is in failed state and
mostly depends upon the criticality of the operation. Failure can be complete or

partial (degraded function).

Another interesting definition; failure can be defined as any change in a
machinery part or component which causes it to be unable to perform its intended

function or mission satisfactorily. [5]

Failure Rate: In simple words, it is a measure to observe the failure frequency

of an equipment or component over a period of time. It is also defined as, a rate

12



at which failure occurs as a function of time [6]. It is denoted by a symbol A in

this proposal.

For repairable systems,

1
= 1.14
A MTBF ( )
For non-repairable systems;
1
— 1.15
A MTTR ( )

Repair Rate: It is a rate that an out of service component will return in service

mode during a given interval. [7]

Unavailability: It is a probability that item or equipment is not in functioning

state. [6]

Mean Time to Failure: It is a basic measure of reliability for non-repairable
items [4]. The total number of system life units, divided by the total number of
events in which the system becomes unavailable to initiate its mission during a

stated period of time. It is denoted by MTTR.

Mean Time between Failures: A measure of system reliability parameter related
to availability and readiness [4]. The total number of system life units, divided by
the total number of events in which the system becomes unavailable to initiate its
mission during a stated period of time. It is applicable to repairable systems. It is

denoted by MTBF.
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Redundancy: In an item or system, the existence of more than one mean at a

given instant of time for performing a required function [1].

Active Redundancy: Redundancy wherein all means for performing a required

function are intended to operate simultaneously [1].

Standby Redundancy: Redundancy wherein a part of the means for performing
a required function is intended to operate, while the remaining part(s) of the

means are inoperative until needed [1]. It is often known a passive redundancy.

Parallel System: In parallel configuration, one the components in a system, must
be in working condition to keep the system functional.
System reliability for a two component parallel system can be written as in
Equation 1.16,

Ry =1—[(1-Ry)x (1-Ry)] (1.16)
Series System: In series configuration, any failure of a component in a system is
a failure of the entire system.
System reliability for a three component series system can be written as in
Equation 1.17,

RS = R1 X Rz X R3 (117)
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1.4  Literature Survey

This Section mainly focuses on the literature survey conducted on availability
estimation and management, early fault detection to improve availability and the role of
maintenance in asset management. Availability estimation and management is not only to
ensure availability of processes but also other important aspects like safety, risk and safe
operations are embedded in the concept. A detailed literature survey is carried out to

highlight the research available in this area and the outcomes are given below.

1.4.1  Physical Asset Management?!

The concept of physical asset management (PAM) provides a foundation of
availability management and comprises management of assets such as machines and
equipment in plants. PAM is a systematic approach for managing assets from concept to
disposal; generally termed the asset life cycle. The purpose of a PAM system is to provide
timely information to operations and maintenance personnel to safely increase the total
production output of a plant at a reduced cost per unit of output. These benefits occur as
the manufacturing facility makes optimum operating and maintenance decisions through

the application of a PAM system information solution. Operation and maintenance (O&M)

Section 1.4.1 is based on the published work in a peer-reviewed proceedings of a gas processing
symposium, Attou, A.K., and Ahmed, Q. (2009), “Asset Management Practices at Qatargas,”
Proceedings of the 1st Annual Gas Processing Symposium, Elsevier B.V. To minimize duplication,
all the references are listed in the reference list. The contribution of the authors is presented in
Section titled, “Co-authorship Statement”.
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personnel are constantly faced with decision-making based on limited information. PAM
systems make this decision-making job easier by providing knowledge about the current
and future condition of vital production assets. To achieve and meet production
commitments, processing plants are increasingly turning to physical asset management as
an optimization strategy to improve their process efficiency and reduce maintenance, and
so enhancing their return on assets (ROA) [8]. It was noticed during literature survey that
most of the work is performed by industrial experts in engineering magazines; and
international technical journals have limited work available in this area. After realizing the
opportunity, the University of Toronto started a physical asset management program,
which is well received by industry due to the similar reasons for its usefulness and
applicability. As discussed earlier, PAM can reduce maintenance costs, increase the
economic life of capital equipment, reduce company liability, increase the reliability of
systems and components, and reduce the number of repairs to systems and components.
When properly executed, it can have a significant impact on an organization's bottom line
[9].

Companies are reporting as much as a 30 percent reduction in maintenance budgets
and up to a 20 percent reduction in production downtime or unavailability as a result of
implementing a plant asset management strategy. Since as much as 40 percent of
manufacturing revenues are budgeted for maintenance, these savings contribute
significantly to the bottom line of a company. Manufacturers are now moving to implement
such PAM strategies. Industries such as petrochemicals and utilities are aggressively

moving ahead in adopting asset optimization principles [8].
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The best PAM practices are the premier tools for maximizing availability, customer
satisfaction, budget control, and a firm’s edge over its competitors. In this Section, we
present a PAM framework, experiences, and practices [10]. PAM is a combination of
management, financial, engineering, and maintenance practices applied to physical assets
to achieve low life-cycle cost. A structured approach is required to ensure the best
management of assets. An important motivation for PAM is to achieve best-in-class
reliability and availability, and maintainability of equipment.

It is important to focus on PAM from the early stages of design and development
to reap the real benefits of the approach. Effective asset management typically produces a
20-30% reduction in maintenance cost accompanied by a 15-25% increase in throughput
with no capital investment in equipment [11]. PAM can only be achieved by a team effort.
Before discussing PAM practices, essential terminologies required to comprehend the
PAM practices will be discussed.

It is a common misunderstanding to confuse asset maintenance management
systems (AMMS) with asset performance management systems (APMS). In general, PAM
covers a lot more than AMMS and APMS, but the scope of this Section is limited to

discussion of the AMMS and APMS systems.

1.4.1.1 Asset Maintenance Management System
An AMMS contains information about equipment; its hierarchy in a plant; the

manufacturers; technical and maintenance information including notifications; work
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history; and spare parts usage. This system is a foundation of PAM and provides

information to APMS to monitor the performance using available data.

1.4.1.2 Asset Performance Management System

An APMS is a tool that provides us the flexibility to use the data in AMMS and
makes it available for analysis. This system monitors performance, maintenance execution,
equipment reliability, process reliability, and availability. The best way to perform this task
is to integrate the system to retrieve data, in an asset-centric approach (ACA) as discussed

in [10] and shown in Figure 2.1.

Asset Maintenance Asset Performance
Management System Management System

CMMS Maintenance
(SAP) Data

Monitoring / Scorecards / KPIs
(Meridium)

Inspection,
Production Data

Figure 2.1: Asset Centric Approach

An asset centric approach is a requirement of AM to streamline the complete process [10].
It is important to have measurement data to manage and control the process. An APMS
provides a platform to monitor performance, whereas AMMS presents a base to capture all
the required data, which includes equipment data, maintenance data, and inspection data.
To implement a successful PAM, it is essential to focus on both AMMS and APMS,

simultaneously. The PAM program mainly focuses on reliability and availability, which
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starts with comprehensive analysis generally referred to as gap analysis. The gap analysis
enables a company to identify its shortcomings. It also provides an estimate to determine
an assignment, which not only fulfills such shortages but also helps optimize the firm’s
AM. Likewise many industrial analyses, including gap, availability, and reliability analyses
are data driven. Therefore, precise data collection is essential to achieve desired outcomes
from these analyses.

An AM program has many components, including AMMS and APMS. The components

are shown below:

e Asset Maintenance Management System
o Data Integrity and Quality
o Maintenance Strategies

o Condition Monitoring System

e Asset Performance Management System
o Utilization of Data from AMMS
o Reliability Analytics
o Root Cause and Failure Analysis Program
o Loss Production Events

o Scorecards, KPls
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The general strategy to implement PAM in a plant follows the five key steps. A

graphical representation of these key steps is shown in Figure 2.2.

Sustain - ¥ Implement

(Continue) (Start)

Py

Re-

. Monitor
strategize

r)

v

\ kf/ ’
' Evaluate

Figure 2.2: General strategy — five key steps

Besides the above mentioned steps, progressive teamwork is essential to a
successful AM program. True success from a PAM program is foreseeable when a firm
adopts a culture of continuous improvement.

This Section briefly discusses the AM practices benefits to natural gas processing
facilities. This effort comprises development of PAM and its implementation, including
benefits and challenges. A significant improvement of availability is experienced with the
implementation of PAM methodology. PAM provides a solid framework to estimate and
manage availability. This Section also deals with the benefits and challenges experienced

during implementation of PAM [10].
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The benefits that are realized with the implementation of PAM framework:

I.  Provides an up-to-date database with maintenance and equipment information
ii.  Helps with maintaining lower running costs for the plant
iii.  Improved availability and reliability (95-98%)
Iv.  Proactive rather reactive approach to solving problems
v.  Higher profits and customer satisfaction

vi.  KPIs and scorecards to monitor performance

Some of the challenges are also identified; outcomes can be improved by addressing them

properly at an early stage of the implementation process.

i.  Data capturing, integrity, and quality

i.  Integration among different systems
iii.  Cross-function team interaction

iv.  Upstream and downstream availability models

1.4.2 Risk and Risk-Based Assessment

To efficiently utilize resources and target poorly performing equipment, risk-
based approaches have been utilized by companies. In these methods, risk is usually
evaluated to identify the action to mitigate them. Chemical processes have great potential
for random equipment breakdowns, system unavailability, production losses, toxic

releases, fire or explosions. Probability of occurrence and the consequences generally are
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primary drivers of risk analysis for unwanted events. Kaplan and Garrick define risk of an
event as a set of scenarios, each of which has a probability (likelihood) and a consequence
[12]. The likelihood is expressed either as a frequency (i.e., rate of an event occurring per
unit time) or as probability (i.e., the chance of an event occurring in defined conditions),
and the consequence is referred to as the degree of negative effects observed due to
occurrence of an event. To facilitate the risk assessment process, many companies have
developed a risk assessment matrix to quantify risk and its consequences as a baseline to

identify actions to mitigate risk events based on the overall risk.

In general, risk can be calculated using the equation,

Risk = Probability of failure X Consequence (1.18)

Risk-based methodologies are commonly used in research and industry to optimize
inspection and maintenance intervals, which maximizes a system’s availability based on
risk. The methodology presented here is comprised of two steps: (i) Availability modeling
and (ii) risk-based inspection and maintenance calculations. A risk-based approach is also
helpful in making decisions regarding prioritization of the equipment for maintenance and
determining appropriate maintenance intervals. The proposed method in this work is
applied to a steam generating system of a thermal power plant. Risk analysis has been part
of a standard operation requirement in the offshore industry for many years. Analyses are
most effective when they are integrated into design work and planning of operations [13].

Risk-based approaches are effective in managing cost, resource planning and return on
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investment. They are also effectively used in shutdown management to improve plant

reliability and maintain it above a minimum operational reliability [14].

1.4.3 Availability Estimation

Availability estimation is a critical parameter in all aspects of managing
equipment in a plant. It is a main driver for maintenance, operations and others to plan their
respective work. It includes all equipment and systems, and is not limited to production,
engineering, commercial activities and shipping, safety, and machinery. Its importance is
further enhanced by the fact that maintainability with reliability determines the availability
of a plant. A plant must be reliable and easily maintainable to ensure maximum availability,
and should be equipped with the resources needed to bring it back online in the shortest
time in case of any failure. Availability is also important in communication networks and
power networks. In this work, availability models of high-availability communication
networks are discussed. Models were developed to estimate the effectiveness of radio
communication link in achieving its purpose of availability estimation [15].

Availability estimation is vital in planning, maintenance and production of the
processing plant. We will explore some the work performed in the area of availability
estimation in this Section. Most of the equipment in a plant belongs to a repairable system
category and an efficient approach to estimate the availability of the repairable system
within a fixed time period in this work. [16]. Beta distribution has been used to estimate
system availability. The authors applied the proposed model on an IT system. This system

is providing a service to users, where availability is one the critical parameters for
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monitoring and control. In another effort, availability estimation for an iron ore production
system was performed using simulation. Simulation was used to ensure that the system has
enough redundancies to meet the production requirement [17].

Performance of mining equipment depends on the reliability of the equipment used
and many other parameters like maintenance efficiency, environment, and operator
capability. Reliability analysis is required to identify bottlenecks in the system and to
estimate the reliability of the system for a given designed performance [18]. In this work,
parameters of some probability distribution such as Weibull, Exponential and Lognormal
distribution have been estimated using software. The reliability of critical systems was
identified, which proved to be the main bottleneck in achieving availability of plants.

Modeling of availability for a reliability-based system using Monte Carlo
simulation and Markov chain analysis is presented in this paper [19]. Operational
availability, which is dependent on the mean time to repair and administrative logistic time,
was assessed using breakdown maintenance and scheduled maintenance. The authors have
used the continuous Markov chain analysis for evaluating the probability of each transition
state.

Bayesian estimation of reliability rates was used to estimate the LNG chain
availability [20]. LNG plants usually have very high investment and operating cost.
Improvement of reliability of a LNG chain will lead objectively to a substantial decrease
of energy costs. It is difficult and challenging to model big systems, like LNG chains,
because of their physical dimensions. In this research a systematic approach is used to

discuss the space of the phases. A bottom-up technique was utilized to constitute the global
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model of reliability of the chain. A Bayesian estimation approach is used to define failure
and repair rates for the equipment. Errors in steady-state availability estimation by 2-state
models of one-unit system, which can be represented by 3-state Makovian models, are
evaluated. It has been concluded that the 2-state models result in large errors for the case
in which degraded systems are not repaired, and so multistate models should be used [21].
Computer simulation is very common in industry to estimate availability and research was
conducted to estimate the availability of a cement plant. Availability is estimated using the
physical configuration of work stations, failure and service time distributing including
buffer storage as inputs [22].

Classical statistical estimation techniques have limited usage in predicting system
availability when a system is highly reliable like a computer. In this work, a Bayesian
solution is suggested to derive both steady-state and instantaneous availabilities [23]. In
refineries and chemical processes, decision making is based on the availability of the
components and entire system. The use of Petri net simulation is common in availability
analysis. In this work, an alternative generic Markov model is used to predict availability
and reduce computational efforts by orders of magnitude [24]. Steady-state series
availability details the importance between the “product rule” and the “correct availability”
[25]. The failure pattern of repairable systems is often modeled by an alternating renewal
process, which implies that a failed component is perfectly repaired. In practice, this is not
true. The paper proposes a generalized availability model using general distribution, which

is different from a new component [26].
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1.4.4  Availability Management

Availability management is an important aspect of this research. Importance of
availability management can be understood by the fact that it is not possible to reap the real
benefits if the life cycle of equipment and plants is not managed properly. Management
involves different strategies from design to disposal and must be implemented in a specific
order. Availability is the most valuable parameter because it encompasses reliability and
maintainability. Returns on investment can be maximized simply by properly managing
the availability. In general, this area requires more focus as it is lacking in published
research work. This is due mainly to being less analytical in nature and more related to
development of processes and managing them properly.

Extensive research is available on asset management (AM) but most of the work is
published in professional magazines and consulting company websites. Limited AM work
has been published in technical research journals. In this work, the basic elements of the
availability management methodology in complex technical systems are discussed. This
methodology primarily relates to information technology systems. The result of the
implemented technology enhances the availability level through the clear identification and
elimination of critical elements that affect the stability of IT infrastructure and ensures a
continuing service provided by the system [27], and so the AM process should be given an
appropriate level of service. In other work, an availability management framework (AMF)
is presented to support the flexible management of availability for large distributed systems
using object-oriented framework technologies. AMF flexibility is used to accommodate
changing availability requirements, which vary with each application [28]. In a review by
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ABB automation technologies, various aspects of ABB’s life-cycle management program
for improved product and system availability is discussed. ABB has created a life-cycle
management program that ensures customers get the best possible return on their assets
and benefit from a smooth transition to new generations of products [29]. A new approach
to integrate reliability, availability, maintainability and safety is presented. This approach
covers all phases of product development and is aimed at complex products like safety
systems. The proposed approach is based on a new life-cycle model for product
development and integrates this model into the safety life cycle of IEC 61508 [30]. In this
paper, a result of applying the framework to support availability of an RFID system is also

discussed.

1.5 Constraints and Limitations

A considerable effort has been made by researchers and industry experts in the area
of availability estimation of repairable systems and equipment, but the literature on
availability management is limited in technical journals. One of the reasons for this
research is the importance of availability of the system and its application in industry. The
concept is applicable to almost all the industries including IT, airlines, medical, and gas
processing. The proposed work mainly focuses on the petrochemical or gas processing
plant availability estimation and management, so the objective of this Section is mainly to
identify the constraints and limitations within this domain.

Data availability and quality are keys to such quantitative analysis. Regardless of

its key role in such studies, unavailability of good quality data is one the biggest challenge
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researchers face when estimating the availability and reliability of systems. In this case,
because of the same reason, a Bayesian approach was used to define the failure rates and
repair rates of different equipment [20]. In the processing industry, the issue of
nonexistence of data is critical [31]. Researchers are using engineering judgments with
available data like OREDA, EXIDA, and other data sources. It is challenging to use
existing data. In case of the OREDA, the data is based on offshore equipment, where the
failure modes are different from the similar equipment installed onshore. Extreme care
must be practiced when using this type of data in validating the proposed models.

Risk is also difficult to calculate because the probability of failure is dependent
upon the quality of the data. As discussed earlier, risk is a product of probability of failure
and the consequence of an event. If the probability calculation is based on poor data, there
is a great chance that all effort can go to waste. Data analysis usually describes statistical
manipulations, which are carried out on raw failure data to provide estimates of component
reliability and availability. All the data analysis gives only limited information if no proper
risk assessment is performed. To determine the safety, reliability, and availability
implications, a proper risk analysis required [32].

To address the above challenges, we have taken extreme care in data collection,
cleansing and analysis. In certain cases, consultation with subject matter experts, along
with personal field experience, was used to ensure the correct data is used in developing

and validating the developed models.
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1.6

Thesis Structure

This thesis follows the objective sequence as discussed earlier. The Chapter

structure is discussed below:

Chapter 1 provides a brief introduction to physical asset management (PAM);
operation measures like availability, reliability, and maintainability; and other basic
terminology. Section 1.4.1 has detailed discussion on physical asset management.
It attempts to answer why PAM is important and also emphasizes its relationship
with cost, maintenance, and availability management. This Chapter also focuses on
assumptions and limitations; research objectives; a brief literature survey; and the
dissertation structure.

Chapter 2 discusses the overall risk-based availability estimation process using
Markov method. This Chapter includes an introduction to Markov modeling, its
usefulness, and limitations. State models and other modeling work are included in
this Chapter. Analysis results and validation using the gas absorption unit is also
covered.

Chapter 3 describes a novel risk-based failure assessment approach to address the
safety and availability of complex operating systems. A structured process is
proposed and validated using real-world failure assessment cases to prove the

applicability and efficacy of the proposed model.
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Chapter 4 explored early fault detection and management to support availability
and safety improvement. In this Chapter, decision trees (DTs) are introduced as a
predictive data mining tool to detect early faults and their management to improve
system availability. To conclude the effectiveness of the model, the proposed model
was successfully tested to detect faults using real plant machinery vibration data.
Chapter 5 mainly focuses on multi-constrained, multi-objective maintenance
scheduling optimization. The optimization problem was developed considering a
time-dependent equipment failure rate to optimize maintenance costs at different
availability and reliability levels. These models were applied on a plant scenario to
show the effectiveness of maintenance scheduling optimization on cost,
availability, and reliability.

Finally, Chapter 6 concludes the research with the key findings, novelty and
contributions and suggests possible expansion ideas for this work. This Chapter
also discusses the learnings from this research work and its contribution toward

improvement of industrial issues.
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CHAPTER 2

RISK-BASED AVAILABILITY ESTIMATION USING A MARKOV
MODEL 2

Abstract

Asset intensive process industries are under immense pressure to achieve a
promised return on investments and production targets. This can be accomplished by
ensuring the highest level of availability, reliability, and utilization of critical equipment in
processing facilities. To achieve designed availability, asset characterization and
maintainability play a vital role. The most appropriate and effective way to characterize

the assets in a processing facility is based on risk and consequence of failure.

2 This Chapter is based on the published work in a peer-reviewed journal. Qadeer Ahmed, Faisal
I. Khan, Syed A. Raza, (2014) "A risk-based availability estimation using Markov method",
International Journal of Quality & Reliability Management, Vol. 31 Iss: 2, pp.106 — 128. To
minimize the duplication, all the references are listed in the reference list. The contribution of the

authors is presented in Section titled, “Co-authorship Statement”.



In this Chapter, a risk-based stochastic modeling approach using a Markov Decision
Process (MDP) is investigated to assess processing unit availability, which is referred to as
the Risk Based Availability Markov Model (RBAMM). The RBAMM will not only
provide a realistic and effective way to identify critical assets in a plant but also a method
to estimate availability for efficient planning purposes and resource optimization. A unique
risk matrix and methodology is proposed to determine the critical equipment with direct
impact on the availability, reliability, and safety of the process. A functional block diagram
is then developed using critical equipment to perform efficient modeling. A Markov
process is utilized to establish state diagrams and create steady-state equations to calculate
the availability of the process. The RBAMM is applied to the natural gas (NG) absorption
process to validate the proposed methodology. In the conclusion, other benefits and

limitations of the proposed methodology are discussed.

Acronyms and Abbreviations

Symbol/Abbreviation Description

As System Availability

Au Unit Availability

Ass Availability — System Static Equipment
ASR Availability — System Rotating Equipment
HP High Pressure

LP Low Pressure

MDP Markov Decision Process

MTBF Mean Time Between Failures

MTTR Mean Time to Repair
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OREDA Offshore Reliability Data

U Repair Rate

RA Risk Assessment

RAM Risk Assessment Matrix
RBAMM Risk Base Availability Markov Model
RBD Reliability Block Diagram

SR System Rotating Equipment

SRn Subsystem in Rotating Equipment
SS System Static Equipment

SSh Subsystem in Static Equipment
SHE Safety, Health, and Environment
A Failure Rate

2.1 Introduction

In the processing industry, high availability and reliability are the means to
effectively utilize and manage processes, equipment, and other resources. This is done to
ultimately improve the return on investment (ROI) for all stakeholders with management
of cost, lowest dangerous emission levels, and highest safety. In recent years, fierce
competition and slim margins have driven economies of scale; companies are trying to
integrate and manage processes while utilizing excess capacities available in other places
to improve upon the availability of the plant. It becomes very critical in the processing
industry to focus on the reliability and availability of the plant to ensure fulfillment of the
global sales commitments with other visionary objectives. In general, availability can be

defined as probability that a system or component is performing its required function at a
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given point in time or over a stated period of time when operated and maintained in a
prescribed manner [1]. There are many ways to measure and estimate the availability and
reliability of the systems and products. In this work, a processing unit is comprised of many
subsystems incorporating many pieces of equipment. To work on such systems, there are
certain ways to calculate the availability and reliability of the systems. The availability of
the process has embedded reliability and maintainability of the equipment, as in Equation
2.1 and Equation 2.2. To work on availability enhancement and estimation, focus must be
given to both reliability and mean time to failure. Improved availability can be considered
as improved reliability and maintainability. Availability, sometime referred as inherent or

average availability, is measured as:

_ Uptime (2.1)
~ Uptime + Downtime

_ MTBF (2.2)
" MTBF + MTTR

Processing systems usually consist of many types of equipment, with different
redundancies and architecture to achieve the required level of functionality and availability.
For example, in gas liquefaction systems, the gas is converted into liquid by cooling it
down to a -160°C temperature, and numerous compressors, turbines, motors, vessels, and
valves are utilized to attain this objective [2]. The calculation of availability and reliability
is not an easy task in this type of configuration due to the large equipment base [3]. There

are tools and methods that can be utilized effectively with engineering experience to
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estimate such parameters. In general, availability can be estimated by considering all the
equipment in a processing unit or plant; given the fact that there are numerous maintainable
pieces of equipment in a processing facility, a detailed monitoring of all equipment is
usually a prohibitive task. In addition, such an investigation of equipment would engage
large amounts of resources both in terms of monitoring systems and personnel. With all
the effort, it may not result in an optimal solution in real-time even with such substantial
investment. But this problem could be solved by using a risk-based assessment approach
that is very effective in identifying the critical systems and handling them appropriately in

a processing plant, as presented in this Chapter.

The goal of this work is to develop a risk-based modeling technique for a
continuous gas processing unit to calculate availability using a Markov methodology and
applying the model to estimate the availability of the gas sweetening Section of a plant, as
in Figure 2.4. The proposed research offers four distinct contributions: first, a risk-based
assessment approach is introduced to identify the most critical components in a typical
plant. Second, using the outcomes of the risk-based assessment; a stochastic modeling
approach based on the Markov Decision Process (MDP) is utilized to develop models that
estimate plant availability. Third, the models developed are calibrated on a gas processing
unit with available plant data and offshore reliability data (OREDA). Lastly, bottleneck
and limiting factors affecting availability will be identified with the benefits of the

proposed methodology.
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2.1.1 Literature Review

In the literature, extensive work on availability and reliability modeling is available
on repairable equipment but very limited application of full system modeling is observed
in the process industry, i.e., gas processing and other petrochemical facilities. Due to
interest and opportunity, the topic was considered as a means to develop a methodology to
estimate the availability of a complete processing network or unit rather than a single piece
of equipment or a single system. For example, the availability estimation of a gas
compressor as single equipment can be performed easily compared to the complete
liquefaction unit in a gas processing facility.

Availability is widely used in a very generic sense in the existing literature. Many
authors have worked on different availabilities like operational availability, achieved
availability, and inherent availability. Simply, availability is a probability that a system will
be operational when needed to serve a purpose and this usually is termed inherent
availability [4]. Availability has a strong relationship with reliability and maintainability.
Khan et al. [5] proposed a risk-based methodology to maximize a system’s availability by
considering the modeling and risk-based inspection/maintenance calculation. The
discussed methodology is based on two steps: (i) availability modeling and (ii) risk-based
inspection and maintenance calculations. Maintainability has vital importance in
operational availability. Sonawane et al. [6] discussed operational availability where the
mean time to repair and administrative logistic time are important.

Markov analysis is one the many techniques in the literature used to calculate

availability and reliability of multi-state repairable systems. Pil et al. [7] used a time
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dependent Markov approach to evaluate the reliability of the re-liquefaction system and
developed a maintenance optimization model and applied it to the re-liquefaction system.
Keeter [8] discussed the availability of powerful computers to run long and extensive
models for availability and reliability calculations. These tools have enabled us to
understand the gain achieved from improving equipment reliability, and also other benefits
like asset utilization. Jacob et al. [9] explored the difficulties in determining reliability and
availability for repairable and non-repairable systems. The analysis is difficult when the
failure distribution is not exponential and becomes even more difficult when the systems
are hybrid and complex rather than only series, parallel or a combination of two. In his
work, Jacob presents a binary decision diagram to calculate a system’s reliability and
availability.

Moore [10] pointed out that mechanical availability as a function of maintenance
cost under different maintenance strategies, i.e., the mechanical availability, will be lowest
in reactive strategies and highest in reliability-focused maintenance strategies. Mobley et
al. [11], stressed that availability differs slightly from utilization; the main difference is
that the scheduled run time varies between facilities and is changed by factors such as
schedule maintenance action, logistics and administrative delays. Ouhbi et al. [12] utilized
a semi-Markov system to estimate the reliability and availability of a system and applied it
on turbo-generator’s availability and reliability estimation. Cekyay et al. [13] presented a
work to analyze mean time to fail and availability of mission based system under maximal
repair policy. Csenki [14] explored the concept of work mission availability to approach

the cumulative operational time. Two methods of availability estimation and capacity
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distribution have been discussed [15]. The first method is based on capacity outage
probability tables, and although estimations performed by this method are exact they have
limited applications. The second method is based on a probability mass function series,
which is computer intensive but the results are better with increasing computation. An
optimal reliability, availability and maintenance management strategy is presented to
optimize the service levels with minimal cost [16]. The focus is on inventory management
and a new model has been introduced to improve the service level, which only covers the
maintainability part of the scope. Availability assessment of offshore oil and gas fields
reveals that the equipment failure and production losses can exceed the allocated budget
[17]. This work explores the probability distribution of downtimes and random equipment
failure in design optimization to improve availability of the production systems. Genetic
algorithms have been used to optimize the availability of the equipment [18]. The
availability optimization was done using different project costs, weight, and availability of
maintenance workforce. The proposed model is a novel and practical contribution, which

presents the risk-based availability estimation using state dependent models.

2.1.2 Brief LNG Process

Liquefied natural gas (LNG) is a liquid form of natural gas. This state of gas
increases its marketability and makes it feasible for transportation around the globe for
utilization in power generation, households and other applications. In liquid form, the
temperature of LNG is usually around -160°C and the volume is around 1/600 times of the
gas at room temperature. It is colorless, odorless and non-corrosive in nature. LNG is
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cryogenic liquid, which means it can be kept in liquid form at temperature -160°C with the
condition of constant pressure [19]. Once LNG arrives at a receiving terminal, it is usually
re-gasified to use in the industry and homes. An LNG process plant is asset intensive and
a great deal of safety is necessary to ensure a safe work environment. In the same context,
availability is also vital to guarantee meeting customers’ demands around the globe by
producing as per schedules. A general LNG manufacturing process consists of following
several major steps. Raw gas is received from a reservoir to the inlet receiving area, which
is followed by treatment (removal of corrosive and hazardous contents), liquefaction of
natural gas, storage, shipping of the LNG and finally the regasification at the receiving end

for use. The simplification is shown in block diagram Figure 2.1.
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(Onshore/Offshore)

L Fractionation Liquefaction @
U Transport via ship

Ethane, Propane, etc.

- Dehydration &
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v

Gas Receiving >] Acid Gas Removal

V

Figure 2.1: Simplified LNG process flow

Generally, from the reservoir, a three-phase feedstock is sent to the onshore
receiving area where the gas, condensate and water are separated. Gas usually contains
many hazardous and non-hazardous elements, which in most cases must be removed prior

to natural gas (NG) liquefaction. These elements are usually sulfur in the form of hydrogen
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sulfide, carbon dioxide, water, helium, mercury, other sulfur species and heavy
hydrocarbon. The NG feedstock is treated to remove sulfur and water. Other contaminants
like mercury and mercaptan are removed from the gas prior to the liquefaction process.
Liquefaction of natural gas is a physical process that is achieved by successive cooling
through exchange of heat using refrigerants. LNG is stored in full containment tanks that
are heavily insulated to minimize the heat transfer and boil-off of the liquid. LNG is
shipped through special ships to the destination where it is re-gasified for use in power

generation and returned into country’s gas circuit for home and other domestic use.

2.2 Risk and Risk Assessment

Risk and criticality are two synonyms often used in the oil and gas industry. Risk
can be defined in many ways; simply put, it is the likelihood of an unwanted event times
its unwanted consequence [20]. Risk assessment (RA) is an engineering process of
performing a cross-functional team-based analysis on functions, systems and equipment to
evaluate the risk of a given situation or scenario. In this research, a unique risk assessment
methodology is proposed to effectively select the critical equipment affecting the function
of a system, hence affecting availability. RA is foundation to the proposed research.
Different companies have different exposures to risk depending upon their business,
geographical location, and financial structure and so on. They develop mitigation plans
based on the riskiness/criticality of an unwanted event to avoid them. It is also very
important to understand why the risk assessment is being performed so that attention may

be focused on the right consequences. For example, the oil and gas industry has different
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financial risks due to its asset intensiveness and price fluctuations compared to other
industries, especially those that do not have physical assets. The industry also has operating
risks and hazards because of high operating pressure and low temperatures. These
operating parameters have severe consequences in case of equipment failure. The risk
assessment approach developed in this research to estimate availability is unique because
the approximation of risk is established using consequences like reliability and
maintainability along with others. The advantage of this approach will provide the benefit
of keeping focus on the categories that directly affect the availability, including others like
safety, health, and environment (SHE), and economics. The main objective of the company
is to identify the risk and develop mitigation plans to address the critical scenarios to as
low as reasonably possible (ALARP) levels. It is not possible to bring the risk to zero, so
importance lies in assessment, mitigation plan and management of risk. Literature and
other standards have defined risk in many ways. The most useful and widely applicable
definition of risk is as follows: “Risk is a measure of potential loss occurring due to natural
or human activities” [20]. Another meaning of risk is a “measure to human injury,
environmental damage or economic loss in terms of both the incident likelihood and the
magnitude of the loss of injury” [21].

The outcome of the risk assessment establishes that either the scenario or equipment
is critical. Riskiness is also known as criticality. The criticality number is a measurement
used to establish whether the assessed scenario or system is critical or not. If the system is
critical, it has to be managed properly to ensure plant target availability. Usually, different

companies have different methods to evaluate risk. One of the most common methods is to
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evaluate risk using a risk assessment matrix, as shown in Figure 2.2. We used the risk
assessment matrix with four important consequences categories, including: HSE,
Economic (business loss/maintenance cost), Reliability, and Maintainability. It is very
common in the industry to evaluate risk using the first two consequence categories, but the
uniqueness of this risk assessment comes from the consequence categories of reliability
and maintainability, which helps identify the assets that really affect or can affect the
availability of the equipment or processing unit. The details of the risk categories are
explained in Section 2.4.2 of this Chapter. The level to accept risk or level of classification,
i.e., high, medium, or low, depends upon the company management, regulations and other
requirements. The criticality zones shown in the assessment matrix are simply guidelines;

every company has its own risk assessment matrix and defined risk boundary.

RISK ASSESSMENT MATRIX
rreque @) [ {11111
PROBABLE (3)

OCCASIONAL (2)

PROBABILITY

REMOTE (1)

NEGLIGIBLE (1)| MINOR(2) [ MEDIUM (3) HIGH (4) EXTREME (5)
CONSEQUENCES

RISK CATEGORIZATION

High Medium Low

Figure 2.2: Risk assessment matrix

Higher consequences mean higher risk and criticality. As an example, if the
consequence is as high as 4 and the probability of the incident is probable as 3, the risk is
high, as shown in Figure 2.2. If the risk is high and the potential threat to the company’s
business or society is high, it must be assessed properly. Risk analysis is mainly used to

estimate the magnitude of a potential loss and can be done by using qualitative or
42



quantitative analysis or combination of both terms as mixed qualitative-quantitative risk
analysis [20]. The criticality risk may vary for different companies depending upon the
business; a petrochemical plant may have different criteria for classification than a LNG
plant. Risk is often expressed as a function of the frequency or probability of the incident

and consequence of the incident, as shown in Equation 2.1 and 2.2.
Risk = Probability of failure x Consequence (2.3)
R=PxC (2.4)

Individual risks can be calculated using the following equations:

Rsye = P X Csyg (2.5)
Ry =P X Cg (2.6)
Rp = P X Cy (2.7)
Ry =P X Cy (2.8)

Overall risk, R, can be selected using Equation 2.9.
R == RSHE X RE X RR X RM (29)

where, R = Overall risk due to unwanted event, P = probability of failure, C = Consequence,
Rshe = Risk due to SHE consequence, Re = Risk due to Economic consequence, Rr = Risk

due to Reliability consequence, Rm = Risk due to Maintainability consequence.

The output of the risk assessment is a categorization of equipment causing

functional failure of a system, unit or equipment. In this research, risk has been categorized
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in three categories, high, medium, and low. Quantitatively, assessment can also be done
using the numbers and selecting the biggest value as the max value as criticality. Once the
ranking has been established, the critical equipment within a system can be chosen and
functional block diagram should be developed to move forward toward a Markov model,

as discussed in the framework in Figure 2.3.

2.3 Risk-based Availability Modeling Framework

The risk based availability concept is based on identifying critical equipment which
causes functional failure in a complex system or unit. Functional failure is an interruption
in production and can be addressed using economic category of the risk assessment matrix.
The proposed framework provides a unique way to identify critical equipment. Asset
intensive unit can be simplified using the risk-based proposed methodology without
violating the functional integrity of the system to estimate availability. The main advantage
of this methodology includes but not limited to identifying the bottlenecks early in the
process and addressing them to optimize resources and cost. Selected systems based on the
risk will pinpoint the equipment that has a direct impact on availability. The system has
many pieces of equipment but not all are critical and should be treated accordingly to
balance the risk and available resources. We will further discuss in detail the Markov based
model to estimate availability.

In order to keep the process consistent and effective, the following steps have been
proposed in this research to develop the model to estimate availability. The graphical

presentation of the complete process can be observed in Figure 2.3.
44



10.

Selection of system / operating unit or plant: Develop a boundary diagram of the
system to be studied, which helps team to be focused and prepared.

Establish a cross-functional team: Important in order to identify real critical
equipment.

Develop or review existing risk assessment matrix to ensure all team members
understand the consequence and probability categories.

Perform risk assessment: Ensure risk assessment is done in a cross-functional
environment to identify critical assets.

Breakdown of processing unit into small units: After identification of all critical
assets, we developed a functional model to place the equipment in the process
functional flow sequence.

Develop functional block diagram to develop state diagram: In this step, a
functional block diagram is developed using the previous step data and represents
the architecture of the systems.

Develop a Markov model: State diagrams using functional block diagram are
developed in this step; differential equations are established from the state
diagrams.

Collect all required data: The main input of this data is from maintenance history
and other available databases like OREDA [22].

Run the model using available failure rate and repair rate data.

Estimate availability: Individual subsystems and overall system availability can be

estimated using the independent system data. The series and parallel systems are
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dealt accordingly to estimate the final availability of the selected system or

operating unit.

2.3.1 Modeling Technique using Markov Model

In general, mathematical modeling of systems is an area of great engineering
interest and process modeling makes it even more challenging. It is not a simple task to
calculate the availability of a unit with a higher number of equipment using individual
equipment failure and repair rates. It is often a model using operating parameters like
production loss, name plate capacity, and sustainable capacity to estimate operational
availability and reliability. The conclusion is usually based on production rates rather than
equipment failure rates. Technically, the outcome is operational availability rather than the
process availability based on the failure date.

The above discussion can be explained further by this example: assuming that you
are assigned to produce 100 tons in 30 days and you are able to produce 100 tons in a given
period with a failure, your availability will be 100% even with a failure. The reason that
the availability is still 100% is that the calculation is based on the production targets rather
than using equipment MTBF and MTTF. The reason you were able to achieve 100%
availability with a failure is that you have utilized your equipment beyond the normal
operating window and were able to achieve the targets. It is indeed a very cumbersome
process to model the complete system and use the real failure rates of equipment for
estimation where the unit consists of thousands of functional locations. The proposed risk

based methodology works great in these situations. Some limitations exist in the proposed
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Markov methodology, i.e. constant failure and repair rates are independent events and the

probability of being in any state depends upon the immediately previous state.

Select system/process unit

Define risk assessment criteria
(RAM)

Perform risk assessment

Establish cross-functional team )

I

Identify critical systems and )

equipments

Breakdown of full system in smaller Develop function block diagram for
functional critical sub-systems critical systems
C Develop state models (Markov))

Collect data, failure and repair ratea

C Execute the model )
C Estimate Availability )

Figure 2.3: Flow diagram of risk based availability model
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As discussed, we will use the failure and repair rates of the equipment and systems
to estimate the availability. This is one of the reasons the risk based approach was adopted

to handle the number of equipment and still obtain reasonable estimates to address the
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issue. Risk based approach plays a vital role by optimizing the resources and still achieves
comparable results. If a model is developed using 100 pieces of equipment, state space
goes very high and becomes very difficult to handle; as an example, if there are 100 pieces
of equipment and each has 2 states, the total will be 22100 and that would be around
1.3E+30 states. Quantity can be reduced or the problem can be simplified by breaking
down the system into a series of independent subsystems [3].

In this research, we approach the problem from a user real experience angle and
come up with a risk based approach to estimate process availability. Units have been
broken down into smaller sub-systems to calculate availability, as shown in Figure 2.4.
Markov based state dependent methodology is used to develop state models. A Markov
model is a technique in which a system can be studied with several states, like operational,
failure, and degraded. An approach is presented in this work to estimate the availability of
the unit using different equipment and sub-system individual availabilities within the unit.
State models have been developed using a real plant case, which helped us to model factual
conditions. The proposed method provides a tool to solve the process, which will be
discussed later in the methodology. A Markov model can be mathematically written as
follows [10]:

' . . . (2.10)
Z Rate into state i fromj X P;
J

= Rate out of statei X P;
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If P;(t) is the probability of being in state i at time t, the summation of all

probabilities can be written as follows:
Pi(t) + P,(t) + Ps(t) + B, (t) =1 (2.11)

At any given point of interest in time t, system availability is the probability of the
system in one of the success states, P;(t). The simplest case for determining the steady
state availability is a single system with both a constant failure rate, A , and a constant repair
rate, r. Assume that the system will be one of the two possible states; state 1 is operating
and state 2 under repair or failed state. The basic concept of the state diagram, sometimes
called the transition rate diagram, can be shown as in Figure 2.6 and 2.7. The general
equation for n independent equipment in a series has an equipment availability, A;(t), and

the system’s availability is given by Equation 2.12 [1]:

40 =] [4© (2.12)

Similarly, the general equation for n independent equipment in parallel
configuration has an equipment availability, A;(t). The system’s availability is shown in

Equation 2.13 [1].

a0 =1-] [a-aw (2.13)
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2.4  Application of Proposed Methodology

The proposed methodology has many applications and can be used on any
continuous process, as well as other production processes with some modifications to the
methodology. In this Chapter, the proposed methodology is applied to a gas absorption
process, where high availability is a must in order to safely and economically run the
process. The unavailability of this unit will cause all downstream processes to halt. In order
to apply the methodology in the most effective way, it is essential to review the functional
details of the process to understand the operating nature of the process. It will help to
understand the hazards and their consequences. Secondly, a knowledgeable team with
strong exposure to the process and equipment is required. The foundational step is to
identify the critical components that cause functional failure to the process unit to develop
the model, functional block diagram and other steps as discussed in framework. The

following Section shows the implementation of methodology explored in Figure 2.3.

2.4.1 Brief Description of Absorption Process

A gas sweetening unit is one of the major gas treatment units in a gas processing
plant prior to other processes in the plant like liquefaction, fractionation, and gas
separation. It mainly consists of acid gas removal from the gas stream. This unit primarily
consists of absorption, regeneration and reclaiming Sections. In order to observe the
proposed methodology, we will only focus on the absorption Section of the process. The

simplified block diagram Figure 2.5 explains the functionality.

50



The absorption Section absorbs hydrogen sulphide and carbon dioxide. The
regeneration Section mainly regenerates the solvent and sends stripped out lean acid gas to
the sulfur recovery unit, subsequently; the regenerated solvent is circulated back into the
absorption Section for natural gas sweetening process. Natural gas consists of mainly
gaseous hydrocarbons, partly heavy hydrocarbon and around 1 to 2 percent of acidic gases
like hydrogen sulfide and carbon dioxide and other sulphur compounds. Acidic gases are
highly corrosive and will cause severe damage to cryogenic vessels during liquefaction
process; therefore, it is necessary to remove these gases and contaminants before they reach
the final stages of liquefaction. In the acid gas absorbers, hydrogen sulfide and carbon
dioxide gases are absorbed completely in the solvent and sweet natural gas is routed to the
gas drying Section and liquefaction units. The sour gas from the inlet receiving area enters
in the reception Section where gas is preheated at optimal value to avoid condensation prior
to introduction in the gas sweetening Section. The acid gases enter absorber column where
H>S, CO- and sulfur compounds are removed by counter current contact of the gases with
a lean solvent in order to meet the required specification of sweet gas. Since the natural gas
sweetening process is very critical in terms of operation and commitment of the LNG
production, the availability of all the equipment remains under focus and operational
integrity is monitored closely. For reliable processing of the gas sweetening unit, all static
and rotating equipment are monitored closely for corrosions due to acidic streams, wall
losses due to erosion caused by high velocities or turbulences. Rotating equipment are
surveyed with their historical records and failure history. To estimate the availability, the

above mentioned framework has been followed in the remaining Section.
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Figure 2.4: Simplified gas absorption process

2.4.2 Risk Assessment

As discussed earlier, risk assessment (RA) is a systematic approach in performing
risk analysis to identify the failure probability and consequence of the failure due to
exposure to hazards. The goal of RA is to evaluate the magnitude and probability of actual
and potential harm or an actual event [20]. The main hazards in the processing industry are
hydrocarbon, high pressure, high and low temperatures, and poisonous gases. The
consequences can be due to any reason, i.e. equipment breakdown means lower MTBFs,
operating beyond operating windows, higher MTTRsS, gas release or human mistakes. This
step is one of the foundations of the complete process. Companies have risk matrix and
risk evaluation methods that can be used to identify critical equipment in a processing unit

and sometimes information is already provided in computerized maintenance management
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system. Categorization of the equipment is carried out this step whereas; in next step, a
simplified block diagram is developed with critical elements in the process. Usually the
outcome of this process is a list of equipment with high, medium and low priority. The
critical equipment can also be ranked using ranking numbering, sometime referred as the
criticality number, i.e. if the consequence is extreme or 5 and the probability is frequent or
5, the product represents the risk or criticality, which is 25. It is recommended to use only
critical equipment but other equipment based on the consequence can be included. Simply,
risk is estimated based on the risk assessment matrix using Equation 2.1. In general, if the
risk belongs to a safety consequence category, it takes precedence and is considered as
critical. The following criterion is utilized to identify the critical equipment that can cause
functional failure of the unit. In addition to usual risk criteria, we have introduced the
reliability and maintainability consequence because they directly relate to the availability

of the processing unit. Individual categories can be explained as follows:

Table 2.1: Safety Health and Environment

Ranking Description (SHE)

Extreme (5) Fatalities, sever environmental impact

High (4) Permanent disabilities, major environmental impact
Medium (3) Major injury, local environmental impact

Minor (2) Minor Injury, plant-wide environmental impact
Negligible (1) First Aid , no environmental impact
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Table 2.2: Economics, Reliability and Maintainability

Ranking Description (Economics) | Description (MTBF) Description (MTTR)
Extreme (5) Downtime > X3 hrs MTBF <Y hrs MTTR > Z3 hrs
High (4) Downtime > Xz < Xsghrs | MTBF>Y <Y hrs MTTR > Z, < Zz hrs
Medium (3) Downtime > X; < Xz hrs | MTBF > Y1 <Y;hrs MTTR > Z; < Zy hrs
Minor (2) Downtime > X < Xj hrs MTBF > Y, < Y3 hrs MTTR > Z < Z3 hrs
Negligible (1) Downtime < X hrs MTBF > Y3 hrs MTTR < Z hrs

Parameter ranges X, Y and Z in Table 2.2 to rank the consequence are dependent
upon the company business and business guidelines. After the identification of the critical
equipment, the next step is to develop a functional block diagram based on identified
critical equipment, as shown in Figure 2.5. This methodology can be used to include
medium critical equipment in the block diagram depending upon the consequences but it

will increase the size of the model.

2.4.3 Simplified Functional Block Diagram

As discussed earlier, we have selected this system due to the criticality of its
application; presence of poisonous gases, safety impacts on plant and society in case of
unwanted breakdown, including financial consequences. We have presented the unit in
small systems to manage it properly for calculation purposes. This unit consists of
stationary assets and rotary assets as well as piping and valves, as is the case in other oil
and gas processing units. We have developed a block diagram to better understand the

system view of the rotating machinery and static assets in the system. This includes pumps,
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motors, valves, vessel piping, and other equipment. The block diagram shows the
redundancy level and criticality of the equipment.

The pumping system consists of a pump and motor as a single functional location
but the failure rates are added to represent the real picture. The pump and motor are
considered as a system in order to calculate the required parameter and are later utilized in
the comprehensive model. In this step, we can also include a well-judged value of the
failure rates of other critical systems to bring results closer to the real case. All the piping
is considered a system and the applicable failure modes have been used to determine the
piping failure rate, and similar is true for valves. There may not be any impact on
availability of the system but reliability may be different if there is a failure in the redundant

system. The individual capacities available are shown in the block diagram in Figure 2.5.
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Figure 2.5: Functional block diagram
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2.4.4 Failure Data for Analysis

Failure data is a key to the proposed methodology or even for any statistical
analysis. Equipment’s historical maintenance and repair data availability and quality is an
industry concern, which discouraged us from using the data directly from maintenance
history database. Estimations were developed with the help of engineers and technicians in
order to use the best data. Inconsistency in the available data drove us to get help from
OREDA. OREDA data was not even directly utilized in the analysis but data was sorted
and compiled. The applicable realistic failure modes from the field were identified to
estimate failure rate and repair rates. To effectively model the process and outcome, the
real data and OREDA was utilized together. OREDA database has many failure modes for
any equipment but all are not applicable to every facility. Instead of using all failure modes,
only applicable failure modes were used to estimate the mean failure rate and repair rates.
As an example, OREDA estimates mean time between failures for a pump which is 4 years
based on all failure modes but some of the failure modes are not experienced as per the
failure history. Those failure modes have been taken out to estimate the realistic mean time
between failures. Once taken out the failure modes, mean time between failures improves
to 5 years which is best representative of our case. Active repair rates [22] were used in the
calculation, which refers to the actual time spent on the repair operation rather than the
total downtime or man-hours.

Failure is classified when the equipment is not working or degraded, such as small
leak or passing, when the system is partially available or functional. In vessels, columns

and piping, leaks have taken as a degraded and failed state. Both motor and pump are
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considered as pumping system in order to avoid confusion because the systems will not
work without one another and will represent the real scenario. All the valves and piping in
the process have been taken as a sub-system and corresponding failure rate and repair rates
have been used to simplify the process. The inclusion of piping and other sub-systems is
also very critical as they experience failures as well to estimate the availability.

Data was used with extreme care, and consideration was given to feasible and
experienced failure modes to estimate the failure rates. In case of rotating machines,
calendar time was used in active systems and operational data was used in standby systems
to be more precise in the calculations. The static equipment data was collected based on
the calendar time, as they were all functional all the time. Availability of the
instrumentation and electrical system is usually very high due to its inherent design so the
system is not selected as part of the process, but the control valves and other emergency
shutdown valves are included in the system. Table 2.3 contains the rotating equipment data,
including both active system failure rates and repair rates as well the standby system rates.
Table 2.4 has all static failure rates and repair rates.

Table 2.3: Rotating Equipment

Code Description Active Failure  S/B Failure Repair Rate S/B Repair
Rate Rate (/Hr) (/Hr) Rate (/Hr)

SR;  Pumping System 490.7E-06 13.65 33.0 14.0

SR,  Circulation System 322.4E-06 571 289 33.7

SR3;  Sol. Pumping System 168.9E-06 13.92 7.5 2.5

SRs  A-Foam Inj. System 1.4E-03 - 6.0 -

SRs  Oil Pumping System 1.2E-03 14.9 8.5 7.8
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Table 2.4: Static Equipment

Code Description Failure Rate Degraded Repair Rate Degraded
(/Hr) Failure Rate (/Hrs) Repair Rate
(/H I’S) (/H I’S)
SSy Washing Column 2.8E-05 2.01E-04 14.0 51.4
SS; Absorbing Column 5.7E-05 3.4E-04 75.1 24.3
SSs HP Drum 3.4E-05 5.4E-06 4.8 8.5
SS4 HP Column 9.1E-05 2.8E-05 27.1 13.1
SSs LP Drum 3.4E-05 5.45E-06 449.6 17.0
SSe LP Column 9.1E-05 2.8E-05 27.1 131
SSy Drain Drum 2.5E-05 2.8E-05 29.8 8.5
SSg Piping 4.4E-05 - 2.0 -
SSq Valves 8.5E-06 8.0E-06 6.79 9.1

2.4.5 Risk based Availability Markov Model (RBAMM)

RBAMM proposed in this Chapter has been applied to validate the applicability of
the model in a real plant situation. It is very difficult to calculate the availability of a unit
with a higher number of equipment based on the individual equipment failure rate. That is
why it is often modeled using operating parameters like production loss, name plate
capacity and sustainable capacity to estimate operation availability and reliability. The
outcome is usually based on the production output rather than on equipment failure rate.
Selection of the unit for this research is based on risk assessment. To develop the model of
the system under study, system is broken down into many small manageable systems of
the same function, as can be seen in Figure 2.5. Most of the operating units are modeled
using a Markov state process. One of the state diagrams has shown below in Figure 2.6. It

is a very cumbersome process to model the complete system and use real failure rates of
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equipment where the unit consists of thousands of functional locations. In order to make it
simpler, block diagram Figure 2.5 was developed using a risk matrix. Critical equipment
has been chosen based on the RAM to simplify the system for availability estimation. In
addition to using simplified block diagram, we proposed to calculate the availability of the
independent sub-systems and later Equation 2.3 to solve for the complete system. In the
given critical system, if we choose to model the system as a whole with only 2 states of 14
sub-systems, the total state equations would be 16384. The size of the model will
exponentially go even higher if we opt to apply the methodology on the complete system.

The model developed has three real plant conditions; they are: 1. all functional, 2.
degraded running and, finally, 3. failed state. The block diagram has been broken down
into smaller entities based on the functionality of the equipment. A real plant scenario has
been used to model the system. Mainly, the systems have been broken down into five
essential systems, i.e. static equipment, rotating equipment, piping, valve systems and
others mainly consisting of electrical. Though the pumping system drivers are mainly
electrical motors, due to the functional reasons they have been considered as one system
because if the motor or pump failed the output is a failed state for the system. The Markov
methodology has been used to develop state models, which provide an opportunity to
model realistic operating scenarios, like operational, failure, and degraded state. A real
plant case has been used in modeling the real conditions. A general model has been
discussed in the beginning; specific details are shown below. Complete system has been
broken down in the following sub systems as shown in Table 2.5. In this approach, once

the availabilities of the subsystems are calculated, the block diagram will be used to
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calculate the total availability of the system. The advantage of separately calculating the
static, rotating and other equipment will provide the flexibility to identify if any one of the
systems is a bottleneck and requires more focused work to improve availability and
reliability. There are many different operating scenarios that can be easily modeled using
a Markov process. In this system, two different systems available were commonly used
during the Markov modeling process. Pumping systems with redundancies were modeled
using the state diagram shown in Figure 2.6, and a non-redundant system i.e. Absorber
Column, is modeled with three operating states as in Figure 2.7. In this model, state 1
represents the equipment is functional as designed and state 2 reflects the equipment is
working but not meeting the functional requirements. For example, valve is passing and
process is still functional with degraded performance. State 3 represents the complete
failure where the repair is inevitable. At state 3, once the equipment is repaired the system
goes back to state 1, and from this state system cannot go back to degraded state. Once the

system is fixed, it will only go to its initial state 1.

A/B Functional

/%\
\/

Failed

A Failed
pajesg

Figure 2.6: State diagram of two pieces of equipment in parallel with failure in standby
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Functional

Degraded Failed

Figure 2.7: State diagram of a three state degraded system with repair

The set of steady state equations using Equation 2.10 to calculate probabilities of system

shown in Figure 2.6 are:

State 1. (A4 +A,)P; =P, + 1P (2.14)
State 2: (A, + )P, = APy + 1P, (2.15)
State 3: (A4 + 1,)P; = A,P; + 1P, (2.16)
State 4: (r, + r1)Py, = A,P, + A, Ps (2.17)

P+P,+P;+ P =1 (2.18)

In general, availability of a system can be written as [4]:

A= ) P (2.19)
all sucess
sates i

Using Equation 2.19, the availability of the system shown in Figure 2.6. can be written as:
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Similarly, three state systems and other system equations can be developed to
calculate a system’s availability. Providing all the static systems in series, Equation 2.22
can be used to determine the overall availability of the static system and similar process
can be done for rotating equipment. The overall unit availability will be calculated using

Equation 2.24.

j
n=1
j
Ags = HASSn (2.22)
n=1
A(Unit) =[] (Sub systems in series) (2.23)
n
Ay = 1_[ A (2.24)
i=1

where, Ay = Unit Availability, Asr = Availability — Rotating System, Ass = Availability —

Static System and i = individual sub systems.

2.5 Numerical Analysis and Results

Certain constraints are important to understand prior to interpreting results. The
most important is that the data used in the analysis is a combination of real process data
with OREDA. Applicable failure modes were identified and used to calculate MTBF and
MTTR for individual systems. The standby system failure rate is also calculated using the

historical data and OREDA. This aids us in using our real plant data to reduce bias in the
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results. Proposed methodology helps to calculate the availability of the individual sub
system and can be used to identify bottleneck in the system. Table 2.5 shows the
availability of the individual subsystem whereas Table 2.6 shows the availabilities of static
and rotating as well the unit availability. In the existing approach to estimate availability
at facility, it is very difficult to calculate the individual availability of the subsystems, but

the proposed methodology has the flexibility to estimate all availabilities.

Table 2.5: Individual Availabilities of Subsystems

Code  Description Availability
SR;  Water Pumping System 0.945
SR,  Water Circulation System 0.998
SR3  Solvent Pumping System 0.909
SRs  Anti-Foam Inj. System 0.995
SRs  Skim Oil Pumping System 0.768
SS: Water Washing Column 0.957
SS;  Acid Gas Absorbing 0.968
SS; ﬁiéh Pressure Drum 0.999
SS, High Pressure Column 0.947
SSs Low Pressure Drum 0.999
SSe Low Pressure Column 0.947
SS; Drain Drum 0.926
SSe¢  All Piping 0.999
SS9 Valves 0.999

Steady states equations were developed using Equation 2.1 and solved by using
Excel to calculate probabilities of certain states to estimate the availability of subsystems.

Once the availabilities have been judged, Equation 2.11 is used to determine the availability
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of the complete unit, which is the product of static equipment and rotating equipment
availabilities. The difference in the existing methodology and the proposed methodology

is almost very small, as the results differ by only half a percent.

Table 2.6: Comparison of Availabilities

Description Existing Approach Proposed Approach % Difference
Static Equipment 99.89 -
Rotating Equipment 99.13 -
Overall Unit 99.50 99.02 0.5

The suggested approach provides certain benefits over the existing methodology
and is discussed in Section 2.5. It is difficult to compare the availability at unit or subsystem
levels because data at a subsystem level is not available in current practices. Overall,
availability is comparable and the proposed methodology results are promising; the
difference in results can be explained by the data estimation and other engineering
judgments during the process. Figure 2.8 graphically shows that the proposed methodology

provides flexibility to estimate the availability of subsystems in a processing unit.
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Figure 2.8: Graphical comparison of availabilities

Prior to the proposed methodology, unit availability is a value, which is 99.5%, and
represented by a straight line. It was difficult to estimate subsystem availabilities quickly
to identify the bottleneck and area of concern. With the proposed scheme, subsystems
availabilities are estimated from the start, which makes it easier to identify areas of concern

and efficient utilization of resources.

2.5.1 Advantages and Limitations of Proposed Methodology
The proposed methodology has shown very promising results and comparable to
existing availability of the processing unit with other important benefits. The advantages

mentioned below provide better control and understanding of the processing unit. Some
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supremacy of the risk-based proposed methodology has been proven and is discussed
below.

a. Efficient planning tool; allocation of resources as the individual asset system
availabilities are available to identify poor performers as shown in Figure 2.8. Poor
performing systems can easily be identified and detailed analysis can be performed.

b. Identification of real plant critical equipment that affect the availability of the plant.

c. Prioritization of the maintenance work based on criticality classification.

d. Risk assessments performed can be used in reliability centered maintenance
activities.

e. Long term planning, once plant model is developed; quick identification of bad
actors.

f. Initiative to enhance the maintenance history data program.

g. Better spare parts and maintenance planning to reduce MTTR.

h. Effective tool to optimize turn around and inspection shutdown.

The proposed framework is flexible and easy to use when using the step by step
process discussed in Section 2.3. Proper attention must be given to step by step execution
while performing studies using this approach. The risk matrix used in risk-based
assessment must reflect the company risk criteria rather than individual departmental
criteria. It is an experience that different departments have their own risk matrices to
prioritize their work. Use of the matrix ensures that the experienced personnel are involved

in performing risk assessment with good understanding of the system and its failure
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consequences. Failure history data must be used with care and questionable data must be
scrutinized or normalized properly. The state models must consider all the experienced

failed states to obtain more realistic results.

2.6 Conclusion

Many methods have been discussed in the literature review to estimate the
availability of independent systems, but efforts toward the estimation of processing
facilities, like gas plants or refineries, were found to be limited. The proposed methodology
establishes an efficient and effective way to manage assets, as well as estimate and improve
availability. The suggested approach to estimate the availability using RBAMM of a
processing unit is unique and has shown promising results compared to existing
methodology. The exclusivity of this proposal is the risk-based approach, which tends to
alleviate the data scarcity situation by selecting the critical equipment in a unit and utilizing

the failure databases smartly.

The method discussed addresses a real field issue and provides a solution to the
issue with a high level of confidence. Data was reviewed and adjusted based on engineering
judgment in conjunction with OREDA to make it suitable for use. This methodology
provides an opportunity to identify subsystem availability, which helps us identify the true
bottleneck in a processing unit. The proposed research engages the issue of calculating the
availability of a continuous operating plant. The model is validated on the real

configuration of the plant and the real operating scenarios so that the results will be
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realistic. This research also highlights the need and importance of good quality
maintenance history and effective utilization of the existing data to perform similar studies

with more confidence.

A risk-based methodology can be extended to develop a computer application using
the proposed approach for operating plant use. It is an optimal risk based solution for users
to efficiently utilize resources and achieve better results with less operating cost. The
effective utilization of the suggested method will help reduce cost and improve plant

reliability and availability.
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CHAPTER 3

IMPROVING AVAILABILITY USING A RISK-BASED FAILURE
ASSESSMENT APPROACH 3

Abstract

A structured risk-based failure assessment (RBFA) approach is presented, which
provides a complete solution to avoid repeated and potential failures to improve overall
plant safety and availability. Technological advancements and high product demand have
encouraged designers to design mega-capacity systems to enhance system utilization and

improve revenues. These benefits make the systems more complex and so prone to failure.

% This Chapter is based on the published work in a peer-reviewed journal. Qadeer Ahmed, Faisal
Khan, Salim Ahmed (2014), “Improving safety and availability of complex systems using a risk-
based failure assessment approach,” Journal of Loss Prevention in the Process Industries, Volume
32, November 2014, pages 218-229. To minimize the duplication, all the references are listed in
the reference list. The contribution of the authors is presented in Section titled, “Co-authorship

Statement”.



In general, despite the elaborately planned maintenance and monitoring activities,
equipment still fails. In reality, it is an overwhelming task to address all the failures due to
limited resources and time constraints. This leads to substandard and poor quality failure
assessments, which cause repeated failures. To address this common industry concern, a
four phase RBFA framework is proposed, which is not limited to the identification of root
cause(s) but also includes all the other actions essential for a successful assessment. The
four phases include the plan phase, the assessment phase, the analysis phase, and the
implementation-tracking phase. These phases cover identification of failure and failure
analysis; root cause(s) along with corrective actions are mooted, prioritized, and monitored
for implementation. In this Chapter, the applicability and advantages of the proposed
approach are examined through two real case studies pertaining to bearing failure and drive
coupling failure. Significant improvements have been experienced in the mean time

between failure (MTBF) and system availability for both the cases.

3.1 Introduction

In a processing facility, equipment and systems are anticipated to perform their
function safely and reliably to meet production requirements. Despite the best maintenance
and operating strategies, systems and equipment fail. These failures must be analyzed
properly to identify the root cause(s) and implement corrective actions to avoid repetition.
Repeated failures are very common where the failure assessment is done poorly and

corrective actions are implemented without proper validation of the root cause(s). In a
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study [1], the failure history shows that the fuel oil pump experienced 14 failures during
an operating life of 10 years. In another study of repeat failures, the authors mentioned that
18 events of compressor failures occurred during the last 12 years. These examples
highlight the fact that failure investigations are either not handled properly or corrective
actions are not implemented properly. A thorough and structured investigation process is
therefore needed to avoid the general problem of repeated failures [2].

Failure is defined as an “inability to perform the intended function,” whereas a fault
is “an abnormal condition or defect at the component, equipment or subsystem level, which
may lead to a failure” [3-4]. Risk-based failure analysis in this work is defined as, “a
structured process that discovers root cause(s) — physical, human, or latent of an incident
(failure or fault) and addresses these causes with corrective actions to improve the
availability and safety of the workplace.” Failure and availability are two sides of a coin;
reduction in equipment failures greatly improves the availability of the system and vice
versa. Failure can be eliminated or reduced by effective maintenance, adequate operation,
proper design, and other parameters. In case of a failure, proper failure investigation is
important to identify and eliminate the root cause(s). Availability improvement is neither
one size fits all nor a piece of technology or software solution; it is a strategic objective to
be met. Therefore, all the 