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ABSTRACT 

Identifying new marine protected areas (MPAs) typically requires 

considering competing priorities from a large range of stakeholders. While 

balancing socioeconomic losses with biodiversity gains is challenging, it is central to 

the planning process and will influence the effectiveness of the MPAs to be created.  

This paper presents a new decision-support method named Spatial Tier 

Framework-Ordered Weighted Averaging (STF-OWA) that allows stakeholders to 

share their values and explore alternative planning scenarios, by varying levels of 

losses and gains, in a collaborative setting. Unlike methods that aim at finding one 

optimal solution (e.g. Marxan), the STF-OWA provides stakeholders with alternative 

planning options based on weights reflecting their priorities among and between 

biodiversity interests (e.g. corals vs. birds) and socioeconomic interests (e.g. fishing 

employment vs. fishing dollars). The approach was tested in the Newfoundland and 

Labrador shelf bioregion, Atlantic Canada (~1.2x106 km2), using scientific survey 

data on groundfish, seabirds, and habitat-forming invertebrates, commercial fishing 

logbooks, data on marine transportation, and oil and gas activities.  

Results show that the STF-OWA can identify easy-to-implement conservation 

sites (i.e. high biodiversity with low socioeconomic activities), although they 

represent only <5% of the analyzed area. Subsequently, the STF-OWA demonstrated 

that identifying >5% of the study area as an MPA often involves hard decision areas 
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(i.e. sites with both high socioeconomic impacts and high biodiversity gains). On 

making tradeoffs and hard decisions spatially explicit, the STF-OWA: (1) offers 

various options such as cheap, cost-effective, and expensive scenarios, making the 

toughest conservation decisions spatially explicit -- namely, tough decisions for and 

against biodiversity protection and tough decisions for and against socioeconomic 

protection; (2) allows visualizing multiple competing interests in a solution set that 

provides empirical evidence that a win-win option is rare; and (3) permits 

delineating regions of interest (ROIs) and percent area targets within a conservation 

scenario that makes balancing loss and gain more spatially explicit at a finer scale.  

With these features available in the STF-OWA decision-support method, it is 

possible to identify not only the areas that minimize potential conflicts, but also 

areas of high importance for biological protection, and to do so without masking the 

tough political decisions needed in advancing conservation goals.   
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CHAPTER 1  INTRODUCTION 

 

Human impacts on ecosystems can be traced for thousands of years, the significance 

of which now defines what is commonly referred to as "Anthropocene" era (Ellis et al. 

2013). In the marine realm, anthropogenic impacts are diverse in nature (e.g. Halpern et al. 

2008), with overfishing being among the major concerns (Crowder & Norse 2005, Preikshot 

& Pauly 2005). The global decline in fisheries and the increasing threats to marine 

biodiversity have attracted attention from various perspectives such as research, 

development, and policy (Beverton & Holt 1957, Platteau 1989). Pauly (1995) suggested 

that the decline of fish stocks occurred many decades ago, even with the use of traditional 

fishing tools and methods. During the 20th century alone, it was estimated that more than 

80% of high trophic level biomass had declined (Christensen 2000). The issue of overfishing 

had been documented prior to the 19th century such as the overexploitation of the local 

stocks in Europe during the middle ages (Roberts 2007), and the fishing collapse in coastal 

areas of Newfoundland in the early 1700s (Rose 2007). Overexploitation continued to 



 

2 
 

receive international attention to put in place fishery regulatory measures in an attempt to 

curb the decline of fish stocks (ICO 1946). 

The increasing demand for fish and seafood from a world population that 

increased about fourfold in the last century alone, combined with the availability of 

modern fishing methods and tools, resulted in a rapid decline of predatory fish 

(Myers & Worm 2003) and many other species. Several fish stocks eventually 

collapsed, resulting in closures of wild fishery activities, with one prominent 

example being the moratorium of the Newfoundland and Labrador cod fishery in 

1992 (Hutchings & Myers 1994, Myers et al. 1996). Statistics from the Food and 

Agriculture Organization (FAO) of the United Nations estimate that more than 80% 

of global fish stocks have either already collapsed, or are over or fully exploited 

(Pauly et al. 2013). 

The loss of biodiversity was not given much attention until the 1990s, almost 

two decades after species extinctions became apparent in terrestrial regions (Norse 

& Crowder 2005) and five decades after overexploitation of fisheries was noticed. 

Not surprisingly, the documentation of marine biodiversity decline and extinctions 

started with species that are mostly fished, caught as by-catch, and those indirectly 

impacted ecologically and biologically by fishing (Roberts & Hawkins 1999, Myers & 

Ottensmeyer 2005). 

Beverton & Holt (1957) were the first authors to research scientifically the 

utility of marine reserves, as a way to address the situation, although they did not 

explicitly proposed to use them as a fisheries management tool. Instead, they 
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suggested using fishery regulatory measures that could control fishing intensity, 

such as a reduction of motor power of fishing fleets, control of fishing activity and 

closures. However, these regulatory measures (e.g. quotas, closures), in general, 

have not had a significant effect in controlling excessive resource exploitation and 

protecting marine ecosystems (FAO 2011). This led to the growing interest in 

marine reserves or marine protected areas (MPAs), to limit or prohibit human 

exploitation, as a means to help address the impact of overexploitation of resources 

(Allison et al. 1998, Murray et al. 1999, Lubchenco et al. 2003). An MPA is defined by 

the IUCN (1994) as "any area of intertidal or subtidal terrain, together with its 

overlying water and associated flora, fauna, historical and cultural features, which 

has been reserved by law or other effective means to protect part or all of the 

enclosed environment". 

Since its inception, the concept of MPAs has faced many challenges. One of 

them is the critique of its effectiveness where rigorous empirical evidence was 

lacking (Willis 2003), although a growing literature indicates that MPAs can work in 

some contexts (Edgar et al. 2014). This challenge is partly due to the difficulty of 

designing appropriate studies that can compare changes in ecosystems within and 

outside reserves (Roberts & Polunin 1993, Pauly 1995). Other challenges linked to 

MPA effectiveness include the difficulty of implementing, managing, and enforcing 

MPAs. Some of these relate to lack of political will and legal support (Eisma et al. 

2005) and the socioeconomic challenges such as lack of compliance and uncertain 
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outcomes associated with MPAs (Rudd et al. 2001, James et al. 2001, Macintosh et al. 

2010). 

Challenges also relate to methods used to identify suitable protected areas. 

Over the last four decades, methods for determining spatial priorities for 

conservation have been explored (Justus & Sarkar 2002, Williams et al. 2004, 

Moilanen et al. 2009). Most of these methods are computer-based and aim at 

balancing conservation tradeoffs that is space gained for biodiversity protection 

against space foregone for socioeconomic activities. These planning methods are 

often placed into two categories: optimization and non-optimization methods. The 

first type attempts to deliver optimal or near-optimal solutions based on sets of 

spatial priorities for conservation. Some of these are implemented in conservation 

tools such as Marxan and C-Plan (Moilanen et al. 2009). The second category, non-

optimization methods, does not strictly search for an optimal solution but rather 

emphasizes stakeholder participation (Brown et al. 2001), including for instance 

MIRADI and SeaSketch (Salafsky 2011, Mitsova et al. 2013) 

The following sections of this chapter present the research gap in developing 

conservation planning methods, research questions, goals and objectives, 

introduction to the conservation decision-support method proposed in this study, 

research stages, and the chapter outline of this thesis. 
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1.1 RESEARCH GAP IN DEVELOPING CONSERVATION 

PLANNING METHODS 

Over the last four decades, a systematic form of conservation planning 

method started as simple scoring techniques (Margules & Usher 1981), followed by 

near optimal and optimal models (Pressey & Nicholls 1989, Justus & Sarkar 2002). 

The implementation of these methods as spatial decision support tools has become 

common in conservation planning research (Ball & Possingham 2000, Carwardine 

2007).  

To date, most of these planning methods and tools are framed around the 

integration of biological data, making them more robust in setting biological 

priorities. In contrast, social priorities are often loosely incorporated (Ban & Klein 

2009, Adams et al. 2010). Some reasons are that social data are mostly qualitative 

and thus are hard to incorporate in quantitative models, too localized or too sparse 

and therefore difficult to integrate, or are simply not available or expensive to 

generate. Also, optimizing biological priorities for several social priorities is difficult 

mathematically using a single algorithm (von Neumann & Morgenstern 1947, p 11). 

  While the primacy of biological criteria was traditionally desired for 

conservation planning, the multiple socioeconomic criteria present practical 

constraints, particularly in places where economic and political challenges proved 

to be difficult issues (Oracion et al. 2005, Silva 2006, Pulgar-Vidal 2010, Roe & 

Walpole 2010). The importance of socioeconomics in conservation planning led 
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some to suggest that finding a suitable solution should not be restricted to objective 

and scientifically rigorous principles, but should rather be context sensitive, 

communicative, open, and flexible (Hirsch et al. 2010, Knight et al. 2011).  

A problem is that identifying a suitable solution does not, in practice, mean 

satisfying all interests. Instead, some interests are given greater weight at the 

expense of others. This mechanism refers to tradeoff, a process that involves loss 

and gain. There are issues associated with tradeoff. For example, not all losses and 

gains are tradable (Rittel & Webber 1972). The process of balancing loss and gain 

can be difficult when it involves answering questions like "who loses or who wins?" 

(Lackey 2006), and "whose values count?" (Schmid 2002, Yates 2003 p 141, Roe & 

Walpole 2010).  

Even though tradeoff presents issues and challenges in planning, it is a 

mechanism that planners have to embrace in response to the limitations associated 

with the planning environment (Jentoft 2007). These limitations also bring in hard 

decisions (HDs) that require a planner or a policy maker to choose between 

incompatible or incommensurable, but perhaps equally important, options. Conflicts 

typically engender HDs, and some suggest that conflicts that are not addressed in 

planning tend to surface and plague management decisions (Lewis 2007, Muthiga 

2009). One reason is that when tradeoffs are not made explicit, conflicts may be 

camouflaged and honest negotiation, especially involving hard, decisions 

suppressed (McShane et al. 2011). Another reason is that a less explicit tradeoff 

prevents reflective thought on the appropriate approach (Roe & Walpole 2010). 
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Consequently, it has been suggested that the acknowledgment of tradeoffs and HDs 

could propel genuine reflection, honest communication, and responsible action 

(Hirsch et al. 2010).  

The concept of tradeoff in a multi-objective problem setting is not new in 

conservation planning methods. The term spatial prioritization itself connotes 

tradeoff, a common theme in all systematic conservation planning (SCP) approaches 

such as scoring, heuristics, mathematical programming, and multi-criteria methods. 

However, these methods handle tradeoffs in various ways.  

For example, in heuristics and mathematical programming, biological targets 

are given precedence by explicitly targeting and achieving the competing biological 

priorities. In contrast, socioeconomic interests are typically reduced to a single 

parameter to constrain the biological targets (Moilanen et al. 2009). This type of 

tradeoff mechanism suggests that tradeoffs among socioeconomic interests are less 

important than biological criteria in systematic conservation planning. On the 

contrary, multi-criteria methods recognize that tradeoffs may exist, not only among 

biological priorities, but also among socioeconomic interests.  

The multi-objective nature of planning acknowledges that multiple 

stakeholders may have varied interests. Subsequently, balancing these interests, 

through loss and gain, cannot be achieved without taking into account social values 

(Keeney 1992, Cowling & Pressey 2003). A classic conservation question such as 

"how much is enough" can be difficult to answer without considering the role of 

values in addition to scientific bases (Wilhere 2007). One reason is that the 
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distribution of socioeconomic losses cannot be entirely objective (Rittel & Weber 

1972, Connor 2002, Singleton 2009). In fact, the stakeholders’ "buy-in" is often not 

based on objective scientific principles, but on subjective social values such as 

openness, empathy, and inclusiveness (Knight et al. 2011).  

It is for these reasons that method development should also consider societal 

values (Theobald et al. 2000). To date, stakeholders’ priorities, particularly for 

socioeconomic interests, are loosely integrated with planning methods (Ban & Klein 

2009). It should however be noted that Marxan with Zones, a decision-support tool, 

allows a more complex integration of socio-economic criteria (Watts et al. 2009). 

While emerging tools are designed to make tradeoffs spatially explicit, there is, 

however, still a lot of work required in visualizing and understanding tradeoffs 

among competing socioeconomic groups (Adams et al. 2010). 

1.2 RESEARCH QUESTIONS 

This thesis attempts to answer the following questions to address the existing 

research gap on how data on competing interests can be integrated systematically 

along with biological data with a view that this can make conservation decisions 

more explicit. 

1. What are the theoretical and practical bases for encouraging different types 

of methods in conservation planning and on what grounds do multi-criteria 

methods deserve exploration in spatial planning? 
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2. Is it possible to identify competing groups from available datasets and can 

detailed data on fishing activities help assess competing socioeconomic 

interests?  

3. What are alternative methods for generating spatial socioeconomic criteria 

and biological data in spatial marine conservation planning?  

4. How can tradeoffs among socioeconomic competing interests be integrated 

systematically and as explicitly as the biological competing interests? Will 

this systematic integration allow for:  

 
A. Making various levels of tradeoffs and HDs spatially explicit? 

B. Constraining and comparing regions of interest (ROIs) using a 

conservation scenario? 

C. Visualizing stakeholders’ priorities concerning competing interests? 

D. Making competing socioeconomic groups aware of impacts? 

 

1.3 GOALS AND OBJECTIVES 

The study postulates that using a method that makes conservation losses and 

gains spatially explicit can help identify a range of conservation alternatives and the 

HDs required reaching conservation targets. Hence, the goal of this thesis is to 

develop a decision-support method for conservation planning that integrates and 

communicates conservation decisions such as those involving tradeoffs and HDs. 
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Subsequently, it leads to developing an evidence-based and stakeholder-driven 

tradeoff decision-support method whereby tradeoffs are made spatially explicit 

among and between competing biological criteria and socioeconomic interests. 

Achieving this goal is based on the following specific objectives: 

1. To present conceptual illustration and insights into the challenges involved 

in making conservation decision such as those involving tradeoffs and HDs 

through a spatial perspective of conservation loss and gain. 

2. To explore alternative GIS-based methods to capture biological and 

socioeconomic interests based on long term region-wide datasets. 

3. To propose a new conservation decision-support method for making 

conservation tradeoffs spatially explicit that supports a systematic 

integration of social criteria in the conservation planning method. 

4. To explore the utility of the proposed method and demonstrate evidence 

which makes tradeoffs and HDs spatially explicit among and between 

competing biological and socioeconomic interests. 

 

1.4 STF-OWA: PROPOSED CONSERVATION DECISION-

SUPPORT METHOD  

 This thesis proposes a new decision-support method named, Spatial Tier 

Framework-Ordered Weighted Averaging (STF-OWA) that is based on the concept of 

tradeoffs where losses and gains are weighed (or traded off) among and between 
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them. As discussed in the remaining chapters, this study measures loss such as 

forgone fishing opportunities, as cost. In contrast, conservation benefits, such as 

biodiversity protection, are referred to as gains. The type of weighing scheme 

available in the STF-OWA has two potential advantages: (1) just like the balance 

scale, it offers several degrees of tilt (levels of tradeoffs) including extremes (that 

can mean lack of tradeoff) and (2) this type of weighing scheme can also be applied 

not only to differing biological interests but also to competing social interests. 

 This proposed conservation decision-support method is inspired by goal 

hierarchy and multi-criteria methods. Goal hierarchy allows structuring and 

unpacking higher-level objectives into lower-level objectives in a multi-objective 

decision-making environment (Keeney & Raiffa 1976). Higher-level objectives refer 

to broad overall objectives that may provide fewer details as to the specific actions 

that need to be taken. For this reason, a lower-level objective (i.e. a more detailed 

objective) needs to be identified.  

A simple illustration of such hierarchy is provided by Keeney & Raiffa (1976, 

p 32). They suggested, for example, that improving the well-being of the city 

residents threatened by pollution can be thought about as a higher-level objective 

while the reduction of pollutants emissions from sources within the city can be 

considered as a lower-level objective. This lower-level objective can be further 

broken down into the reduction of nitrogen oxide emissions. It should be noted that 

nitrogen oxide emissions can be measured by using an attribute (e.g. nitrogen 

dioxide emitted per annum) that can contribute to the higher-level objective. 
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 Similarly, a spatial tier framework (STF) is built around hierarchies of 

competing objectives. The difference that the STF offers is that objectives and 

attributes are captured using GIS-based maps, thus being spatially explicit. Also, the 

STF attempts to structure conservation objectives based on two fundamental 

competing categories, namely, loss and gains associated with conservation 

assessment. Therefore, the STF allows the competing objectives that might take the 

form of either a loss or a gain to be considered and captured in a spatially explicit 

manner.  

In contrast with the STF that attempts to unpack the high-level objectives 

into low-level objectives and attributes, a multi-criteria method called ordered 

weighted averaging (OWA) quantitatively aggregates low-level objectives to achieve 

high-level objectives. OWA combines three types of decision strategy, namely, 

compensatory, very strict, and very liberal (Jiang & Eastman 2000). The 

compensatory decision is implemented by a multi-criteria procedure called 

weighted linear combination (WLC) that allows compensation or substitutability 

among losses and gains. Very strict and very liberal decision strategies are 

implemented respectively using the Boolean logical operations AND and OR. In GIS, 

these are respectively known as the intersection and union operations.  

A very strict type of decision strategy requires all objectives to be satisfied in 

the solution set. Conversely, a very liberal type of decision requires that at least one 

of the objectives is satisfied in the solution set. For example, to choose a business 

location, three objectives might be considered: close proximity to an urban center, 
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large parking site availability, and high accessibility to commuters. A very strict 

decision strategy makes sure that these three objectives are satisfactorily met in the 

chosen option while a liberal type of decision strategy might consider an option 

with just one of the objectives satisfied. 

 OWA combines these Boolean and WLC operations, resulting in the 

possibility of considering decision alternatives along this spectrum of very strict and 

very liberal decisions. In the context of decision-making, these three types of 

decisions can also correspond to decision-makers’ attitudes. These include: risk-

averse, risk-taking, and neutral attitudes to respectively complement the very strict 

decision, very liberal type of decision, and a compensatory decision.  

To illustrate this, consider two competing sets of objectives represented by 

circles where bigger circles represent bigger objectives (Figure 1.1). The green 

shades represent the outcomes of decisions where a very strict decision generated a 

minimum outcome in contrast with the maximum outcome generated by a liberal 

type of decision, and an outcome in between these extremes results from a 

compensatory decision. We should note that varying levels of decisions and 

attitudes can exist between the two extreme types of decisions of very strict and 

liberal, thus offering a continuum of decisions, a mechanism that is captured in OWA 

(Figure 1.1). 
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 Figure 1.1Three types of decisions and attitudes that can be captured by the three 
operations combined in OWA. Circles represent competing objectives (e.g. 
biodiversity and socioeconomic objectives) with the bigger circle r epresenting a 
bigger objective. Green shades represent decision outcomes where Logical AND 
tends to generate a minimum outcome in contrast with the maximum outcome from 
Logical OR, while the WLC generates an outcome in between the se two extremes. 

 

In the context of conservation planning, this study explores and understands 

how a combination of STF and OWA can serve as a conservation decision-support 

method. Specifically, this study investigates how various conservation decisions, 

attitudes, and outcomes can be made spatially explicit in identifying conservation 

areas. Also, it would be interesting to examine what these attitudes, decisions, and 

outcomes would indicate in identifying areas for conservation such as the MPAs.  

1.5 RESEARCH STAGES 

This project had five major stages (Figure 1.2). First, a comprehensive 

literature review allowed identification of research gaps, in terms of method 

development in conservation planning. It also allowed this study to see conservation 

planning from an image of a "funnel" where broad planning theories are filtered 

down to its narrow methodological and technical aspects of conservation 
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assessment methods. Subsequently, it facilitated an understanding of the 

complexities around which the identified research gaps exist and simultaneously 

pointed this study to pursue an alternative model and approach.  

Second, a conservation planning model STF-OWA was conceptualized 

through a combination of OWA, a multi-criteria decision analysis (MCDA) technique, 

and a tier based approach to unpack spatial data (i.e. STF). 

 Third, various datasets for a study area in Eastern Canada were gathered 

from public and private agencies. Fourth, datasets were processed and analyzed 

using GIS-based techniques. Some new alternative GIS-based techniques, tailored to 

the available data, were introduced in this study. Then, the data were organized into 

three broad categories of GIS-based maps: biological, socioeconomic, and other 

marine uses.  

Finally, the utility of the STF-OWA as a decision-support method for making 

tradeoffs spatially explicit was explored and demonstrated through a set of 

priorities obtained from a workshop composed of participants from academic 

institutions, government agencies, and environmental non-government 

organizations (ENGOs).  
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Figure 1.2 Phases of project development started from understanding the relevant t heories and approaches in conservation 
planning and ended in developing an alternative conservation decision-support method. Results from these stages were 
addressed in the following chapters: Stage 1 in Chapter 1; Stages 3 and 4 in Chapter 3; and Stages 2  and 5 in Chapter 4.
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1.6 THESIS OUTLINE 

Chapter 2 presents a review of related literature in conservation. The 

presentation of this review is not as a standalone publishable contribution focused 

on a single, specific subject. Rather it covers broad subject reflecting the candidate’s 

exposure to literature that ultimately influences the direction of this study. Hence, it 

starts broad by discussing the challenges that planning theories present to planners. 

Next, while still a broad subject, it pays attention to conservation planning 

approaches, highlighting their strengths and weaknesses. Then, it focuses on specific 

challenges associated with MPA planning, that is, decisions that involve tradeoffs 

(and lack thereof). Subsequently, this thesis proposes the importance of making 

conservation tradeoffs (and HDs) explicit especially from a spatial planning 

perspective. The candidate intends to develop this last section of the chapter into a 

standalone publication. 

Chapter 3 presents the data assembled for the Newfoundland and Labrador 

continental shelf and slope case study, their sources, and the methods for generating 

the multiple biological and socioeconomic GIS-based attribute maps. These maps 

represent the different biological and socioeconomic interests based on the data 

that were made available for the project. The study area was selected due to the 

relatively rich sets of information available for this region. 
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Chapter 4 presents the design and use of the STF-OWA as a decision-support 

method. This chapter details how goal hierarchy can be tailored for structuring 

marine conservation spatial datasets. It also discusses the integration of value-laden 

conservation priorities through the technique offered by OWA. This chapter then 

describes the details of the workshop by which a set of conservation priorities was 

obtained. Finally, this chapter demonstrates the utility of the STF-OWA in making 

tradeoffs and HDs spatially explicit.  

Chapter 5 concludes the thesis. It presents the summary of the findings, 

highlights and contributions of the study, how conservation tradeoffs and HDs are 

viewed in the STF-OWA, and recommendations for MPA planning. It also discusses 

the limitations associated with our conceptual assertions as well as the limitations 

of datasets that can be investigated in future work. In addition, the conclusions 

chapter mentions potential directions of the STF-OWA, particularly its further 

development and implementation as a decision support tool. 
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CHAPTER 2 PLANNING FOR CONSERVATION: 

CURRENT PRACTICES AND NEW 

DIRECTIONS 

 

2.1 INTRODUCTION 

It is estimated that 41% of the ocean ecosystems are significantly impacted 

by human activities (Halpern et al. 2008). These human activities include waste 

disposal, mineral extraction, and fishing (Roberts 2002, Glover & Smith 2003, Davies 

et al. 2007). In adding to the direct impact on ecosystems, this growing human 

footprint is also expected to alter the biogeochemistry of the oceans and 

subsequently the marine biotic community (Doney 2010).   

On a global level evidence suggests a decline of predatory fish by about two 

thirds over the last 100 years (Christensen et al. 2014). In the Pacific, Atlantic, and 

Indian oceans, pelagic predatory fish have declined approximately 90% due to 
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industrial fishing (Myers & Worm 2003). Species extinctions on land (Ehrlich & 

Ehrlich 1981, Myers 1984) resulted in the development of conservation biology as a 

"crisis discipline" (Soulé 1985). Approximately a decade later Roberts & Hawkins 

(1999) documented extinctions and declines of marine species. This issue spurred 

similar interest in the development of marine conservation biology, a discipline 

dedicated to protecting the biodiversity of the oceans (Norse & Crowder 2005). Like 

terrestrial protected areas, marine protected areas (MPAs) and other spatial 

management tools are suggested as potential conservation tools to help protect 

marine biodiversity (Crowder & Norse 2005). 

Soulé (1985) described conservation biology as a discipline concerned with 

applying science to conservation problems and providing principles and tools for 

biodiversity preservation. He mentioned that aside from scientific principles, ethical 

norms are a genuine aspect of conservation science. In time, the relevance of ethical 

norms became more apparent in marine conservation planning. 

Recent reviews of conservation planning research and practices for over 

three decades show that protected areas (PAs) are multidimensional in nature 

(Gillman et al. 2011, Thorpe et al. 2011). As such, conservation planning tends to use 

divergent approaches. Science-based approaches focus on framing conservation 

problems based on scientific, quantitative, repeatable, and objective means of 

satisfying biodiversity goals (Williams et al. 2004, Leslie et al. 2003). In contrast, 

social-based approaches frame conservation problems based on subjective, value-

based, and qualitative approaches to satisfy goals such as social acceptability and 
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effectiveness of PA implementation (Brown et al. 2001, Knight & Cowling 2007). 

Additionally, some approaches attempt to frame conservation problems based on 

both conceptual bases of scientific and social-based approaches (Moffett & Sarkar 

2006, Wood & Dragicevic 2007).  

The presentation of this review is not as a standalone publishable 

contribution focused on a single, specific subject. Rather it covers broad subject 

reflecting the candidate’s exposure to literature that ultimately influences the 

direction of this study. It begins, in Section 2.2, with the review of relevant planning 

theories, suggesting that the combination of "wicked" problems and the inability of 

decision-makers to find all possible alternatives results in planning dilemmas. This 

is particularly true under a planning framework that is based on goal similar to the 

type of framework explored in this research.  

Section 2.3 discusses the similarities as well as the differences between 

planning and decision-making models. Section 2.4 presents the multiple dimensions 

of PAs that tend to compete with one another at the planning stage. This section 

presents the forms and examples of measurements that help express the PA 

dimensions in operational terms. This dissertation uses some of these 

measurements to generate the attributes presented in Chapter 3, and shows, in 

Chapter 4, how these attributes represent the definition and achievement of 

conservation objectives (i.e. biodiversity and socioeconomic objectives).  

Section 2.5 discusses and categorizes various methods in conservation 

planning and proposes that these various approaches need to be encouraged as a 
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way of dealing with "wicked" problems in conservation planning (Rittel & Webber 

1973). It presents multi-criteria decision analysis (MCDA) as one of the categories of 

conservation planning methods that this thesis explores in Chapter 4.  

Section 2.6 presents MPA planning dilemmas in the context of a goal-based 

planning framework that is fundamental to this chapter’s conceptual illustration of 

tradeoffs and hard decisions (HDs) in the context of spatial conflict of conservation 

loss and gain. Finally, in Section 2.7 of this chapter discusses the challenge to making 

tradeoffs and HDs explicit, a core motivation for this study in designing a new 

decision-support method in MPA planning. 

2.2 BOUNDED RATIONALITY AND WICKED PROBLEMS 

CREATE PLANNING DILEMMAS 

The concept of bounded rationality (Simon 1991) suggests that humans lack 

the cognitive capacity to identify and evaluate all possible choices; hence, humans 

are bounded decision-makers. This causes problems, especially in the context of 

decision-making, where setting goals is an essential component of the process 

(Adler 2008). A goal-based planning framework often starts from identifying the 

problem, typically an undesired or less desired "initial state" or situation that calls 

for change into something more desirable in the future (Simon & Newell 1972, 

Huber 1986, p 110). The particular desirable future eventually becomes the basis 

for goals (Grunig & Khun 2006, p 17). Narrowing the gap between the undesired 
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and desired future typically requires a procedure or method that can help evaluate 

choices. But, as previously noted, bounded decision-makers have difficulty in 

identifying and evaluating all possible choices. Rittel & Webber (1973) explained 

this problem further, and referred to it as a planning dilemma, under the notion of 

"wicked" problems. 

Framed around goals, public or social-based planning, according to Rittel & 

Webber (1973), faces dilemmas when confronted with "wicked" problems. They 

argue that, as opposed to tame or benign problems such as those often addressed by 

scientific formulation, "wicked" problems are malignant or vicious. Rittel & Webber 

(1973) offer several propositions of "wicked" problems that make planning difficult. 

Key to their propositions is the notion that it is nearly impossible to pinpoint "the 

problem" or agree on what it is and what causes it. This suggests two planning 

dilemmas: (1) identification of the solution; and (2) and the challenge of 

determining "the definitive procedure" that narrows down the gap between the 

undesired and desired future. This chapter discusses the challenges that planning 

dilemmas present to bounded conservation planners in terms of designing 

conservation methods and in making conservation decisions. 

2.3 PLANNING IS MOSTLY ABOUT DECISION-MAKING 

In general decisions are a choice between options while the act of decision-

making is a procedure followed for selecting particular options over others (Grunig 
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& Khun 2009). The process of planning is about how and what to do to achieve the 

desired goal. An important component of this process is decision-making. As a 

result, planning follows a decision-making structure. 

Table 2.1 summarizes the process steps typically taken in a prescriptive type 

of decision-making model (e.g. structured decision-making), comparing it to 

systematic conservation planning steps. In effect, planning steps provide more 

details as to how decision-making steps can become operational. Due to the 

similarities between decision-making and planning, this thesis uses these terms 

interchangeably. 

 

Table 2.1 Comparison of process steps between structured decision -making     
(Wintle et al. 2011) and systematic conservation planning (Pressey & Botrill 2008)  

Structured Decision-
making Steps 

Systematic Conservation Planning 
Steps 

Problem formulation  Scoping and costing the planning process 
 Identifying and involving stakeholders 
 Identifying the context for conservation areas 

Setting goals  Identifying conservation goals 
 Setting conservation targets 
 Determining measurable objectives 
 

Identification of 
management strategies 

 Identifying management alternatives 
 

Decision Modeling (e.g. 
Linear programming) 

 Collecting data on biodiversity and other natural 
features 

 Reviewing target achievement in existing 
conservation areas 

 Selecting additional conservation areas 
 Tradeoffs, allocate resources 

Outcome evaluation  Maintaining and monitoring established 
conservation areas 
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Models in decision-making and planning exhibit similarities. The prescriptive 

type of decision-making model and the systematic type of planning model both 

emphasize how decisions should be made. The former typically prescribes how 

options ought to be selected (von Neumann & Morgenstern 1944), and the latter 

imparts how planning is or ought to be (Innes 1995). Also, a descriptive type of 

decision-making model and a communicative action type of planning model exhibit 

similarities. The former seeks to provide observations on how people actually make 

decisions (Kahneman & Tversky 1979), and the latter model outlines “what 

planning is by finding out what planners do” (Innes 1995, p 184). 

It should be noted that while these planning and decision-making models 

show similarities, they are inconsistent on two accounts. First, the prescriptive and 

systematic model emphasizes the value of outcome (or utility) such as the final 

wealth while the descriptive and communicative model focuses on the value of 

losses and gains (i.e. deviations from current wealth). In the latter, both judgment 

and biases play important roles. Second, the prescriptive model views outcome to 

exhibit linear probabilities while the descriptive model views the probabilities 

associated with judgment and biases as non-linear. Therefore, in contrast with 

prescriptive and systematic models that consider technical and objective type of 

decision-making processes, the descriptive and communicative action model 

suggests that planners need to pay “attention to the messy part of planning that 

does not fit into a systematic framework” (Innes 1995, p 184). 
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Consequently, the communicative action model includes the use of 

qualitative and interpretive inquiry including: social learning (Friedmann 1987, 

Knight et al. 2006), negotiation and consensus building (Ury & Fisher 1981, 

Susskind & Cruikshank 1987), intergovernmental relations (Christensen 1985, 

Jentoft et al. 2007), and institutional analysis (Healey et al. 1988, Fanning et al. 

2007, Grilo 2011). In contrast, the systematic models pay attention to quantitative, 

rule-based, repeatable, and objective methods such as mathematical models (Grunig 

& Khun 2009). 

As later discussed, these contrasting models reflect the diverging design of 

conservation planning approaches, a manifestation of ways bounded planners deal 

with "wicked" planning problems. 

2.4 CONSERVATION PLANNING FACES COMPETING 

DIMENSIONS 

The wicked nature of conservation planning problems in the context of 

protected areas (PAs) is related to three main dimensions discussed in Thorpe et al 

(2011): biological/ecological, socioeconomic, and governance/management. Thorpe 

et al. (2011) discuss the intrinsic and extrinsic benefits of protected areas under the 

biological-ecological considerations. Intrinsic benefits refer to the positive effects of 

protected areas (e.g. reduced mortality rates of species, and reduced habitat 

damage) to the population and community dynamics, and habitats within the 
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protected area, such as within MPA boundary (Bohnsack 1998, Boersma & Parrish 

1999). Extrinsic benefits refer to benefits outside protected areas boundaries (e.g. 

spill-over, recruitment subsidy) such as those cases of emigration of fish and export 

of pelagic eggs and larvae outside marine reserves as documented in Gell & Roberts 

(2003). 

The socioeconomic dimension of protected areas includes benefits and costs 

(Thorpe et al. 2011). Examples of benefits are enhanced local economies, 

improvement of quality of life, and increased tourism related jobs (Leeworthy & 

Wiley 2003, Alcala 2004, Hind et al. 2010). In terms of costs, MPAs may cause loss of 

economic opportunities, displacement of fishers from their traditional fishing 

grounds (Sanchirico 2002) or loss of fisheries jobs (Oracion et al. 2005).  

The governance-management dimension has two facets according to Thorpe 

et al. (2011): the internal governance structure of protected areas and its nesting in 

broader governance context. The former relates to the actual governing actions 

directed at the protected areas, for instance, monitoring of conservation sites and 

setting of acceptable resource-use rules (Ostrom 1990, IUCN-WCPA 2008). The 

latter refers to the fact that protected area governance cannot be separated from a 

broader political system where protected areas are embedded with other regulatory 

domains and various jurisdictional frameworks (White 2002, Crowder et al. 2006, 

Fanning et al. 2007, Jentoft et al. 2007). 

In conservation planning, these various PA dimensions can easily develop 

conflicting situations. A priority to set aside space for biodiversity conservation, 
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such as the no-take zones, may not be compatible with the priority on keeping 

fishers’ jobs and other related fishing business. The priority of setting a budget for 

the operational expenses of PA management may conflict with the priority of 

increasing government revenue from extracting natural resources. A priority for 

provisioning compensation to disadvantaged stakeholders may compete directly 

with the government’s priority of minimizing government expenditures. Conflicts 

such as these usually create tension, dissatisfaction (Badalamenti 2000, Lewis 2007, 

Ledee & Sutton 2011), lack of political will, and rejection of PAs (Fiske 1992, James 

et al. 1999).  

Such conflicts are typically viewed under the notion of conservation tradeoffs 

and have become of great interest in protected area planning. Some have defined 

conservation tradeoffs as "getting the balance right" (Jones et al. 2011) or “a 

balancing of factors all of which are not attainable at the same time” (Webster 2010, 

also adopted in Leader-Williams et al. (2010). Viewing tradeoffs as a way to balance 

competing factors provides little insight into which alternative methods may be best 

pursued. However, it offers a springboard for specifying tradeoffs in more 

operational terms. These tradeoffs will be discussed in the following paragraphs. 

The concept of tradeoff cuts across different fields. In multi-attribute utility 

theory, tradeoffs refer to ratios of relative contributions of factors in measuring 

decision alternatives (Keeney & Raiffa 1976, Lai & Hopkins 1989). In medical care, 

tradeoff goes under the term of triage which is a way to rank the urgency of clinical 

risks in the emergency department. Triage is necessary due to insufficient resources 
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available to deal with all clinical risks at once (Mackaway-Jones et al. 2006). 

However, triage has undesirable consequences such as delay in providing medical 

attention, failure to provide the needed medical care, and even death of some 

patients (Aacharya et al. 2011).  

The above definitions of tradeoffs resonate in conservation planning for two 

reasons. First, planners view the relative contributions of species as one way to 

prioritize conservation features (Marris 2007). Second, conservation actions are 

carried out in the face of an emergency situation where all relevant goals may not be 

given attention all at once (Soulé 1985, Botrill et al. 2008). In conservation practice, 

this tradeoff could mean conservation gain and socioeconomic loss at the same time 

(Lackey 2006, McShane et al. 2011).  

Viewing conservation tradeoffs based on loss and gain, as defined in 

Kahneman & Tversky (1979), provides four advantages: (1) loss and gain offer 

specific details as to what to balance and can help gauge the reference point where 

balancing needs to be done, (2) loss and gain may encourage explicit treatment of 

desires that can/cannot be attained especially when they compete with one another, 

(3) loss and gain factors can be identified and, to some extent, measured and (4) loss 

and gain can integrate the role of values in making tradeoffs as explained in Section 

2.6. 

In mainstream research, tradeoffs between competing objectives are often 

carried out after expressing the PA dimensions in operational terms through some 

forms of measurements. Measurements can come in two forms: subjective and 
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objective. Subjective measurements, which can be qualitative, quantitative or both, 

are applied to socioeconomic and governance/management dimensions. Subjective 

measurements can involve methods such as Delphi, consensus, and analytic 

hierarchy process (AHP). Objective measurements, typically quantitative, are 

extensively explored in academic research as particularly applied to biological 

dimension. Tradeoffs are explicitly or implicitly carried out when objectives are 

being defined, prioritized, or achieved in the solution set. Depending upon the type 

of measurement used, tradeoffs can have varying outcomes.  

For measuring biodiversity, a number of measurements have been suggested. 

Three of the most common measurements are: species richness, species abundance, 

and species evenness. Combining measures of richness and evenness has also been 

suggested (Good 1953, Hurlbert 1971) for creating diversity indices. Two of the 

most popular measures are (1) the Simpson’s diversity index that excludes any 

assumptions of species abundance (Simpson 1949), and (2) the Shannon-Wiener 

diversity index which considers the degree of evenness in species abundance 

(Pielou 1969). The concepts of rarity, endemism, and species endangerment have 

also been suggested to guide biodiversity conservation amidst threats, depletion, 

and rapid extinction of species, (Tubbs & Blackwood 1971, Gehlbach 1975, Ratcliffe 

1977, Wright 1977, Salm et al. 2000, Langhammer et al. 2007, Edgar et al. 2008ab). 

Though many biodiversity measures exist, understanding and identifying the 

most meaningful biodiversity measurement for conservation purposes remains a 

challenge (Purvis & Hector 2000, Di Minin & Moilanen 2012). In most cases, data 
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availability determines which biodiversity measurement to use. For example, 

analyses of biodiversity in megadiverse countries or centers of biodiversity in 

terrestrial (McNeely et al. 1990, Mittermeier 1990, Myers et al. 2000), and marine 

(Roberts et al. 2002) regions are mostly based on species richness. 

Nevertheless, the expanding breadth of conservation, which considers 

geographic space, results in numerous other conservation concepts that come with 

their own sets of measurements. These concepts include adequacy, 

comprehensiveness, representativeness, representation, complementarity, 

efficiency, effectiveness, and flexibility. Most of these concepts have developed or 

evolved along with specific conservation planning methods, as discussed in the 

section to follow. The reader is referred to Kukkala & Moilanen (2012) for a 

comprehensive review of these concepts. 

2.5 CONSERVATION PLANNING APPROACHES: AN 

OVERVIEW  

Many of the formal conservation assessment techniques are included under 

the umbrella of systematic conservation planning (SCP) (Margules & Pressey 2000, 

Margules & Sarkar 2007). SCP is a growing field of inquiry in conservation biology 

(Moilanen 2008, Kukkala & Moilanen 2012). In general, SCP is concerned with the 

process of prioritizing sites for conservation with two major components: setting 

goals using systematic and quantitative methods and the identification or delivery 
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of actions to meet the goals, see Table 2.1 (Margules & Pressey 2000, Knight et al. 

2006a, Pressey et al. 2007). 

The first component typically relies on computer-based techniques and 

scientific concepts to identify quantifiable biodiversity targets and process spatially 

explicit data (Ando et al. 1998, Williams et al. 2004, Stewart & Possingham 2005, 

Pressey et al. 2007). Knight et al. (2006) calls this "systematic conservation 

assessment". The second component relates to conservation actions toward 

implementing the goals. Many of these conservation actions are generally 

considered as being socio-political in nature (Knight et al. 2006b, 2010, 2011a, 

Margules & Sarkar 2007). This second component often relates to the first 

component especially in setting or negotiating goals. Some cases on-the-ground 

show that a rigorous, quantitative means of setting of biodiversity targets are less 

favored in real-world planning making SCP approaches less relevant (Knight et al. 

2011a, Game et al. 2011). As we shall see in Section 2.5.5, the PA dimensions, as 

summarized by Thorpe et al. (2011), and the SCP components compete in the design 

of conservation planning approaches. 

These two components of SCP reflect the multiple facets of protected areas 

summarized by Thorpe et al. (2011). As we shall see in Section 2.5.5, the PA 

dimensions and the SCP components compete in the design of conservation 

planning approaches. 
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2.5.1 (INFORMED) OPPORTUNISM AND EXPERT-DRIVEN 

APPROACHES 

SCP is typically contrasted with ad hoc/opportunistic or expert-driven 

planning. These two approaches are generally less systematic in the way they 

integrate biological criteria or quantitative biodiversity targets when prioritizing 

conservation areas (Margules & Pressey 2000, Roberts et al. 2003). Some have 

argued that these non-systematic approaches can lead to negative outcomes such as 

creating residual conservation areas that fail to reach larger conservation goals 

(Pressey & Tully 1994, Pressey 1994, Devillers et al. 2014) 

2.5.1.1 (INFORMED) OPPORTUNISM  

Ad hoc or opportunistic approaches are generally regarded as random 

political and organizational opportunism (Pressey 1994). Ad hoc approaches include 

two downsides (Pressey 1994, Pressey & Tully 1994). First, it can fail to protect 

species and ecosystems that urgently need the most protection. This is particularly 

true when ad hoc designations of conservation areas resulted from lack of 

communication among concerned departments, government support, and user 

conflicts (McNeill 1994). Second, it can be less efficient in protecting the overall 

regional biodiversity, as shown by empirical evidence provided by Pressey & Tully 

(1994) and Stewart et al. (2007), showing that priority sites identified through ad 

hoc approaches protect less biodiversity relative to area coverage.  
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  It is worth noting, however, that an informed type of opportunism may offer 

additional value over simple opportunistic approaches (Roberts 2000, Noss et al. 

2002, Knight & Cowling 2007). An informed opportunism can involve “mapping of 

conservation opportunities that assist in decision making that pertains to not only 

where conservation action is required, but also when and how to implement actions 

when opportunities appear” (Knight & Cowling 2007, p 1125). It places importance 

on the value of getting areas implemented and actually achieving some conservation 

goals and obtaining local support (Roberts 2000, Shears & Babcock 2003). One of 

the reasons for the push for informed opportunism is that in certain areas even high 

quality data can fail to identify local hotspots. The available data quality and 

quantity may also not always be sufficient for a rigorous quantitative modeling 

(Cowling et al. 2009). Another reason is that when the human and social variables 

dictate success of implementation, failure to get their support compromises 

conservation efforts altogether, something informed opportunism seeks to avoid 

(Game et al. 2011). 

2.5.1.2 EXPERT-DRIVEN 

Expert-driven planning processes convene experts with various perspectives 

on the issues at hand in a workshop or virtual conference. It can be a multi-stage 

process that seeks to secure a group consensus (Linstone and Turoff 1975), or a 
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process to generate a discussion and creative thinking about the problem in 

question (Garrod et al. 2003).  

The fundamental basis of expert-driven planning (using for instance the 

Delphi method) is to obtain expert judgment on issues and problems that are 

complex and subjective in nature (Linstone & Turoff 2002). The process can offer a 

transparent, formal, and agreed upon alternative (MacMillan & Marshall 2005). The 

approach requires fewer technical requirements and less time than conducting 

quantitative analyses (Lourie et al. 2004). MacMillan and Marshall (2005) cited 

three positive aspects of using an expert-driven approach. First, it is a good 

alternative when objective models and scientific data are not available. Second, the 

process itself can encourage discussions around controversial issues that can help 

achieve an agreement. Finally, some expert knowledge on complex ecological 

questions, for which an empirical model is not as helpful, can be accommodated and 

discussed. 

 Examples of its application in marine conservation planning include: the 

priority-setting for the Baja California to Bering Sea marine conservation initiative 

(Lourie et al. 2004), identification of marine special areas in Newfoundland and 

Labrador (Rao et al. 2009), the setting of conservation priorities by Conservation 

International in the Philippines (Ong et al. 2002), and the zoning of the Bunaken 

MPA in Indonesia (Salm & Clark 2000). Expert-driven planning can use criteria, 

although typically of qualitative nature, to quickly derive the skeleton of a network 
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of conservation areas, but was considered to rarely result in an efficient design for 

such a network (M. Beck, cited in Lourie et al. 2004). 

2.5.2 RANKING AND SCORING 

In conservation planning, the ranking and scoring approach marks the spatial 

prioritization of sites (Justus & Sarkar 2002). In this approach, conservation sites 

are identified based on explicit criteria rather than on the intuitive judgment used in 

an ad hoc approach. Justus & Sarkar consider this approach as the beginning of a 

technical view of protected area design. Ratcliffe (1977) was the first to propose the 

use of explicit criteria in selecting conservation sites considering that not all 

biologically interesting areas can be conserved. Hence, Ratcliffe introduces the 

relative importance of various criteria (e.g. rarity is more important than the site’s 

intrinsic value) to assist in conservation planning. 

The ranking and scoring approach uses a procedure whereby a combined 

score of various criteria orders a conservation site. Early work on ranking and 

scoring focused on biological criteria although socioeconomic consideration such as 

the human impact was deemed important (Tans 1974, Gehlbach 1975). Examples of 

biological criteria include: richness and rarity (Tubbs & Blackwood 1971), 

naturalness (Tans 1974, Wright 1977), and representativeness (Gehlbach 1975, 

Wright 1977).  
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Scoring techniques had difficulty integrating the social, economic, and 

political criteria along with biological criteria (Margules & Usher 1981, Margules et 

al. 1982, Smith & Theberge 1987). As a result, it has been suggested that the 

social/economic/political be separated from natural scientific criteria (Margules & 

Usher 1981). Eventually, this led to the primacy of natural scientific criteria where 

socio-political considerations often play a role in the latter part of the process such 

as the final selection of a conservation site (Justus & Sarkar 2004). Since the usage of 

this approach started in land-based planning, few applications to marine 

environments can be found.  

2.5.3 MATHEMATICAL OPTIMIZATION (HEURISTIC AND OPTIMAL 

MODELS) 

 With the increasing focus on identifying biologically or ecologically suitable 

conservation areas, a representation of various types of environment and species 

has become important in setting conservation goals. For this matter, the ranking and 

scoring approach was considered as being less effective than an optimization model 

(Pressey & Nicholls 1989). Kirkpatrick (1983) introduced the idea of an iterative 

procedure to represent biodiversity in priority areas. He implied that a non-iterative 

procedure (or formula such as the species richness to represent different species) 

can lead to the duplication of species (or other biodiversity features) in priority 

sites.  
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In response, Kirkpatrick (1983) proposed an iterative procedure where sites 

are considered one at a time with the first best site chosen relative to the weightings 

of criteria. In assessing the second best site, those species considered in the first site 

will have less weighting. This iterative process continues until all the species are 

represented, avoiding duplication of species representation. This procedure gave 

way to the concept of complementarity coined in Vane-Wright et al. (1991). It is 

referred to as “a measure of the extent to which an area, or set of areas, contributes 

unrepresented features to an existing area or set of areas” or “most simply, it can be 

thought of as the number of unrepresented species (or other biodiversity features) 

that a new area adds” (Margules & Pressey 2000, p 249). 

 The concept of complementarity led to the use of heuristic and optimal 

models. Heuristic models are iterative procedures that use different local search 

methods such as stepwise iterative heuristics (see Moilanen et al. 2009 for details). 

Heuristic methods achieve biological objectives (e.g. representing all species in the 

solution set), but only guarantee near-optimal solutions. Optimal methods, also 

called exact optimization methods, use linear integer programming models that 

guarantee a single optimal solution. This procedure is a class of mathematical 

optimization models and their application emerged during World War II in an 

attempt to maximize the allocation of scarce resources during military operations 

(Winston 1994). Rodrigues & Gaston (2002) provide a list of studies that use integer 

programming models in designing reserves. 
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Optimization is also related to the concept of efficiency. In identifying 

priority sites, efficiency (E) is defined, according to Pressey & Nicholls (1989), as E = 

1 – (X/T), where X is the number or extent of highest ranking sites needed to 

contain all attributes a given number of times, and T is the total number of area of 

sites. In conservation planning, efficiency is high if biodiversity targets are achieved 

with a relatively small number of sites. This concept is based on the notion that 

choosing the smallest possible amount of area can reduce the cost of reserves, which 

eventually could afford greater chance of getting reserves implemented (Stewart & 

Possingham 2005). Optimization algorithms that provide optimal or sub-optimal 

solutions have become commonly used through Marxan and Zonation software 

applications (Ball & Possingham 2000, Moilanen 2007). One drawback of these 

optimization models is that they typically lump all socioeconomic data into a single 

"cost" term, with the risk of obscuring different social and economic factors that 

contribute to the overall cost (Ban & Klein 2009). 

Heuristic models were found to be more efficient (i.e. tend to select less 

conservation areas) than scoring and ranking systems (Pressey & Nicholls 1989) but 

less efficient than optimal models (Pressey et al. 1997). Nevertheless, it has been 

argued that heuristic models are adequate for identifying priority sites (Pressey et 

al. 1996, 1997). Heuristic models also present significant gains in the processing 

time compared to optimal models. Nevertheless, the sub-optimality of heuristic 

models led some authors to argue that research about optimal models should be 
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pursued to achieve maximum efficiency (Underhill 1994, Rodrigues & Gaston 2002, 

Fischer & Church 2005).  

There are three common types of conservation prioritization problems based 

on how biological objectives and socioeconomic objectives (in the form of 

constraints) are defined in heuristics and optimal models (Moilanen et al. 2009 

p31). First is the minimum set coverage or the problem of identifying a minimum 

reserve set (Underhill 1994). This procedure is designed to obtain a solution that 

reaches biological targets at the least possible socioeconomic cost. There are two 

potential means of expressing costs: cost can be calculated (a) only for individual 

sites or (b) for individual sites but also for the allocation of conservation across the 

landscape. Leslie et al. (2003) applied a minimum set coverage approach when 

designing a network of MPA reserves using data from the Florida Keys, but most 

applications of this method were in terrestrial environments (Pressey & Tully 1994, 

Pressey et al. 1997, McDonnel et al. 2002). 

The second type of conservation prioritization problem is the maximal 

coverage, or the problem of identifying a maximum biological benefit based on a 

given socioeconomic cost (Camm et al. 1996, Church et al. 1996). A cost, in this case, 

could involve setting aside specific amounts of area for conservation or committing 

resources, such as a monetary budget to implement a protected area. An example of 

this type of problem prioritization includes maximizing the number of species 

represented to a pre-determined amount of reserve area (Polasky et al. 2000). 
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Similarly with minimum set coverage, application of this is done mostly using 

terrestrial data (Camm et al. 1996, Csuti et al. 1997, Snyder et al. 1999). 

Finally, the last type is the maximum utility or maximization problem. It is 

very similar to maximal coverage but calculates the biodiversity objective based on 

a varying target (or benefit function) (Arponen et al. 2005). For example, a gain for a 

biodiversity feature is “an increasing function of the level of that feature and the 

total value is an additive sum across features” (Moilanen et al. 2009, p 32). Examples 

of work that used this approach mostly used terrestrial data (e.g. Davis et al. 2006, 

Wilson et al. 2006, Moilanen & Cabeza 2007). 

It is important to note that in heuristic and optimal models, biological 

objectives (i.e. biodiversity targets) can be defined by several criteria (e.g. sets of 

species and habitat types). Defining a socioeconomic constraint (or cost), however, 

has been typically expressed as a single criterion (e.g. a specific amount of budget). 

This approach often provides more attention and primacy on biological objectives 

than socioeconomic ones (Williams et al. 2005).  

2.5.4 MULTI-CRITERIA DECISION ANALYSIS (MCDA) 

While optimization methods, implemented within tools like Marxan or 

Zonation, are popular in marine conservation planning research and practice, multi-

criteria methods have also been proposed as an alternative (Sarkar et al. 2004a, 

Moffett & Sarkar 2006). Since biodiversity conservation is multidimensional in 
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nature, (see Section 2.4), conservation planning should aim at capturing a number of 

different criteria (Gilman et al. 2011, Thorpe et al. 2011). Hence, another type of 

conservation prioritization problem is considering a conservation design as a multi-

criteria decision problem (Moffett & Sarkar 2006, Seip & Wenstop 2006). Multi-

criteria decision analysis (MCDA) is a common approach used in decision theory for 

reaching a decision based on a large number of criteria. These methods are also 

employed in decision analysis or management science (Dyer et al. 1992, Keeney & 

Raiffa 1993, Grunig & Khun 2009). 

 In conservation planning, MCDA methods offer techniques that consider 

different aspects of both the biodiversity targets and socio-political considerations 

(Brown et al. 2001, Villa et al. 2001, Moffet et al. 2005). A unique feature of MCDA 

techniques is their capacity to accommodate simultaneously several socio-political 

criteria and biodiversity targets (sensu Moffett et al. 2006, Sarkar et al. 2009). MCDA 

also allows qualitative and quantitative means of ordering the conservation sites, as 

opposed to generating a single set of solution areas (Moffett et al. 2005, Moffett & 

Sarkar 2006).  

 There are two tradeoff mechanisms to determine a solution set using MCDA. 

First is the use of the iterative stage protocol where each conservation site is 

evaluated by all criteria (Bojorquez-Tapia et al. 2004). Second is the terminal stage 

protocol composed of two phases: (a) initial selection of priority sites that satisfies a 

biodiversity representation; and (b) using the rest of the non-biological criteria are 

used to order or rank the initial priority sites (Sarkar et al. 2004b, Moffett & Sarkar 
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2006). In the iterative stage protocol, biodiversity targets can possibly be 

compromised by other criteria (e.g. socio-political). In contrast, in a terminal stage 

protocol, biodiversity is satisfied first and cannot be compromised.  

MCDA methods include numerous techniques that can accommodate 

quantitative and/or qualitative criteria into a single planning process. Moffett & 

Sarkar (2006) divide the groupings of MCDA based on whether alternatives and 

criteria are ranked quantitatively or qualitatively. Some methods can be objective 

and as rigorous as optimal and near-optimal approaches, while other methods can 

be qualitative, similar to the expert-driven approach.   

Another way of grouping MCDA approaches looks at whether or not 

objectives are explicitly or implicitly defined (Malczewski 1999). Implicit and 

explicit objectives are typically carried out respectively by multi-attribute decision-

making attributes (MADM) and multi-objective decision-making (MODM) methods. 

One difference between these two groups of methods relates to how priorities and 

tradeoffs between PA dimensions, in the form of weights or functions, are obtained. 

MADM methods directly obtain priorities for attributes (or measurements) while 

MODM methods derive priorities from objectives (indirectly from measurements) 

(MacCrimon 1973). Other differences between these two groups of methods are 

discussed in Malczewski (1999). Some MADM methods express tradeoffs between 

PA dimensions through the compensatory and non-compensatory methods and 

outranking aggregation methods (Greene et al. 2011). Some MODM methods include 
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the multi-attribute value and utility theories (Dyer 1979, 2005) as well as some 

heuristic procedures (Figueira et al. 2005). 

Sarkar et al. (2009) present an application of MCDA approaches in terrestrial 

planning, using the ResNet and MultSync tool, a web-resource for conservation 

planning. Moffett & Sarkar (2006) discussed a comprehensive review of a wide 

variety of MCDA techniques that have potential utility in designing conservation 

areas, but few of them are used as planning methods. Thus far, MCDA techniques 

have been less explored or applied in marine planning than on land. 

2.5.5 TYPOLOGY OF CONSERVATION PLANNING APPROACHES 

When technical capacity and strong legal, political, and funding support exist, 

it may be possible to apply a single conservation approach to identify MPAs and 

then base the planning decisions mostly on scientific guidelines (Gleason et al. 

2010). This is not often the case, however, as all PA dimensions and objectives can 

hardly be addressed in that manner. One reason is that social concepts relating to 

conservation (e.g. flexibility and effectiveness) may not be achievable along with the 

scientific principles that aim to achieve biological objectives such as 

complementarity and efficiency. The social concepts of flexibility and effectiveness 

regard the success of conservation implementation a priority which may not go well 

with achieving high biodiversity (Knight et al. 2010, Knight et al. 2011b). Knight et 

al. (2011a, p 207) note that “scientific rigor and sophistication are comparatively 
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minor elements of a successful strategy development process, because stakeholder 

uptake and ‘buy-in’ are not dependent upon scientific principles.” For PA decisions 

where prioritization of different objectives is context-specific, a classification of 

planning approaches based on the type of conservation principles, whether social, 

biological or a combination of both, is useful.   

As discussed earlier in this chapter, conservation planning approaches range 

from a continuum of very formal (e.g. linear integer programming) to very informal 

(e.g. ad hoc). Figure 2.1 illustrates the typology of conservation approaches using 

three general categories: Class A approaches largely give priority to biological 

criteria. They include mathematical optimization procedures like heuristic and 

optimal models that use mostly objective and rule-based means of measuring the 

attainment of objectives in the solution set. On the other end, Class C includes 

expert-driven and (informed) opportunism models that mostly use subjective and 

opportunistic means to achieve objectives in the solution set. They put a strong 

emphasis on socioeconomic criteria, while acknowledging the other criteria. In 

between the two is Class B, or an intermediate group of approaches like MCDA and 

scoring, which aims to better balance biological and socioeconomic criteria using a 

combination of subjective and objective methods to achieve conservation objectives 

in the solution set.  
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Figure 2.1 Three groupings of the existing conservation planning approaches.  

 

When a method is designed to give biological gains priority, a solution tends 

to become sensitive to achieving higher biodiversity targets (Williams et al. 2004). 

In contrast, when a method is more concerned with socio-political aspects, taking 

into consideration the possibility and consequences of the implementation of 

priority areas, there is a tendency for a solution to become more sensitive to social 

constraints. Thus, it tends to lean toward compromising biodiversity to increase 
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chances of social support and PA implementation (Knight et al. 2011a). As a result, 

socially sensitive approaches can easily fail the test of efficiency (Stewart et al. 

2003); just as bio-ecologically focused approaches may sacrifice equity and social 

justice (Christie 2004, Singleton 2009). Methods designed to deal with both the 

multiple biological targets and the competing socioeconomic goals, like MCDA, hold 

promise of trying to reach acceptable tradeoffs between biological and social 

criteria. They have been, however, far less explored (Brown et al. 2001, Moffett & 

Sarkar 2006, Ban & Klein 2009).  

This grouping of the approaches is useful for two reasons. First, the key 

principles addressed by each class of method differ among classes. Class A is 

grounded in natural science principles (e.g. complementarity, efficiency) based on 

quantitative, rule-based, repeatable, and objective procedures. Class C, on the other 

hand, uses qualitative social-based principles (e.g. effectiveness, flexibility) based on 

human, social, and financial capital as well as dynamic response to opportunities 

(informed opportunism). Class B attempts to combine these natural and social 

science principles.  

Second, each method has strengths and weaknesses (Pressey & Nicholls 

1989, Pressey 1994, Roberts 2000, Knight & Cowling 2007, 2008, Pressey & Botrill 

2008, Cowling et al. 2009), which ultimately shape what can be achieved and/or the 

type of impacts to stakeholders (Calabresi 1991, Gurney et al. 2014). Considering 

the traditional focus of PAs on biodiversity conservation, the concepts of efficiency 

and complementarity are good measures to track the achievement of biodiversity 
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targets through the biologically sensitive approaches. However, the capacity to 

achieve biodiversity protection may vary across socio-political contexts (Wilson et 

al. 2007, Jones et al. 2011). 

 In a situation where socio-political factors can easily compromise PA 

success, a socio-politically sensitive approach (e.g. Class C) should be explored 

(Game et al. 2011). Finally, when a situation can allow balancing between these two 

complex sets of criteria, a Class B approach could be more appropriate. In this 

regard, it is important to examine how methodological limits might affect 

expression of conservation priorities in selecting conservation areas.  

Such typology of conservation planning approaches is important, not only 

because a careful choice needs to be made, but also because this choice is not 

universal, as limits vary across planning environments due to differences in 

historical, social, economic, and political situations. Context does matter, as what 

might apply in one may not apply in another, causing Smith et al. (2009) to argue 

that planning is to be led by those who understand the context, for instance the 

locals and not the distant institutions, who may have different sets of priorities. 

Therefore, planners, decision-makers, and stakeholders alike need to understand 

what methods can and cannot do to avoid misconceptions. Understanding different 

approaches to conservation planning may facilitate acceptance of the 

methodological limits, and hopefully dispel objections and frustrations associated 

with the use of conservation models (Addison et al. 2013). 
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2.6 DILEMMAS OF GOAL-BASED MPA PLANNING: 

TRADEOFFS AND HARD DECISIONS 

Recognizing the multiple types of approaches enables an appreciation that 

conservation planning is riddled with dilemma; MPA planning dimensions compete 

with each other in the design of MPA approach. This acknowledgment cannot, in 

itself, solve the "wickedness" of the MPA problem. Below is an explanation of how 

pervasive the three propositions of wicked problems, articulated by Rittel & Webber 

(1973) and Jentoft and Chuenpagdee (2009), are in MPA planning. 

First, an MPA problem has no definitive formulation. In other words, people 

perceive the problems associated with marine environment that give rise to MPAs 

differently depending on their own experience and values. To some, the problem 

might be the overexploitation of the natural resource that leads to biodiversity loss 

(Crowder & Norse 2005). While this may be true, it is necessary to ask what drives 

the overexploitation. Is it the perverse subsidies that promote overfishing (Sumaila 

& Pauly 2006)? Or is it the market policy that promotes cheap production through 

technological advancement that ruins fish habitats (Chuenpagdee et al. 2003, Lackey 

2005)? What is the role of poverty in the overexploitation of natural resources 

(Williams et al. 2004)? What is the impact of other threats, such as pollution from 

land-based sources, on biodiversity loss (Thomas et al. 2012)? In the absence of a 

proper exploration of these questions, the MPA may not address the potential 

drivers of overexploitation or other potential explanations for the loss of marine 



 

59 
 

biodiversity. It is for this reason that Boersma & Parrish (1999) described MPAs as a 

limited solution. 

Following from the first proposition, MPA problems cannot be addressed by 

a definitive strategy. As suggested by Rittel & Webber (1973), a wicked problem 

“does not have an enumerable set of potential solutions or a well-described set of 

permissible operations that may be incorporated in the plan” (p. 164). They reason 

that this is the case because “there are no criteria which enable one and prove that 

all solutions to a wicked problem have been identified and considered” (p. 164). 

Therefore, if defining a problem is a problem, so is determining a definitive strategy 

and procedure. Again, consider the issue of biodiversity loss. To find "the criteria", 

one has to examine the causes of biodiversity loss. However, as noted previously, 

this can go beyond the scope of MPA solution. Even in cases where competing 

criteria may be known, selection of a procedure is typically contested or is not easy 

to apply (Lackey 2006, Fanning et al. 2007, Salafsky 2011). 

Finally, Rittel & Webber (1973) stated that “wicked problems have no 

stopping rule” (p. 162). In MPA planning, this is apparent in the nature and the way 

goals develop. Jentoft et al. (2011) argued that goals are not straightforward, and 

their formation may go through several stages. For example, goals can get initially 

formed, displaced, and adjusted over time. Others suggest that goals may have a 

tendency to conflict with one another (Bailey & Jentoft 1990, Lackey 2005, Jones 

2006, Seip & Wenstop 2006). These conflicting objectives reflect the fact that 

desirable goals may not be in harmony with one another or cannot be achieved all at 
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once. In fact, after establishment and implementation of MPA, the MPA can 

simultaneously be a biological success and a social failure (Christie 2004). One 

reason is that conflicts and issues often arise from an attempt to simultaneously 

achieve biodiversity protection and human well-being (McShane et al. 2011). As a 

result, some document that existing conflicts and new types of conflicts can continue 

to cause problems in MPA management (Oracion et al. 2005, Macintosh et al. 2010, 

Ledee & Sutton 2011). 

Mounting evidence shows that, in practice, not everyone can win from MPA 

decision-making outcomes (Schmid 2002, Chuenpagdee et al. 2005, Oracion et al. 

2005, Hirsch et al. 2011, Macintosh et al. 2010, McShane et al. 2011). As a result, 

there is a growing interest in better understanding the notion of HDs where 

everyone cannot possibly win, as opposed to the view of "win-win" choice (Bailey & 

Jentoft 1990, Lackey 2006, McShane et al. 2011). Choices or decisions are driven by 

values (Keeney 1996) so are the conservation choices (Soulé 1985, Schmid 2002, 

Seip & Wenstop 2006, Wilhere 2007). Disregarding human values can easily 

motivate a lofty goal because there is less regard on the limits they can pose in 

making practical choice (Bailey & Jentoft 1990). One of these limits is associated 

with the (in)compatibility and (in)comparability of values involved in making 

decisions (Chang 1997, Kooiman & Jentoft 2005).  

When values are compatible or comparable, exchange between values is 

possible; otherwise, it is difficult (Kooiman & Jentoft 2005). It is in this regard that 

tradeoffs and HDs differ. Tradeoff “refers to the idea that, in any choice between a 
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range of options that we face may be compared as more, less, or equally to be 

preferred” [sic] (Holland 2002, p 17). Hence, in order for tradeoff to occur, 

compatibility and comparability between the values is essential (Chang 1997) so 

they can be substitutable (Jiang & Eastman 2000) or exchangeable (Holland 2002). 

In this case, choices that involve tradeoffs can be relatively easy or moderate 

(Kooiman & Jentoft 2005). However, when incomparability between values exists, it 

is beyond the scope of tradeoff and may require HDs where choices can involve 

"either-or" type of decisions (Schmid 2002, Kooiman & Jentoft 2005, p 294).  

To explain HDs in conservation terms, consider socioeconomic losses that 

tend to be diverse and distributed unequally among stakeholders (Daw et al. 2011). 

As a result, conservation choices tend to make some stakeholders pay more than 

others (Lackey 2005, Adams et al. 2010). This often causes disagreement and/or 

conflicts among various resource users (Lackey 2006, Muthiga 2007, Hind et al. 

2010, Macintosh et al. 2010). Choices like this are fundamentally value-based, it 

implicitly or explicitly respond to the planning question "conservation for whom?" 

which often is difficult to answer (Oracion et al. 2005) or poses HDs (Nutt 2002, 

Schmid 2002). HDs are hard as the values towards who is going to lose or win are 

incomparable as it would require foregoing even valid interests (Bailey & Jentoft 

1990, Kooiman & Jentoft 2005).  

Disregarding incomparable values often leads to conflicting objectives. Bailey 

& Jentoft (1990) illustrated a classic example where valid policy objectives that are 

typically supported by many development programs in developing nations are 
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plainly antagonistic and irreconcilable. For example, increasing exports and 

domestic supply of fish are compelling objectives, yet they are hardly achieved 

simultaneously as export oriented markets lead to low supply of domestic fish and 

encourage over-exploitation of fish at the local level. From the point of view of 

spatial planning, tradeoffs and HDs can occur when two conservation decision-

making environments are satisfied.  

First, when conservation loss and gain overlaps in one site, tradeoffs and HDs 

can occur. In one instance, the overlap might involve biological gain and 

socioeconomic loss, while in another the overlap is about biological loss and 

socioeconomic gain (Figure 2.2). In particular, these losses and gains refer to 

deviations from current wealth (Kahneman & Tversky 1979). This means that gain 

and loss are linked respectively to an increase and a decrease from what is currently 

enjoyed. For example, in identifying sites for conservation, gain typically refers to 

biodiversity protection or gains in socioeconomic activities with reference to 

current situation. Loss refers to cost such as the negative impacts on socioeconomic 

activities often referred to as foregone benefits (Naidoo et al. 2006, Carwardine et al. 

2009). Loss also refers to the negative impacts of socioeconomic activities on 

biodiversity (Ban & Klein 2009) especially when activities are to be continued from 

an undesired status quo. Losses (or costs) have many other categories in 

conservation planning (Naidoo et al. 2006).  Nevertheless, the biodiversity loss and 

foregone socioeconomic benefits discussed in the literature are the two common 

costs that hinder the achievement of MPA goals.   
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Figure 2.2 Three types of decisions can occur when spatial conflict (overlap) 
between loss and gain occurs along with an undesired status quo. The conservation 
decision can be hard as it has to choose between socioeconomic loss and biological 
gain. 

 

Second, when the conservation decision environment deals with an 

undesired status quo (situated in the middle portion of the bar), see Figure 2.2. In a 

well-managed fisheries or when there is no exploitation, an MPA can be easily 

established or may be unnecessary. On the contrary, if the undesired status quo 

involves overexploitation or unsustainable use of resources, any decision toward 

achieving conservation gain can involve difficult choices (Jones 2006). 

 These two conditions create a tug-of-war between competing losses (or 

competing gains). At a glance, the term competing gains (i.e. socioeconomic gain vs. 
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biological gain) does not outrightly communicate its true nature, which is when 

more preference is given to one, it can actually mean loss of the other. For this 

reason the term "competing losses" is emphasized to explain the pervasive nature of 

loss in making conservation choices which could explain why the "win-win" choice 

is rare or may not be possible (Calabresi 1991). 

In the spatial planning perspective, three types of decisions are possible 

within the tug-of-war of competing losses. Decision 1 chooses the status quo, 

resisting change. This decision poses a relatively low risk against the existing 

socioeconomic activities but poses risks of losing biodiversity. Decision 2 chooses 

the left side of the status quo (cf. Figure 2.2), resisting conservation. This decision 

aims for more protection and development of socioeconomic activities, but is 

possible only with losing more biodiversity. In contrast, Decision 3 chooses the right 

side of the status quo, promoting biodiversity conservation. This decision aims for 

biological protection but is possible only in the exchange of socioeconomic losses. 

Decisions 1 and 2 involve actions outside the focus of MPA and conservation 

which typically recommends banning or restricting exploitative activities. Hence, 

with conserving biodiversity as a goal, a planner is left with Decision 3 that expects 

some form of socioeconomic loss. The strength of loss involved in Decision 3 can be 

associated with the intensity of overlap between loss and gains that increases from 

the middle towards the end of the bar. This means that losses may have varying 

degrees that can result to tradeoffs and HDs. 
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2.7 THE CHALLENGE OF MAKING COMPETING 

LOSSES, TRADEOFFS, AND HARD DECISIONS 

EXPLICIT 

A current challenge for the conservation planning community is to find 

explicit ways of identifying losses, tradeoffs, and HDs more explicitly (Smith et al. 

2010, McShane et al. 2011). Often, tradeoffs and HDs are further complicated by a 

planning process that is neither transparent nor explicit, which is often the case 

(Adams 2010, Brosius 2010, Hirsch et al. 2010). In such instances, doubts about the 

legitimacy of the process and the conservation effort itself are raised leading 

ultimately to a sense of injustice among affected stakeholders (Muthiga 2007, Hind 

et al. 2010). Thus, when a conservation program falls short of expectation, it could 

be due to insufficient recognition and less explicit treatment of tradeoffs and HDs.  

Over the last four decades of method development research in conservation 

planning, there is less emphasis on the integration of losses in planning (Ban & Klein 

2009). One reason is that, so far, procedures mostly researched are of those of Class 

A approaches (Justus & Sarkar 2002). As noted in the previous section, these 

approaches tend to pay less attention to socioeconomic losses or exclude the 

tradeoffs or HDs involved among the competing socioeconomic losses.  

Since competing losses and HDs are inseparable, it is worth investigating 

how explicit treatment of losses can make tradeoffs and HDs acceptable or 

legitimate. If HDs are associated with the spatial conflict between conservation loss 
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and gains, one might ask if it is possible to know the extent of this spatial conflict as 

well as of the HDs themselves. Another reason for making losses explicit is related to 

the increasing evidence that conflicts among ocean users exist and can hamper 

success of MPAs.  

In identifying areas for conservation, it would be interesting to see how these 

losses, tradeoffs, and HDs can be made spatially explicit following a goal-based MPA 

planning framework. For the purpose of this work, tradeoffs and HDs are used to 

elaborate the emerging notion of the lack of win-win and the increasing need to 

make difficult choices (see Chapter 4).  
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CHAPTER 3 DATASETS AND METHODS IN 

GENERATING BIOLOGICAL AND 

SOCIOECONOMIC ATTRIBUTES 

 

3.1 INTRODUCTION 

Biodiversity preservation is one of the key considerations when conserving 

natural ecosystems. Conservation biology is fundamentally anchored to the notion 

that natural ecosystems and their biological processes have intrinsic value and need 

protection (Soulé 1986). An additional reason for protecting biodiversity is that it 

contributes to the productivity of the entire ecosystem (Loreau et al. 2001, Hooper 

et al. 2005). Consequently, a productive ecosystem can help secure ecosystem 

services (e.g. food, water, clean air, ecotourism), ultimately benefiting society 

(Holmlund & Hammer 1999, Worm et al. 2006).  

Some authors have suggested that conservation planning should help protect 

all aspects of biodiversity, including species, genetics, and ecosystems (WRI 1992, 

UNEP 1995). In practice, however, such levels of representation are often not 
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possible due to an insufficient knowledge of ecological systems. As a result, different 

concepts were developed and used for defining and representing biodiversity over 

the last four decades. Moilanen (2008) and Kukkala and Moilanen (2012) presented 

comprehensive discussions of the various concepts used in conservation planning. 

Our study used species diversity (i.e. richness, evenness), abundance, and rarity to 

represent the spatial distributions of species. 

Issues related to maintaining biodiversity and ecosystem services are hardly 

separable from humanity’s innate relationship with nature that tends to create 

challenges in the context of MPA planning (Erlich & Wilson 1991, UNEP 1992). This 

relationship can make biodiversity harder to protect, as places hosting valuable 

biodiversity are often places of high human and economic interests (Myers et al. 

2000, Roberts et al. 2002).  

As a result, balancing the economic losses that result from allocating spaces 

for conservation purposes, such as marine protected areas (MPA), has been a 

challenge. This "balancing" process is typically referred to as dealing with tradeoffs 

between biodiversity and socioeconomic objectives (Margules & Pressey 2000, 

Stewart & Possingham 2005, and Leader-Williams 2010). While this theoretically 

requires representation of both biodiversity and socioeconomic interests, most 

systematic conservation planning (SCP) methods often consider biological 

objectives in more detail than socioeconomic objectives (Pressey & Nicholls 1989, 

Ando et al. 1998, Ban & Klein 2009).  
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To explore and test a novel multi-criteria approach to be discussed in 

Chapter 4, sets of data were gathered and processed to generate attributes that can 

represent biological and socioeconomic interests. In multi-criteria decision analysis 

(MCDA), attributes can be considered as indicators or fundamental sources of 

information to formulate and achieve desired outcomes such as biodiversity 

objectives or economic objectives (Starr & Zeleny 1977). In short, an attribute 

“becomes an ob ective when it is assigned a purpose, a direction of desirability or 

improvement” (Zeleny 1982, p 6).  

Another important term in MCDA is "criteria," which refers to both concepts 

of attributes and objectives (Malczewski 1999); this similar definition of criteria 

was used in this study. In MCDA, objectives can be organized as a "hierarchy" in 

which the high-level objectives are unpacked into low-level objectives (Malczewski 

1999). All these levels of objectives are called "criteria," as are the attributes.  

This chapter presents the datasets and methods used for generating the 25 

attributes in the form of maps, which will be introduced in Section 3.2. These 

attributes were derived from marine datasets for Newfoundland and Labrador and 

were grouped into three types: (1) biodiversity, (2) fishing activities, and (3) other 

marine uses. Biodiversity attributes are measures of abundance and diversity of 

marine taxa including groundfish, corals, sponges, and seabirds. The attributes for 

fishing activities include landed weights and monetary values of fish, the 

distribution of unique fishing vessels, based on vessel ID, (i.e. fishing business), the 

distribution of fishers (i.e. fishing employment), and the diversity measures of 



 

97 
 

different groups of fishers, hereby called fisher groups (FGs). Attributes for other 

human uses include density calculations of marine commercial traffic, offshore oil 

and gas exploration, and production, gear impacts, and spatial overlap between 

gears. 

The following sections present the datasets and their spatial and temporal 

coverage, followed by descriptions of the calculations used to generate the spatial 

attributes into GIS-based raster format. Then, the actual raster-based attributes per 

category are presented in the results section, followed by a discussion and summary 

chapter. 

3.2 STUDY AREA, DATASETS, AND DATA SOURCES 

This study was conducted for the Newfoundland and Labrador (NL) 

continental shelf and slope biogeographic unit, one of the 12 biogeographic units of 

Canada’s marine areas (DFO 2009). It is situated in the Atlantic Ocean and the 

eastern portion of the province of Newfoundland and Labrador. Additional areas 

outside the boundary of the NL bioregion were included in the study area. These 

include the Flemish Pass, Flemish Cap, and Southwest tail of the Grand Banks 

(Figure 3.1).  
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Figure 3.1 Study area, Newfoundland and Labrador (NL) bioregion, showing the 
Northwest Atlantic Fisheries Organization (NAFO) zones, the Canadian Exclusive 
Economic Zone (EEZ), and the study planning units (PUs). GEBCO bathymetry is 
shown in meters. The lightest shade of the study area outlines the NL shelves.  
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Most datasets, as mentioned in Table 3.1, cover the entire study area, except for 

many inshore areas and those areas beyond the mid-continental slope at 1500 m 

depth, due to the absence of data. 

Historically, this region has been recognized as a rich ground for commercial 

cod fishing,  which provided catches of about 100,000 tons annually from the late 

1500s to early 1700s, and 1 million tons annually from the mid-1960s to the 1970s 

(Rose 2003). Catches however significantly declined in the 1980s and led to the 

collapse of the cod fishery in the early 1990s (Hutchings & Myers 1994, Rose 2003).  

Due to the increasing need for science-based advice to manage fishery 

resources, the multi-species survey (MSS) program was implemented (McCallum & 

Walsh 1997). The MSS has made an annual collection of benthic marine species 

since 1971, but a more consistent and wider area coverage of these surveys started 

in 1995 (Brodie 2005). The MSS data from the Department of Fisheries and Oceans 

(DFO) are the primary biological datasets used in the study. These are 

supplemented by the seabird data obtained from the Canadian Wildlife Service 

(CWS). 

Besides MSS, logbooks containing records of actual commercial fishing trips 

were also used in the study. Other human uses also exist in the study area, including 

marine transportation and oil and gas. Datasets for these activities were 

respectively obtained from the Canadian Coast Guard and the Canada-

Newfoundland and Labrador Oil and Petroleum Board (C-NLOPB), respectively. 
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 Table 3.1 GIS thematic layers used in the study and how they were generated  

Dataset Temporal Coverage Source/Name Description Generated decision attribute 

Groundfish 1995-2007 DFO-St. John’s 
Multispecies survey 

Datasets arranged based on per tow 
(coded by vessel, trip, set or VTS) for 
each species. VTS records correspond 
to per sample set standardized on a 
15-minute tow 

Regional rare and regional endemic 
species, species richness, species 
density, species evenness 
species status (e.g. endangered, 
threatened, special concern) 

Corals 2000-2010 DFO-St. John’s 
Multispecies survey 

Datasets in VTS format for each 
species based on a standardized 15-
min tow. 

Sensitivity of coral groups, species 
richness, species density 
 

Sponges 1995-2011 DFO-St. John’s 
(DFO multispecies 
survey*) 

Datasets received in raw format 
(coded entries) but were extracted in 
VTS for each species based on a 
standardized 15-min tow 

Biomass 

Exploited 
invertebrates 

1995-2011 DFO-St. John’s 
(Multispecies survey) 

Shrimp and crab records in VTS 
format for each species based on a 
standardized 15-min tow 

Biomass 
 

Seabirds 1965-1992 
Programme intégré de recherches 
sur les oiseaux pélagiques 
(PIROP). 2006-2011 Eastern 
Canada Seabirds at Sea (ECSAS) 

CWS  
(PIROP and ECSAS 
surveys) 

Datasets arranged for each species 
per WatchID (i.e. per sample set) 

Richness, evenness, density 

Logbook 2001-2010 
 

DFO-Policy & 
Economics Branch, 
St. John’s 

Datasets arranged on a per trip basis Gear conflict, gear impact, landed 
catch, fishing business, fishing 
employment, FG-Richness, FG-
Evenness 

Long Range 
Identification and 
Tracking (LRIT) 

February 2010-February 2011 CCG-Maritime 
Security 

Location of mobile offshore drilling 
units, high speed craft, passenger and 
cargo  vessels (≥ 300 gross tonnage 
on international travel) recorded on a 
6-hour interval 

Density of marine commercial 
traffic 

Oil and gas 1986-2010 (Exploration, 
production and significant 
discovery) and 1980-2010 for 
Wells with some data from 1966-
1979 

C-NLOPB Point data for wells and polygon data 
for licenses including exploration, 
significant discovery and production 
areas 

Density of oil and gas activities 
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3.3 METHODS: GENERAL GIS-BASED METHODS AND 

CALCULATIONS 

The following subsections describe the three general GIS-based methods and 

calculations used in this study. Due to the nature of the datasets (e.g. large amount 

of data, positional errors, different formats in which the original datasets were 

provided), organizing and cleaning the data were necessary before any calculation 

could be performed. Python scripting, generally performed outside a GIS 

environment, was used for organizing and calculating the large amount of data. 

Section 3.3.1 introduces how planning units (PUs) were generated, serving as 

the basic unit of analysis for which each attribute was calculated. Section 3.3.2 

discusses the general concepts and procedures used when applying kernel density 

analyses to generate the spatial attributes. Section 3.3.3 presents the calculation 

used for generating the biological diversity (richness, evenness) and species 

abundance based on weight or count data. 

3.3.1 GENERATING PLANNING UNITS 

An empty polygonal vector grid of 20 x 20 km resolution, covering the entire 

study region, was created using the ArcGISTM 10 Fishnet tool as a base for planning 

units (PUs). All raster-based attributes were calculated using this grid to make sure 

that all attributes followed the same grid size and alignment (i.e. coordinates of a 
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corner of the grid and orientation of the grid). The grid resolution was selected 

based on the distribution and density of the data points for key datasets used in this 

study and was consistent with earlier studies using similar datasets for the region of 

interest (e.g. Edinger et al. 2007, Goulet et al. 2010). Finer spatial resolution is 

possible for regions where sample points are more densely distributed. Each cell of 

the polygonal grids held a unique identifier (PU ID).  

The grid was extended by three grid cells beyond the boundary of the study 

area to avoid potential edge effects for calculating the raster-based attributes. This 

extended grid was subsequently converted to a raster grid using the Polygon to 

Raster tool in the ArcGISTM. Raster-based attributes were clipped back to the extent 

of the study area after density calculations. 

3.3.2 ESTIMATING RASTER-BASED ATTRIBUTES 

The density maps presented in the results section are the spatial attributes in 

raster format (also called raster-based attributes). They were estimated using the 

ArcGISTM Kernel Density tool to calculate, for each raster cell, a density value. These 

raster-based attributes (e.g. species richness, species evenness) were derived from 

species distribution data, such as point sample data defined by latitude and 

longitude coordinates. Density analyses were used to generate continuous density 

maps of features (e.g. species abundance) from original sample data points. Not all 

PUs were surveyed. Those that were not surveyed (i.e. few km from the shoreline, 

outside the shelf edge) were excluded from the analysis. PUs with no record or 
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observations were given a value of zero (e.g. crab layer). PUs with no record 

sandwiched between PUs with records received values through the kernel density 

analysis.  

There are several existing methods for calculating density. This study used 

the kernel density method for estimating all raster-based attributes, with the 

exception of the marine commercial traffic attribute, which used the line density 

method. Kernel density is a commonly used non-parametric method for estimating 

the probability density function of a random variable (Silverman 1986). Estimating 

the function f from observed data provides inferences about the distribution of a 

random variable. A number of kernel functions exist (Silverman 1986, de Smith et al. 

2007). This study used a quadratic or Epanechnikov kernel function (Equation 3.1) 

that ArcGIS™ implements. The quadratic function is considered the optimal function 

compared to other kernel density estimators (Wand & Jones 1995, Zucchini 2003).  

Another important aspect of calculating the relative surface density is the 

search radius. It is a parameter that determines the smoothing of the density 

surface. A larger search radius tends to show generalized patterns, while a smaller 

radius can show more local variation (Mitchell 1999, p 80). While a search radius for 

calculating relative surface density can be established using rigorous quantitative 

procedures, some researchers suggest that identifying an appropriate search radius 

is more an art than a science (De Smith et al. 2007, p 140).  

Surface density maps with different search radii were compared visually to 

assess appropriate radii for each attribute layer. Due to the different number of data 
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points available for each dataset, different values for search radius were used for 

different datasets (see Table 3.2 for details). By using 10, 15, and 25 km as the 

search radius, regional patterns were more easily observed. Over-smoothing was 

observed in a search radius above 30 km, whereby generalized patterns sacrificed 

some local variation. 
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      Table 3.2 GIS thematic layers used in the study and how they were generated  

Data and 
Sources 

GIS based 
Indicators 

Description Calculation Method 

Seabird 
historical and 
recent surveys 
(PIROP and 
ECSAS), CWS 

Species richness Average species count per sample set  Kernel density is based on seabird species count per 
sample set, then an average is estimated per planning 
unit 

 Search Radius: 10 km 

Species density  Average count of individuals per sample set  Kernel density is based on the number of seabird 
individuals per sample set then an average is estimated 
per planning unit 

 Search Radius: 10 km 

Species evenness  Equality or distribution of individuals among 
species per sample set 

 Evenness score ranges from 0-1, lowest to 
highest 

 Evenness is equal to 1 when all species in the 
planning unit are equally abundant 

 Used Shannon-Wiener Index (H’) as a measure of 
evenness. This index is affected by both number of 
species and evenness of their population. Diversity 
increases as both increases 

 Kernel density is based on the evenness score, per 
sample set, then an average is estimated per planning 
unit 

 Search Radius: 10 km 

Groundfish – all 
(1995-2007), 
taken from 
multi-species 
surveys (MSS), 
DFO. 

Species richness Average of groundfish species count per 
sample set 

 

 Kernel density is based on the count of groundfish 
species per sample set then an average is estimated per 
planning unit 

 Search Radius: 10 km 

Species biomass Average of groundfish biomass per sample set  Kernel density is calculated based on biomass of 
groundfish per sample set, then an average is estimated 
per planning unit 

 Search Radius: 10 km 

Species evenness Same as the evenness for seabird  Same as species evenness for seabird 
 Search Radius: 10 km 

Regional rarity  Distribution of rare species based on 
presence. 

 Number of rare species per square kilometer 
 

 Kernel density is based on presence of identified rare 
species  

 These are groundfish species with small number of 
individuals (≤ 8) and occupy small percentage of 
planning units (< 0.5 %) and can be found in more than 
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Data and 
Sources 

GIS based 
Indicators 

Description Calculation Method 

two defined areas of the ecoregion for the study area. 
 Search Radius: 15 km 

Regional 
endemism 

 Distribution of endemic species based on 
presence 

 Number of regional endemic species per 
square kilometer 

 

 Kernel density is based on presence of identified rare 
species per planning unit 

 These are groundfish species with small to medium 
number of individuals (≤64) and occupy small 
percentage of planning units (up to 1 %) and can be 
found in one or two defined areas of the ecoregion. 

 Search Radius: 15 km 

Species status  Density distribution of species with 
vulnerable status – that is, endangered, 
threatened and of special concern. Winter 
skate was included even though it is labeled 
data deficient in NL 

 Included 11 species listed by COSEWIC and 
by Devine et al. (2006) 

 Average of species status score per planning 
unit 

 The various species, based on status, were aggregated, 
then weighted – that is, 0.48, 0.24, 0.16, 0.12 for 
endangered, threatened, special concern and data 
deficient respectively 

 The average of species status scores were calculated 
per sample set. Then, an average of the status score is 
obtained per planning unit 

 Search Radius: 10 km 
 

Corals 
(1998-2010), 
by-catch in MSS, 
DFO. 

Species Richness Average of species count per sample set   Kernel density is based on the count of groundfish 
species per sample set then an average is estimated per 
planning unit. 

 Search Radius: 25 km 

Coral biomass Average biomass of coral species per sample 
set per PU 

 Kernel density is based on the biomass of corals, per 
sample set, and then an average is estimated per 
planning unit.  

 Search Radius: 25 km 

Coral group 
sensitivity 

 Distribution of corals by groups, based on 
their sensitivity 
It is the average of sensitivity score  

  The coral species were divided into 7 groups that were 
given the following sensitivity scores: hard bottom 
gorgonian (5), hard bottom antipatharian (5), hard 
bottom cup coral (4), soft bottom gorgonian (4), seapen 
(3), soft bottom cup coral (2) and soft coral (1). The 
kernel density is based on the sensitivity score per 
sample set. Then, the sensitivity score is averaged per 
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Data and 
Sources 

GIS based 
Indicators 

Description Calculation Method 

planning unit. 
 Search Radius: 25 km 

Sponges 
(1998-2010), 
by-catch in MSS, 
DFO. 

Sponge biomass Average biomass of sponges per sample set   Kernel density is based on biomass of sponges per 
sample set, then an average is estimated per planning 
unit 

 Search Radius: 25 km 

Exploited 
invertebrates 
(1995-2011), 
MSS, DFO 

Shrimp biomass Average biomass of shrimp per sample set   Kernel density is based on the biomass of shrimp per 
sample set then an average is estimated per planning 
unit.  

 Search Radius: 10 km 

Crab biomass Average biomass of crab per sample set   Kernel density is based on the biomass of crab, per 
sample set, and then an average is estimated per 
planning unit. 

 Search Radius: 10 km 

Aggregated 
foregone 
benefits of 
fishing 
(2001-2010), 
DFO logbook. 

Landed 
biomass(kg) 

Average prorated biomass of fished species 
per trip 

 Kernel density is based on the prorated biomass of 
fished species per trip, then an average is estimated per 
planning unit 

 Search Radius: 20 km 

Landed value (C$) Average prorated revenue (in dollar value) of 
fished species per trip 

 Kernel density is based on the prorated dollar value of 
fished species, then an average is estimated per 
planning unit 

 Search Radius: 20 km 

Fisher groups 
(2001-2010), 
DFO logbook. 

Richness – Fisher 
groups 

Sum of fisher groups per PU. In short, each 
planning unit score indicates the number of 
fisher groups that uses it. 

 

 Fisher groups were modeled using vessel length and 6 
major fisheries in the province. 

 Biodiversity index for species richness was used in 
calculating this layer. In this calculation, fisher group is 
similar to a unique species in a biological dataset. 

 Kernel density is based on the count of fisher groups 
per planning unit. 

 Search Radius: 20 km 

Evenness – Fisher 
groups 

Equality of fisher groups’ distribution per PU 
 

 Fisher groups were modeled using vessel length and 6 
major fisheries in the province 

 Biodiversity index for species evenness was used in 
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Data and 
Sources 

GIS based 
Indicators 

Description Calculation Method 

calculating this layer 
 Kernel density calculation is based on the proportion or 

equality of distribution of fisher-groups in each 
planning unit. 

 Search Radius: 20 km 

Fishing 
business, 
Fishing 
Employment 
(2001-2010), 
DFO logbook. 

Fishing business   Number of unique vessel per square 
kilometer for each PU 

 Higher score means that there are more 
individual businesses interested in those 
planning units 

 The dataset is represented with only one geographic 
point for each unique vessel per unique PU. Then, 
kernel density calculation was based on unique vessels 
recorded per PU. Search Radius: 15 km 

 

Fishing 
employment 

 Sum of fishing vessel crew per km2 for each 
planning unit 

 Higher score means that there is more 
fishing employment in those planning units 

 The dataset is represented with only one geographic 
point for each unique vessel per unique PU. 

 Crew member multipliers were used for each vessel 
category. 

 Kernel density is calculated based on multipliers  
 Search Radius: 15 km 

Oil and gas 
(Historical and 
recent records,  
C-NLOPB) 

Density of oil and 
gas activities 

Density of the oil and gas activities, per square 
kilometer, approximated from geographic 
locations of oil and gas wells and licenses 

 Areas of oil and gas licenses – that is, production, 
significant discovery and exploration were converted 
to geographic point. 

 The above points were then merged with the 
geographic points representing oil and gas wells 

 Kernel density was calculated based on these merged 
datasets. 

 Search Radius: 20 km 

Gear Conflicts 
(2001-2010), 
DFO logbook. 

Effort overlap 
between fix and 
mobile gears 
(including shrimp 
and crab gears) 

 Effort overlap between fixed and mobile gear 
 Higher PU score means that the effort 

overlap between fix and mobile is also 
higher. 
 

Vessel length was used to determine and standardize 
effort. Effort overlap was calculated using the lowest 
density score for fix and mobile gears as threshold. 

MCE-FLOWA using "ALL" was used to determine this 
threshold 

Gear impacts 
(2001-2010), 
DFO logbook. 

Negative 
ecological impacts 
of fishing gears 

 

 Sum of the severity scores for each planning 
unit 

 Higher score means that there is high 
ecological negative impact  

 Gears were scored based on severity ranking. This 
severity ranking is based on the ecological negative 
impacts of gears in Fuller et al. (2007) 

 Kernel density was calculated based on the severity 
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Data and 
Sources 

GIS based 
Indicators 

Description Calculation Method 

score of gear per planning unit 
 Search Radius: 10 km 

Marine Traffic 
2010-2011, 
LRIT, CCGS-
Maritime 
Security 

Line density of 
commercial 
vessels 

 Density of commercial vessel tracks (per 
square kilometer in each planning unit) 
based on long range identification and 
tracking (LRIT) of ship data 

 A higher value means higher usage for 
commercial transportation 

 

 The 6-hour geographic point for each trip of 
commercial vessel, based on LRIT data, was converted 
into line object using a script tool in ArcGISTM 10 

 Line density (commercial vessel tracks) was 
calculated for each planning unit using Point Density 
tool in ArcGISTM 10 

 Search Radius: 10 km 
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The kernel density value in planning unit i (Di), at a distance dig from a data point g is 

determined as the sum of individual kernel surfaces generated for the data points. 

Given a normalized function, where the distances dig are divided by the search 

radius h, a quadratic kernel function was obtained through the following equation. 

                                            Equation 3.1 

Where t=dig/h and h is the search radius or smoothing parameter (De Smith et al. 

2007). Note that each data point g of an attribute j (e.g. species richness, fishing 

employment) is associated with a value (Xg), a quantity to be smoothed out to create 

a continuous surface of an attribute j across PUs. This value specifies the volume 

under the kernel surface by multiplying the kernel (Kg) of a data point with its 

associated value (Xg). Hence, the relative kernel density output for PU i (or Di) was 

obtained by summing the values of all kernel surfaces where they overlay the center 

of PU i (Equation 3.2). In cases where averages or correction of effort were 

necessary, an average of sums of kernel density surfaces was obtained (Equation 

3.3). 

        
 
        

 
                                                                                 Equation 3.2 

     
      

 

  

 
                                                                                          Equation 3.3 

Where Ni is the total number of data points (or sample sets) used in calculating the 

kernel density for PU i. 
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Put another way, kernel density estimation is similar to fitting a smoothly 

curved surface over each data point where the value of the surface is highest at the 

location of the point and decreases as it moves away from the point until it reaches 

zero at the boundary of search radius. We used ArcGIS™ in calculating the 25 

attributes presented in this chapter. ArcGIS™ only supports circular neighborhoods 

as search radius. 

DFO conducted MSS based on a random sampling design, stratified by depth, 

following DFO’s stratification grid (Brodie 2005). We expected that the PUs created 

for this study would contain a varying number of sample sets. To avoid bias in 

density estimation, sampling effort was corrected for each planning unit (Equation 

3.4). This correction was carried out by giving each sample point a value of 1 (Xj = 

1), whereby a correction density layer, Cij, was obtained for PU i and attribute j. This 

correction layer was then used to generate effort-corrected density surface for PUi, 

denoted by ECij, using the ArcGIS™ Raster Calculator tool. 

     
    

    
        Equation 3.4   

Where uDij is the uncorrected density surface for attribute j and planning unit i. 
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3.3.3 GIS-BASED BIODIVERSITY MEASUREMENT 

One of the important discussions around biodiversity conservation is how areas 

with high biodiversity can be identified. In response, measuring biodiversity has 

become an important field of inquiry, and through time the concept itself has 

become multifaceted (e.g. richness, evenness, beta diversity). It is difficult or 

impossible to reflect these many facets of biodiversity in a single index (Purvis & 

Hector 2000). This problem often presents issues related to how biodiversity should 

ultimately be represented in conservation assessment (Di Minin & Moilanen 2012). 

Another practical issue that arises when identifying biological objectives is 

information availability. In many cases, the available information cannot measure 

up to the urgency of protecting ecosystem function, a far-reaching goal of 

biodiversity protection (Jackson et al. 2001, Loreau et al. 2001, Soulé et al. 2003, 

Hooper et al. 2005).  

In addition, some have suggested that biodiversity is hardly identifiable 

without inconsistency, scientific uncertainty, and ethical judgment (Svancara et al. 

2005, Tear et al. 2005, Wilhere 2008). These challenges are in part due to a far 

smaller amount of knowledge about biodiversity compared to the enormous rate of 

extinction, unknown diversity, biodiversity loss, and huge socioeconomic 

constraints (Ehrlich & Wilson 1991, Smith et al. 1993, Smith & Robert 1993, Ehrlich 
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1994, Tilman 1994, Roberts & Hawkins 1999, Purvis & Hector 2000, Periera et al. 

2010).  

Consequently, conservation planners are still facing the critical task of trying 

to identify and define biodiversity objectives despite a growing number of proposed 

measures and concepts. In this study, we used the commonly considered indices (i.e. 

species richness, evenness), as these can be reasonably provided by the available 

data and used in the proposed decision support method presented in Chapter 4. We 

also included measures of species abundance (i.e. density). We do not suggest that 

these measures are necessarily the most appropriate measures of biodiversity in all 

cases. Instead, it is worth noting that a chosen method of representing biodiversity 

must be open for discussions for two reasons. First, as mentioned above, each 

biodiversity measurement technique has limitations. For example, representing 

biodiversity features using the strict target-based approach may provide lower 

biodiversity protection across biodiversity features (Di Minin & Moilanen 2012). 

Also, strict targets imposed upon biodiversity features may be subjective and lack 

strong ecological support (Marris 2007). Second, if representing biodiversity feature 

is considered, an optimization algorithm is an option to consider as opposed to a 

non-optimal method. 

To quantify the number of species (i.e. richness measure) across PUs, we 

obtained the number of species per sample set divided by the total number of 

sample sets at PU i following the entire dataset (e.g. 12-year groundfish survey). 

Hence, species richness is based on the corrected sampling effort. Note that a sample 
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set refers to a unique vessel, trip, set (VTS) number in MSS or a unique WatchID in 

seabird surveys.  

The diversity index of attribute j was calculated using the Shannon-Wiener 

Index (Hj) (Equation 3.5).  

               
 
          Equation 3.5 

The quantity pk is the proportion of individuals found in species k, and the natural 

logarithm of pk is lnpk. The resulting product was summed across species and 

multiplied by -1 to get a positive result. Then, the evenness measure (Ej), which 

refers to the ratio of observed diversity to maximum diversity per sample set of 

attribute j, was calculated (Equation 3.6). 

  
 

  

    

        
 

  

   

        Equation 3.6 

Where lnS is the natural log of species richness.  

The species evenness at PU i was estimated using Equation 3.3.  Species 

abundance (or density) was calculated based on weight or count of individuals. To 

determine the relative abundance across PUs, Equation 3.3 was used. Note that the 

concepts of species richness and species evenness were also used in the calculation 

of fishing raster-based attributes (i.e. richness and evenness of fisher groups), as 

discussed in Section 3.4.2.2. 
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3.4 METHODS: SPECIFIC GIS-BASED METHODS AND 

CALCULATIONS 

This section describes the specific methods applied for generating each of the 

25 raster-based attributes. Section 3.4.1 presents the methods used to generate the 

biological attributes, and Sections 3.4.2 and 3.4.3 describe the methods used for 

generating the socioeconomic raster-based attributes. 

3.4.1 BIOLOGICAL ATTRIBUTES 

Each of the five groups of marine taxa was estimated and individually mapped. 

Four of these groups, including groundfish, corals, and commercially exploited 

invertebrates, were obtained from the DFO multispecies survey program (i.e. MSS). 

Seabirds’ data were obtained from CWS surveys, more specifically the "Programme 

int gr  de recherches sur les oiseaux p lagiques" (PIROP) and the Eastern Canada 

Seabirds at Sea (ECSAS) programs.  

3.4.1.1 GROUNDFISH ATTRIBUTES 

All MSS data considered in this study were sampled using a standard DFO 

survey gear, the Campelen 1800 shrimp trawl. This shrimp trawl has a small mesh 

size (80 mm in the wings, 44 mm in the square and the first bellies, and 60 mm in 

remaining bellies), a wingspread of 15-18 m and average vertical opening of 4-5 m, 



 

116 
 

depending on depths sampled (McCallum & Walsh 1997, McCallum & Walsh 2002). 

Similarly, as noted by Brodie (2005), MSS were standardized using a constant trawl 

time (15 min.), vessel speed (3 knots), and hence distance towed (0.75 NM). Brodie 

and Stansbury (2007) also noted other potential sources of uncertainties associated 

with the MSS data, such as vessel effects (i.e. different vessels were used for 

sampling), gaps in coverage (i.e. strata that were not sampled or reduced number of 

sample sets), and changes in the timing of the survey (i.e. survey was done at a later 

time). This study, however, did not investigate how these potential sources of error 

may have affected the representation of spatial attributes generated for this study. 

It should be noted that this study only used the MSS datasets from 1995 and 

later years. Pre-1995 MSS programs used a different trawl to conduct sampling (i.e. 

Engel trawl) which exhibited a different catchability due it its larger mesh size 

compared to the Campelen trawl used in surveys in 1995 and beyond (McCalum & 

Walsh 1996). This gear change made it difficult to compare the data used in this 

study with historic or pre-1995 data. A study of historic data (until 1990), however, 

showed that groundfish biomass did not change prior to the 1992 collapse of the 

Northern Cod fishery (Gomes et al. 1995). Another study also showed that 

groundfish species composition and spatial distribution in the northeast 

Newfoundland and Labrador shelf remained stable between 1978 and 1986 

(Villagarcia 1995). A total of 14,989 unique VTS or sample sets based on a 12-year 

MSS survey (i.e. 1995-2007) were considered for this study. 
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The groundfish dataset includes a total of 203 taxa, of which 55 were not 

identified to the species level. Nonetheless, all sample sets were used in calculating 

the raster-based attributes for groundfish biomass, richness, and evenness across 

PUs (see Equation 3.3, Figure 3.5, Figure 3.6, and Figure 3.7).  

SPECIES STATUS ATTRIBUTE 

In addition, particular groundfish species (i.e. endangered, threatened, and of 

special concern) were identified and mapped to generate another spatial attribute 

called species status. (See Table 3.3 for the species list and references).  

It should be noted that while insufficient data was available to classify Winter Skate 

being at risk in the study area, it was identified in assessment reports as endangered 

and threatened in neighboring regions. For this reason, Winter Skate was included 

in our data analysis for species status (Table 3.3).  

The species status attribute considered 11 species listed by the Committee 

on the Status of Endangered Wildlife in Canada (COSEWIC) or identified in existing 

peer-reviewed literature. To account for the different levels of endangerment 

associated with the different species statuses, the study used a weighting scheme 

based on a two-step process. First, it involved ranking the species based on their 

status. Endangered species were assigned with the highest rank, followed by 

threatened species, species of special concern, and finally data deficient species.  

Then, this ordinal ranking of species statuses was converted into numerical weights. 
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To generate the numerical weights, we used a rank reciprocal method, a popular 

method of assessing the importance weights of dimensions of an attribute (Stillwell 

et al. 1981).  

Table 3.3 Groundfish species for species status attribute  

Species 
Common 

Name 

Scientific Name Species Status Reference Species 
Status 
Rank 

Species 
Status 

Numerical 
Weights 

Atlantic cod Gadus morhua Endangered Cosewic 2003 1 0.48 
Blue hake Antimora rostrata Endangered Devine et al. 

2006 
1 0.48 

Rock 
(Roundnose) 

grenadier 

Coryphaenoides 
rupestris 

Endangered Devine et al. 
2006 

Cosewic 2008 

1 0.48 

American 
plaice 

Hippoglossoides 
platessoides 

Threatened Cosewic 2009 2 0.24 

Northern 
wolffish 

Anarhichas 
denticulatus 

Threatened Cosewic 2001a 2 0.24 

Spotted 
wolffish 

Anarhichas minor Threatened Cosewic 2001b 2 0.24 

Cusk Brosme brosme Threatened Cosewic 2003 2 0.24 
Spiny dogfish Squalus acanthias Special 

Concern 
Cosewic 2010 3 0.16 

Roughhead 
grenadier 

Macrourus berglax Endangered 
Special 

Concern 

Devine et al. 
2006 

Cosewic 2007 

1 0.48 

Atlantic 
wolffish 

Anarhichas lupus Special 
Concern 

Cosewic 2000 2 0.24 

Winter skate Raja ocellata Data deficient Cosewic 2005 4 0.12 

Note: The neighboring populations of winter skate in southern Gulf of St Lawrence, Eastern Scotian 
shelf, and from Georges Bank to Western Scotian shelf are considered as being endangered, 
threatened, and of special concern respectively. 

 

The normalized weights for different species status were used to calculate 

the kernel surface across PUs for species status using an averaged sum (Equation 

3.3). In this calculation, the biomass or individuals per species count were not 

considered; rather the density calculation was estimated based on species presence 
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(Figure 3.8). The sum of the weights in planning unit i was divided by the total 

number of observations recorded in planning unit i based on 12-year MSS data. 

REGIONAL ENDEMISM AND REGIONAL RARITY 

The identification and representation of rarity and endemism were restricted 

to the study region and did not consider global ranges, hence are hereby called 

regional rarity and regional endemism.  

The spatial attributes for regional rarity and regional endemism were 

generated by combining three measures of rarity. These measures are density 

rarity, cell occupancy, and habitat specificity. Below, we present the operational 

definition for these measures and the methods used in obtaining them. Figure 3.2 

shows the four major steps in obtaining the attributes for regional endemism and 

regional rarity. 
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Figure 3.2 Four major steps in obtaining the regional endemism and regional rarity 
using three measures of rarity. Regional rarity refers to the groundfish species that 
are widely distributed but with low density while the regional endemism refers to 
groundfish species with restricted distribution and low density.  

 

DENSITY RARITY 

The count of individuals sampled for each rare species served as the basis for 

estimating density rarity. To date, there is no existing literature that identifies rare 

species for the study area. Hence, rare species were first identified from the MSS 

data. Identifying species rarity typically requires some rule for grouping species 

based on the number of individuals sampled for each species. In this study, we used 

a grouping technique proposed by Preston (1948) that uses a sequence of octaves of 
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frequency. This sequence is a logarithmic series that helps determine the relative 

commonness of species.  

Table 3.4 illustrates a sequence of octaves (1, 2, 3, etc.) based on the 

approximate number of individuals recorded for each species. It should be noted 

that this grouping technique uses Log2. Preston (1948) demonstrated, based on 

empirical evidence, that the sequence of octaves follows a Gaussian curve. Hence, he 

suggested that the distribution of species (relative to their commonness) has a 

normal distribution. 

 

Table 3.4  Sequence of octaves 

Species group 1 2 3 4 5 6 7 8 Etc. 

Approximate 
number of 
individuals 
sampled for 
each species 

1-2 2-4 4-8 8-16 16-32 32-64 64-128 128-256  

  

This study generated 23 octaves for groundfish (Table 3.5). Only species that 

belong to the first eight octaves were considered rare species. These eight octaves 

were on the left of the modal octave (or highest point) of the Gaussian distribution 

serving as the marker between the sets of common and rare species (Figure 3.3). 

These eight octaves contain 56 species. From this list, however, cusk (Brosme 

brosme) was removed as it was already classified under species status. Also, species 

that are found in inshore areas that were inconsistently sampled were excluded. 
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                  Table 3.5 Species per octave based on the MSS Groundfish dataset  

Octave (X) 
Species per Octave (Y) 

Number of Individuals Species Group 

1-2 1 4.5 

2-4 2 6 

4-8 3 7 

8-16 4 5 

16-32 5 8 

32-64 6 4.5 

64-128 7 10.5 

128-256 8 6 

256-512 9 11 

512-1024 10 3 

1024-2048 11 9 

2048-4096 12 7 

4096-8192 13 7 

8192-16384 14 5 

16384-32768 15 8 

32768-65536 16 4 

65536-131072 17 8 

131072-262144 18 4 

262144-524288 19 2 

524288-1048576 20 4 

1048576-2097152 21 0 

2097152-4194304 22 1 

4194304-8388608 23 2 

Note: The octave, in bold, is the value for the crest of the 
Gaussian distribution shown in Figure 3.3  
 

These include Arctic shanny (Stichaeus punctatus), smooth flounder (Liopsetta 

putnami), and winter flounder (Pseudoplueronectes americanus), reducing the rare 

species list to 52.  
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Then, these 52 species were grouped into three levels of density rarity (i.e. 

low, medium, and high). Low includes species in the first three octaves (i.e. with 

individuals less than or equal to 8), medium includes the species in the next three 

octaves (i.e. with individuals greater than 8 and ≤ 64), and high includes the species 

in the last two octaves (i.e. with individuals greater than 64 and ≤ 256 individuals) 

per species.  

 

Figure 3.3 The distribution of the relative commonness (or rarity)  of groundfish 
species. The modal octave is identified in red.  

CELL OCCUPANCY 

The number of PUs that a rare species occupies served as the basis for 

estimating cell occupancy. To determine the cell occupancy of species, the number 

of PUs that a species occupied (or sampled) was counted and divided by the total 

number of PUs for the study area. Then, the result was multiplied by 100 to obtain, 

in percent, the relative cell occupancy of species. Rare species, based on cell 
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occupancy, were categorized into three groups: (Low) <0.5%, (Medium) 0.5 to ≤1%, 

and (High) >1%. This measure attempts to identify whether a rare species occupy a 

relatively large or small number of PUs.  

HABITAT SPECIFICITY 

With reference to the nine defined units of ecoregion, habitat specificity was 

defined based on the number of ecoregions occupied by species. Rabinowitz et al. 

(1986) referred habitat specificity to whether or not species occupy few habitats. In 

the absence of detailed studies on habitats in the study region, existing ecoregions 

were used as a surrogate for regional habitats. Two sets of defined units of marine 

ecoregion for the study area were identified in two separate studies: (a) Pepin et al. 

(2010) identified 5 ecoregion units for most of the Newfoundland and Labrador 

bioregion and (b) Perez-Rodriguez et al. (2010) identified two additional defined 

units in the Flemish Cap region following the same method employed by Pepin et al. 

(2010). It must be noted that some portions of the study area fall outside these 

identified seven ecoregion units. Subsequently, our study added two other units 

covering the Northwest Atlantic Fisheries Organization (NAFO) zones 3Pn, 3Ps, and 

4Vn. The delineation of these NAFO zones into two units was based on the two 

unique ecological environments described for these areas in Mahon et al. (1988) 

(Figure 3.4). 
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Figure 3.4 Nine ecoregion units used in this study. Units 1-5 and 8-9 were 
respectively identified and described in Pepin et al. (2010) and                               
Perez-Rodriguez et al. (2010) while units 7 and 6 were added in this study. 

 
This study defined habitat specificity based on the number of ecoregion units 

occupied by species. Then, groundfish species were classified into three groups: 

(Group A) species that occupy the least number of habitats (i.e. one unit of the 
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ecoregion), (Group B) species that occupy two habitats (i.e. two units of the 

ecoregion), and (Group C) species that occupy three or more habitats (i.e. 3 or more 

units of the ecoregion). 

The different groups of species obtained from the three measures of rarity 

described above were then combined. Twenty-seven unique group combinations of 

species are possible, although 15 groups were empty of species (Table 3.6). 

 

Table 3.6 Group combinations of species based on density rarity, cell occupancy, and 
habitat specificity 

Restricted 
distribution and high 

density 
(Class 1) 

Restricted 
distribution and low 

density 
(Class 2) 

Wide distribution 
and low density 

(Class 3) 

Wide distribution and 
high density (more 

common) 
(Class 4) 

*HαA LαA *LαC *HαC 
*HαB LαB LβC  HβC 
*HβA *LβA  MαC  HγC 
*HβB *LβB  MβC  
*HγA  MαA *LγC  
*HγB  MαB *MγC  

  MβA   
  MβB   
 *LγA   
 *LγB   
 *MγA   
  MγB   

In each group combination, the three letters are arranged accordingly representing density rarity, 
cell occupancy, and habitat specificity. The first letter refers to density rarity where count of 
individual per species is considered as: L - low, M - medium, and H – high. The second letter refers to 
cell occupancy where species is considered occupying: α – low, β – medium, and γ - high number of 
PUs. The third letter refers to habitat specificity where species occupy: A - 1 ecoregion, B - 2 
ecoregions, and C - ≥3 ecoregions. *Group combinations with no species found. 

 

Then, these 27 group combinations were further categorized into four classes: 

(Class 1) restricted distribution and high density, (Class 2) restricted distribution 

and low density, (Class 3) wide distribution and low density, and (Class 4) wide 
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distribution and high density (Table 3.6). Based on the datasets used for this study, 

no species was listed under Class 1. The second class was referred to as "regional 

endemic," containing 24 species and the third class was referred to as "regional 

rare" containing 22 species. The last class is composed of six species considered as 

being more common; hence, they were excluded (Table 3.7).   

     Table 3.7 Classification of 52 rare species identified from MSS fish dataset 

Regional Endemic Regional Rare Relatively Common 

Acipenser oxyrhynchus Cryptosaras couesi Gadus ogac 
Alepisaurus brevirostis Nansenia groenlandica Anoplogaster cornuta 
Alosa pseudoharengus Raja laevis Cottunculus thompsoni 
Benthodesmus simonyi Alepisaurus brevirostis Dibranchus atlanticus 

Brevoortia tyrannus Bathypterois dubius Raja lintea 
Caranx crysos Halargyreus johnsonii Scomberesox saurus 

Gasterosteus wheatlandi Raja bathyphila  
Himantolophus 
groenlandicus 

Raja mollis  

Idiacanthus fasciola Rhectogramma sherborni  
Molva brykelange Rhinochimaera atlantica  

Parasudis truculentus Saccopharynx 
ampullaceus 

 

Platytroctes apus Somniosus microcephalus  
Raja erinacea Synodus poeyi  

Apeltes quadracus Anotopterus pharao  
Aphanopus carbo Caristius groenlandicus  

Arctogadus glacialis Ceratius holboelli  
Lipogenys gillii Coelorhynchus carminatus  

Myoxocephalus scorpioides Eurypharynx pelecanoides  
Nessorhamphus ingolfianus Hydrolagus affinis  

Urophycis chuss Micromesistius poutassou  
Argentina striata Petromyzon marinus  

Diretmus argenteus Raja hyperborea  
Centroscymnus coelolepis   
Lepidion (haloporphyrus) 

eques 
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Kernel density analysis was used to generate the raster-based attributes (i.e. 

relative densities) of regionally endemic (Figure 3.9) and regionally rare species 

(Figure 3.10) for the study area. The kernel function was based on species presence, 

whereby each record of species was given a value of one using a 15 km search 

radius (Equation 3.1). It should be noted that the area unit for the output density 

values was set to square kilometers in ArcGISTM, resulting in relatively small values 

at the PU scale. 

3.4.1.2 SEABIRD ATTRIBUTES  

Unlike the MSS data, the spatial attribute for seabirds represents a 

combination of both historical and recent surveys acquired through the CWS PIROP 

and ECSAS survey programs (Table 3.1). The datasets obtained from the CWS 

Atlantic Region included a standardized calculation of all sample sets (K. Allard, 

personal communication). These standard estimates were based on the number of 

seabirds per km2. Each sample set was identified in the dataset using a unique 

WatchID. The entire seabird dataset contains 11,600 sample sets from ECSAS and 

11,643 sample sets from PIROP. 

PIROP observations covered 1965-1990 (although most records were after 

1970), while ECSAS records covered 2006-2011. PIROP recorded observations 

(counts of birds) based on two approaches (Gjerdrum et al. 2012). The first one, 

used in earlier surveys, involves 10-minute observations during which all birds 
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were counted without considering a distance from a vessel. The second approach 

recorded birds within a particular band transect (300 m), scanning at 90° arc to one 

side of the ship, allowing the calculation of seabird densities (i.e. birds per square 

kilometer).  

ECSAS implemented a standardized sampling protocol both for moving (e.g. 

vessels) and stationary platforms (e.g. oil rig) (Gjerdrum et al. 2012). Seabirds were 

recorded within a 300 m band transect, scanning at a 90° arc to one side of the ship 

and implemented a five-minute snapshot approach to capturing the flying birds. It 

should be noted that ECSAS is similar to the second approach under PIROP, except 

for the protocol implemented for flying birds. 

To combine the sample sets from these two surveys that used different 

methods, the seabird count for both surveys was standardized based on a kilometer 

traveled per sample set. From this standardized count, the raster-based attribute for 

seabird density, richness, and evenness were calculated using Equation 3.3. For the 

respective attribute maps, see Figure 3.11, Figure 3.12, and Figure 3.13.  

3.4.1.3 SPONGE ATTRIBUTE 

Sponge data were obtained from the DFO MSS dataset. Sponges were 

recorded only as by-catch wet weight for the period 1995 to 2011. Records included 

weights in kilograms for each observation but did not identify sponges to the 
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species level. Based on this limitation, the raster-based attribute for sponge was 

based only on aggregated biomass (Equation 3.3, Figure 3.14).  

3.4.1.4 CORAL ATTRIBUTES 

Cold-water coral data were also obtained from the DFO MSS dataset. Like 

sponges, corals sample sets were recorded as by-catch for the period of 2000 to 

2010. Two types of records were provided: count or weight recorded at sea, and 

count or weight of sample sets on land, as recorded at DFO - St. John’s, NL (V.E. 

Wareham, personal communication). While both measurements should be identical, 

they have differences. In response, the highest weight recorded either at sea or on 

land was used in this study. Data on weights are believed to be more reliable than 

count (V.E. Wareham, personal communication). Also, more sample sets containing 

"weight" data were found than sample sets containing count data. As a result, a 

raster attribute based on coral biomass (weight) was generated (Equation 3.3, 

Figure 3.15). For calculating the raster-based attribute for coral species richness, 

only those coral samples identified to the species level were included in the 

calculation (Equation 3.3, Figure 3.16). 

Based on a previous study on coral growth rates (Sherwood & Edinger 2009), 

this study grouped coral species according to their level of sensitivity to damage, as 

a function of longevity. Then, sensitivity scores were assigned to the following 

groups: hard bottom gorgonian, hard bottom anthipatharian, hard bottom cup coral, 
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soft bottom gorgonian, sea pens, soft bottom cup coral, and soft coral (Table 3.8). To 

determine the raster-based attribute for coral sensitivity, the sensitivity scores of 

coral samples were summed and divided by the total number of sample sets (N) for 

planning unit i (Equation 3.3). 

Table 3.8 Sensitivity score assigned to each coral group  

Coral Groups Samples 
Sensitivity 

Score 

Hard bottom gorgonian Acanthogorgia armata 
Anthothela grandiflora 

Keratoisis grayi 
Paragorgia arborea 

Paramuricea grandis 
Primnoa resedaeformis 

5 

Hard bottom 
antipatharian 

Antipatharian [ORDER] 
Bathypathes sp. 

Stauropathes arctica 

5 

Hard bottom cup coral Fungiacyathus marenzelleri 
Scleractinia [ORDER] 

Vaughanella margaritata 

4 

Soft bottom gorgonian Acanella arbuscula 
Chrysogorgia cf. agassizii 

Radicipes gracilis 

4 

Seapen Anthoptilum grandiflorum 
Dischoptilum gracile 

Funiculinia quandrangularis 
Halipteris finmarchica 
Parastenella atlantica 
Pennatula phosphorea 

Pennatula sp. 
Umbellula lindahli 

3 

Soft bottom cup coral Flabellum alabastrum 
Flabellum angulare 

Flabellum sp. 

2 

Soft coral Duva florida 
Gersemia rubiformis, 
Nephtheid [FAMILY] 

Anthomastus sp. 
Heteropolypus insolitus 

Anthomastus grandiflorus 
Anthomastus agaricus 

Drifa glomerata 
Drifa sp. 

1 



 

132 
 

 

3.4.1.5 INVERTEBRATE ATTRIBUTES 

Shrimp and crab are marine invertebrates currently being exploited in major 

commercial fisheries in the province of Newfoundland and Labrador, Canada (DFO 

2004). Because of the relatively high commercial significance of these invertebrates 

for the study area, separate attributes were obtained for shrimp and crab, rather 

than being simply combined into one attribute such as landed biomass. Generating 

the attributes for each of these species was important from the standpoint of 

sustaining these species via conservation options. Shrimp species in the datasets 

include Pandalus sp., Pandalus borealis, Pandalus montagui, and Pandalus 

propinquus. However, most observations are from P. borealis and P. montagui, the 

two commonly exploited species for commercial purposes. Records for crab are 

solely for snow crab (Chionoecetes opilio). All MSS observations from 1995 to 2011 

were combined when calculating the biomass for shrimp and crab (Equation 3.3). 

Hence, weights (kg) served as the basis for kernel density calculations to generate 

the raster-based attributes for shrimp (Figure 3.18) and crab (Figure 3.19). 

3.4.2 FISHING ATTRIBUTES 

So far, there has been little exploration as to the various ways of measuring 

socioeconomic gain. In most SCP methods, this is typically measured using 
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aggregated fishing effort. This study, however, derived from fishing activities six 

raster-based attributes whereby economic (i.e. monetary) gain was measured 

separately from socially-oriented (e.g. fishing employment, fishing business) gain. 

The fishing attributes include: (a) landed catch based on weight, (b) fishing revenue, 

(c) fishing business based on unique vessels, (d) fishing employment based on 

crews, (e) richness distribution of fisher groups (FGs), and (f) evenness distribution 

of FGs. It should be noted that the richness and evenness distribution of FGs were 

calculated in similar ways, as species richness and species evenness respectively, as 

presented below. 

The fishing activities were obtained from the commercial fishing data (i.e. the 

DFO logbook) from DFO-St. John’s, NL. The DFO logbook contains information on 

fishing trips, such as location (or the geographic coordinates for the "start" and 

"end" of the fishing trip), species caught, including weight and landed monetary 

value, the length of fishing time, and the size of the vessels. Logbook datasets 

excluded fishing vessels under 18 feet long (e.g. the lobster fishery) that were hence 

excluded from the analysis. All socioeconomic data layers were generated from a 

combined set of data points covering 2001 to 2010.  The following subsections 

present the two groups of fishing attributes used in the study. 
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3.4.2.1 LANDED CATCH  

This study considered two sets of information from the DFO logbook for 

measuring the economic gain from fishing activities. These include the weight (kg) 

and the dollar value (C$) of landed fish. From these two sets of information, we 

respectively derived the raster-based attributes for landed catch based on biomass 

(Figure 3.20) and fishing revenue (Figure 3.21). It should be noted that landed fish 

refers to both shellfish, such as crab and shrimp, and groundfish. 

Both layers used a prorated calculation made by DFO-Policy and Economics 

Branch in St. John’s, NL.      Table 3.9 describes the calculation of prorated value and 

prorated weight of landed catch.  

     Table 3.9 Example calculation of prorated weights of landed catch 

Estimates at sea (e.g. Redfish) 

Date Weight (kg) Prorated weight 
(kg) 

June 10 10,000 9,772 

June 11 12,000 11,726 

June 12 15,000 14,658 

June 13 22,000 21,498 

June 14 8,000 7,818 

June 15 31,000 30,293 

June 16 20,000 19,544 

Total 118,000 115,309 

 
Actual amount landed: 115,310 kg. The factor used to calculate the prorated weight of fish is 
obtained by dividing the actual weight of fish landed at port by the total estimated weight 
recorded in the logbook. For instance, 115,310/118,000 = 0.9772. N.B. Weights of daily fish 
catches are then obtained by multiplying the estimated weights by the proration factor. 
Example for June 10: 10,000 * 0.97720 = 9,772 kg. The same calculation was applied in 
determining prorated value (C$). Courtesy of Anne-Marie Russell, DFO Policy and Economics 
Branch, St. John’s, NL. 
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The fishing biomass and fishing revenue per PU were averaged based on the 

number of trips recorded for each PU over the 10-year commercial fishing history 

spanning from 2001 to 2010 (Equation 3.3). Thus, the landed catch based on 

biomass and monetary value at PU i refer respectively to the average weight and 

Canadian dollar value of landed catch per trip. CPUE calculation was considered, but 

the use of fishing per trip provides a straightforward description of the landed catch. 

Defining effort using the logbook information present challenges due to the varying 

motor power, vessel size, vessel type, and number and types of gears used in actual 

fishing. 

3.4.2.2 DISTRIBUTION OF FISHING BUSINESS AND FISHERS 

The distribution of fishing business and fishers can provide insight as to how 

space-based conservation options such as MPAs impacts fishers and fishing vessel 

owners at sea.  

In this regard, this study generated one attribute that estimates the spatial 

distribution of fishing business and three attributes that can determine the 

distribution of fishers using the logbook data.  Below we present the methods in 

obtaining these attributes and their relevance in capturing the socioeconomic 

activities at sea. 
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FISHING BUSINESS 

Each fishing business or business ownership was represented using a unique 

vessel code per PU. The reason for doing this is the assumption that each vessel 

represents a single fishing business. The fishing business layer intends to estimate 

the distribution of fishing business across PUs. A single vessel can, however, use 

several types of fishing licenses, and different vessels can be part of the same fishing 

business. Such information was however not made available by DFO for this study 

for privacy reasons. However, this attribute can identify areas that are important to 

the majority of fishing businesses, irrespective of individual ownership and licenses. 

In the study area, this is potentially useful in identifying PUs relevant to smaller-

scale and larger-scale fishing enterprises. 

From the logbook data, we generated a modified set of data whereby a 

unique vessel ID was counted only once, in a PU, through a random selection of 

latitude and longitude coordinates. This rule was implemented for PUs with 

multiple records of the same vessel ID based on the 10-year logbook data. The 

resulting set of data was then used to estimate the relative densities of fishing 

business and fishing employment across PUs. 

In determining the raster-based attribute for fishing business, the unique 

fishing vessels were first represented in each PU with one geographic data point 

that was selected randomly. Then, the resulting dataset was used in calculating the 

kernel density surface (Equation 3.2, Figure 3.22). Each data point was given a value 
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of one. The area unit of analysis and the search radius were respectively set to 

square kilometer and 15 km. Hence, the values shown on the map refer to the 

number of unique vessels per square kilometer relative to each PU. We should note 

that the attribute for fishing business assumes that each vessel, whether large or 

small, is given the same level of importance.  

FISHING EMPLOYMENT 

In identifying the distribution of fishers, we considered mapping the 

distribution of fishing employment based on direct engagement with fishing 

activities at sea (i.e. crew members per fishing vessel) to identify PUs with high 

fishing employment. In protected area planning, making this information available 

can be useful in leveraging the short-term socioeconomic impacts against protecting 

biodiversity. 

The number of crew per vessel was derived from the vessel size using 

multipliers (Table 3.10). Multipliers refer to a standard approximation of crew 

members based on the five categories of vessel size. A set of multipliers has been 

used in survey analysis conducted by DFO (DFO 2005). In this study, however, we 

used an updated set of multipliers (Table 3.10) obtained from the DFO regional 

office in St. John’s, NL (S. Allen, personal communication). This new set of 

multipliers provides an improved estimate of vessel crew compared to the older set 

(B. Best, personal communication). 
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                Table 3.10 Multipliers for vessel crew members per vessel category.  

 Multipliers include the skipper (S. Allen, pers. comm.)  

Vessel length 
(ft) 

Multipliers (vessel 
crew) 

Under 35 feet 1.75 
35-44 2.50 
45-64 5.50 
65-99 7.00 

Over 100 feet 14.00 

 

The set of geographic points used in mapping the fishing employment is the 

same as those used when generating fishing business distribution in which each 

unique vessel is represented only once in a unique PU. This layer provides an 

estimate of the relative number of fishers that are likely directly employed per PU. 

Using the original logbook data points could introduce counting the same set of 

crew members more than once if they happen to be in that PU more than once. 

Kernel density calculations used the multipliers in generating the kernel surface 

(Figure 3.23). Hence, fishing employment for planning units was determined by 

obtaining the sum of the fishing vessel crews (estimated through multipliers) per 

square kilometer in planning unit i (Equation 3.2).   

FISHER GROUPS RICHNESS AND EVENNESS 

Another way to approximate the distribution of fishers in the study area is to 

classify them into groups based on major fisheries and vessel size, hereby called 
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fisher groups (FGs). Six major commercial fisheries were identified by directed 

species or species groups with the expert advice from the Fish, Food and Allied 

Workers (FFAW) (K. Sullivan, personal communication). These major fisheries 

included: crab, shrimp, cod, other groundfish, other shellfish, and other pelagic 

species.  

Table 3.11 Fisher groups used for calculating richness and evenness of fisher groups 

Fisher 
Categories 

Fisher Groups 

1 Inshore crab 
2 Inshore cod 
3 Inshore shrimp 
4 Inshore other groundfish 
5 Inshore other shellfish 
6 Inshore pelagics 
7 Nearshore crab 
8 Nearshore cod 
9 Nearshore shrimp 

10 Nearshore other 
groundfish 

11 Nearshore other shellfish 
12 Nearshore pelagics 
13 Midshore cod 
14 Midshore crab 
15 Midshore shrimp 
16 Midshore other 

groundfish 
17 Offshore crab 
18 Offshore cod 
19 Offshore shrimp 
20 Offshore other 

groundfish 
21 Offshore other shellfish 
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The range of vessel sizes considered was: (1) inshore (18-34 ft), (2) near shore (35-

64 ft), (3) midshore (65-99 ft), and (4) offshore (≥ 100 ft). Combining the four 

categories of vessels and six major fisheries, 21 FGs were identified from the 

commercial fishing dataset (Table 3.11).  

These groups were subsequently used when calculating the richness and 

evenness of FGs. These two measurements were computed in a similar way as the 

species richness and species evenness discussed in Section 3.3.3. For comparison 

purposes, the definitions of FG-Richness and FG-Evenness, as applied to social and 

biological datasets, are described below. It should be noted that fisher groups and 

fishers were used analogously with species and individuals belonging to a species 

respectively. 

In biological datasets: 

Species richness refers to the average number of species per sample set per PU 

(Equation 3.3). Species evenness refers to the ratio of observed diversity to 

maximum diversity per sample set (Equation 3.5). Across PUs, an average value for 

evenness (EH) was obtained (Equation 3.3). 

In fishing datasets: 

FG-Richness refers to the sum of unique fisher groups per PU for the period 2001-

2010 (Equation 3.2). It should be noted that the density of FG-Richness in PU i uses 

sum while species richness uses average. The reason for this is that unique FGs were 

identified for each PU prior to the density analysis. In contrast, unique groundfish 

species was determined for each sample set (not PU) to which obtaining the average 
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was necessary for correction purposes. FG-Evenness refers to the ratio of observed 

diversity of FGs to maximum FGs diversity per PU. 

To calculate the FG-Evenness, the FG-diversity was quantified first based on 

the Shannon-Wiener index (Equation 3.4), then re-expressed through the following 

equation.  

              
         Equation 3.7 

The quantity pf is the proportion of fishers found in fisher group f, and lnpf is the 

natural logarithm of this ratio. The resulting product was summed across FGs and 

multiplied by -1 to get a positive outcome. Then, a measure of FG-Evenness (Ef) was 

calculated using Shannon’s equitability (Equation 3.5), re-expressed as the following 

equation: 

  
 

  

    

        
 

  

   

        Equation 3.8 

  where lnF is the natural log of FG-Richness. 

The relative density of FG-Evenness across PUs uses summation 

(Equation 3.2). Accordingly, FG-Richness can be used to approximate the relative 

importance of PUs with respect to the number of fisher groups interested in each PU 

(Figure 3.24). PUs with higher FG-Richness score implies that these PUs support 

more fisher groups. On the other hand, FG-Evenness offers a relative importance of 

PUs with respect to the equitability among FGs that are interested in each PU 

(Figure 3.25). PUs with higher FG-Evenness score implies that they support an equal 

(or nearly equal) proportion of fishers that belongs to various FGs. 
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In general, the above four attributes aim at identifying planning units that are 

essential for socioeconomic activities but not necessarily based on monetary gain. 

They highlight social benefits in order to capture broader facets of socioeconomic 

benefit per PU. 

3.4.3. ATTRIBUTES FOR OTHER HUMAN USES  

Four raster-based attributes representing other human uses were generated 

for the study area: (1) gear impact, (2) marine commercial traffic, (3) oil and gas 

activities, and (4) gear conflict. 

3.4.3.1 GEAR IMPACT 

PUs may have different levels of negative ecological impact caused by fishing 

gears, and those highly impacted should be minimized in conservation scenarios 

based on the concept of naturalness (Callicot 1998, Angermeier 2000, Willis & Birks 

2006). To determine negative ecological impacts of fishing gears across PUs, we 

used the severity scores or negative ecological impact of fishing gears for each PU 

based on 10-year fishing dataset (Figure 3.26). The severity score was adopted from 

Fuller et al. (2008). 

Gear impacts were calculated based on the four fishing gears having the 

highest severity scores, being bottom trawl (98%), bottom gillnet (79%), dredge 

(74%), and bottom longline (62%). These percent severity scores were then 
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converted into decimal severity scores (i.e. 0.98, 0.79, 0.74, and 0.62). Decimal 

severity scores corresponding to each record of fishing gear were summed for each 

PU based on the 10-year logbook records. Then, based on the sums of severity 

scores the relative densities of PUs were generated using Equation 3.2. Thus, the 

negative ecological impact of fishing gear is the sum of gear severity scores at PU i. 

3.4.3.2 MARINE COMMERCIAL TRAFFIC 

Identifying areas for marine commercial traffic is an important consideration 

in siting conservation areas (Crowder et al. 2006, Douvere 2008). In this study, we 

determine these areas using the long range identification and tracking (LRIT) data 

spanning from February 2010 to February 2011. LRIT is a system that tracks vessels 

on an international voyage including all passenger ships, mobile offshore drilling 

units, high-speed craft, and cargo ships of ≥ 300 gross tonnages. These ships are 

required, under the Safety of Life at Sea (SOLAS) convention, to send out their 

geographic locations to the LRIT Data Center on a 6-hour interval basis (UN 1980, 

Maritime Safety Committee 2008). We acquired these data through the Maritime 

Security Branch of the Canadian Coast Guard. 

To determine the raster-based attribute (or density) of marine commercial 

traffic, via the one-year LRIT data, we obtained the length (in kilometers) of vessel 

tracks per km2  for each PU. This process was carried out by first converting the 6-

hour geographic points into lines based on the date/time stamp for each commercial 
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vessel using the Point to Line tool in ArcGISTM 10. Then, the relative densities of all 

commercial vessel tracks (MT) in PUs were calculated using the Line density tool in 

ArcGISTM 10 (Figure 3.27). Search radii were set to 10 km (Equation 3.9). 

     
    
 
       

  
       Equation 3.9   

Where Kiq refers to the length (km) of vessel track q intersecting the search radius 

for planning unit i, and Viq refers to the value for each vessel track in PU i. In this 

study, all vessel tracks were equal, hence, Viq was given with a value = 1. SR refers to 

search radius used in the data analysis (i.e. 10 km). Hence, MTi (marine commercial 

traffic for planning unit i) was expressed as length of vessel tracks in kilometers per 

km2. 

3.4.3.3 OIL AND GAS ACTIVITIES 

Oil and gas activities (O&G) have been significant economic activities in the 

study area (Sawyer & Stiebert 2010). In this study, the densities of O&G activities 

were estimated from the locations of O&G wells and several types of licenses. The 

geographic datasets obtained from the Canada-Newfoundland and Labrador 

Offshore Petroleum Board (C-NLOPB) represented O&G wells as points, while the 

O&G licenses (i.e. production, significant discovery, and exploration) were 

represented using polygons to show area coverage. 

To determine the raster-based attribute of O&G activities across PUs, the 

following procedures were used: (1) polygons (representing areas for O&G licenses) 
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were converted to points, (2) points were merged and weighted, and (3) the 

resulting point layer was used to approximate the density of O&G activities using 

kernel density.   

First, we observed that the O&G wells serve as a useful proxy in indicating 

the spatial extent of current O&G areas, particularly for the production and 

significant discovery licenses. Some exploration areas, however, do not contain 

wells. To account for these areas, we converted all polygons to points using the 

Feature to Point tool in ArcGISTM 9.2. This tool creates a point to represent each 

polygon. While this conversion may work well when polygons have similar or 

relatively small area size, it creates a limitation when the area size of some polygons 

exceeds the mean polygon size.  

This restriction of this procedure is noticeable in the data layer for the 

exploration license whose average area amounts to 1.58 km2, but having few large 

areas (e.g. 11.6 km2, 5.3 km2). Accordingly, these few vast areas would not be fairly 

represented in the density calculation. Second, the points generated from polygon 

layers (i.e. for exploration, production, and significant discovery) were merged to 

the data points representing the geographic locations of O&G wells. Then, the 

various O&G activities were ranked and weighted using the rank reciprocal method 

(Table 3.12). The weights were subsequently used to generate the weight for each of 

the data points. Third, the weight of the data points served as the basis for 

calculating the densities of O&G activities for each PU using kernel density 

(Equation 3.2, Figure 3.28). 



 

146 
 

 

                      Table 3.12 Weighted scores of O&G Activities 

Activities  Rank Weight 

Production 1 0.48 
Wells 2 0.24 
Significant 
discovery 

3 0.16 

Exploration 4 0.12 
Total  1.0 

 

3.4.3.4 GEAR CONFLICT 

The issue on gear conflict has raised policy issues and concerns in managing 

marine resources (Kangas et al. 2012, Kaiser 2014). The overlap between mobile 

and fixed gears (i.e. fixed gears and shrimp gears) is known to be an issue in the 

study area, such as in the Hawke channel (DFO 2002). Such overlap can for instance 

become an issue when mobile bottom trawls affect fixed gears. From a standpoint of 

siting protected areas such as MPAs, these areas with potential conflict issues can 

either be minimized or maximized in conservation areas. They can be kept to a 

minimum, if, for example, they may require another type of restriction (e.g. closing 

the areas for mobile bottom gear) as in the Hawke Channel case (DFO 2002). 

However, they can be maximized if setting these areas for conservation purposes 

could be an appropriate resolution. 

To determine PUs that may have potential gear conflict issues, we mapped 

the spatial overlap of these fishing gears using a two-step procedure. First, the 
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spatial distribution of shrimp and crab gears was calculated separately based on 

effort (vessel length, feet) using the 10-year commercial fishing data points. Second, 

the spatial overlap between these effort calculations was estimated using the logical 

AND operation that returns the Boolean value true (presence of spatial overlap) if 

both operands (i.e. quantities, other than zero, for both gears) are present 

otherwise, it returns false (absence of spatial overlap).  

We used MCE-FLOWA to carry out this computation, a software extension 

developed for ArcGISTM 9.2 (Equation 4.3, Boroushaki et al. 2008). Prior to 

calculating the spatial overlap, both datasets were normalized from 0 to 1. Hence 

the gear conflict issues across PUs ranges from 0-1, with 0 representing the absence 

of spatial overlap and 1 representing complete spatial overlap (Figure 3.29).  

3.5 RESULTS 

This section presents the raster-based attributes representing biological 

diversity based on five marine taxa, fishing-based activities and other human uses 

identified for the study area. Since the attributes are in the form of maps, the 

dominant spatial patterns observed are highlighted in the presentation of the 25 

raster-based attributes. 
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3.5.1 GROUNDFISH  

The highest groundfish biomass is observed on the southern portion of 

Newfoundland and the Grand Banks. A few scattered PUs with high value appears in 

other NAFO areas as well (Figure 3.5). 

 

Figure 3.5  Groundfish biomass (kg), expressed as average, per sample set in a 
planning unit. Source Data: DFO MSS, 1995-2007. 
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The groundfish species richness is relatively high along the continental shelf 

edge, including the Flemish Cap region, a portion of NAFO 3M. Some high values are 

also observable in NAFO 3K, 3L, and 2J. The southern portions of Newfoundland 

particularly around NAFO 3Pn (see Figure 3.1 for the reference of this area) and 3Ps 

have moderate values (Figure 3.6). 

 

 

Figure 3.6 Groundfish richness expressed as the average number of groundfish 
species per sample set in a planning unit. Source Data: DFO MSS, 1995-2007. 
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The species evenness for groundfish species shows relatively low evenness 

in the Grand Banks region (NAFO 3O, 3N, and portion of 3L). The rest of the PUs 

show relatively high values, particularly the NAFO zone 3Ps, Flemish Pass (situated 

at the boundary between 3L and 3M), the lower portion of NAFO zone 3K, and the 

upper part of NAFO zone 3L (Figure 3.7). 

 

 

Figure 3.7 Evenness of groundfish species, expressed as average, per sample set in a 
planning unit. Source Data: DFO MSS, 1995-2007. 
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The relative densities of PUs with regard to the species status (i.e. composed 

of species classified as endangered, threatened, and of special concern) show that all 

the shelf edge from NAFO zone 2G down to 3Ps and nearshore areas in southern 

Labrador and northern Newfoundland are critical locations to species that are likely 

at risk (Figure 3.8). 

 

Figure 3.8 Species status expressed as average, per planning unit, of numerical 
weights assigned to three species status (i.e. endangered, threatened, of special 
concern) and one data deficient species. Source Data: DFO MSS, 1995 -2007. 
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High concentration of regional endemic groundfish species tends to occur in 

patches at the shelf edge, particularly from NAFO zones 2H down to 3Ps, and on the 

Flemish Pass and around the edge of Flemish Cap in NAFO 3M. A few PUs in the 

southern portion of Newfoundland also show importance for regional endemic 

species (Figure 3.9). 

 

 

Figure 3.9 Presence of regionally endemic groundfish species per square kilometer 
in each planning unit. Source Data: DFO MSS, 1995-2007. GEBCO bathymetry in light 
to dark blue indicates shallow to deep areas.  
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High concentration of regionally rare species also appears along the shelf 

edge from NAFO 2H down to 3Ps. Relatively higher concentrations of PUs relevant 

to regional rare species are observable along the shelf edge of NAFO 3K, 3L, and 3M 

particularly within Flemish Pass (Figure 3.10).  

 

Figure 3.10 Presence of regionally rare groundfish species per square kilom eter in a 
planning unit. Source Data: DFO MSS, 1995-2007. GEBCO bathymetry in light to dark 
blue indicates shallow to deep areas.  
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3.5.2 SEABIRDS 

Seabird density also tends to follow the shelf edge, particularly along NAFO 

zones 2G, 2J, 3L (especially the Flemish Pass), and 3O. The inshore areas of NAFO 

zone 3K also show some PUs with high scores (Figure 3.11). 

 

Figure 3.11 Density of seabirds expressed as average counts of individual seabirds 
per sample set in a planning unit. Source Data: PIROP and ECSAS, 1965-2010. 
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Seabird species richness appears higher in areas where there is a significant 

count of seabirds (density) namely: NAFO zones 3K, 2J, 3N, and 3O (Figure 3.12). 

Other important seabird rich areas include 4Vn, 3Pn, 2G, and 2H.   

 

Figure 3.12 Richness of seabird species, expressed as average number  of seabird, per 
sample set for each planning unit. Source Data: PIROP and ECSAS, 1965 -2010. 

 
Species evenness of seabirds does not show special areas of concentration. 

Instead, it appears that in most of the NAFO zones species evenness tends to have 

PUs with varying values from low to high (Figure 3.13).  
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Figure 3.13 Evenness of seabirds expressed as average per sample set in a planning 
unit. Source Data: PIROP and ECSAS, 1965-201. 

 

3.5.3 SPONGES 

Sponge biomass tends to concentrate on the shelf edge, particularly in NAFO 

zones 3N, 3L, 2J, 2H, and in northern portions of NAFO 3K and 2G (Figure 3.14).  
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Figure 3.14 Sponge biomass expressed as average weights (kg) per sample set in a 
planning unit. Source Data: DFO MSS, 1995-2011. 

 

3.5.4 CORALS 

Coral biomass is particularly high in PUs along the shelf edge of NAFO zones 

2G, 3Ps, and some of the PUs in 3Pn, 2J, and 2H (Figure 3.15) 
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Figure 3.15 Coral biomass expressed as average weight (kg) per sample set in a 
planning unit. Source Data: DFO MSS by catch, 2000-2010. 

 

Coral species-rich PUs include those in the shelf edge (except for NAFO zones 

2H and 2J) together with the Flemish Pass. Some PUs in the outer shelf of NAFO 

zones 2J, 3Ps and 3O as well as most of NAFO zone 2G, show higher coral species 

richness scores (Figure 3.16).  
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Figure 3.16 Coral species richness expressed as average number of species per 
sample set in a planning unit. Source Data: DFO MSS by catch, 2000-2010. 

 

The coral sensitivity map suggests that most shelf edge areas, except for 

some PUs in NAFO 3N, serve as the habitats for highly sensitive coral groups. The 

outer shelf of NAFO zones 3O and 3Ps and the inshore areas in the southern region 

of Newfoundland also showed PUs with a relatively high sensitivity score (Figure 

3.17).  
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Figure 3.17 Coral sensitivity expressed as average sensitivity s cores of coral groups 
per planning unit. Source Data: DFO MSS by catch, 2000-2010.  

 

3.5.5 INVERTEBRATES 

Shrimp biomass tends to show concentration in certain areas of the study 

area, including the continental shelf edge of NAFO zones 3L and 2G. Also, high 

biomass is observed in the nearshore towards the offshore regions of NAFO zones 
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3K, 2J and 2H (Figure 3.18).  We should note that the southern portion of the study 

area shows the lowest presence of shrimp. 

 

Figure 3.18 Shrimp biomass expressed as average weights of shrimp per sample set 
in a planning unit. Source Data: DFO MSS, 1995-2011. 

 

Crab biomass shows higher scores in PUs of NAFO zones 2J, 3K, and 3L down 

to the shelf edge (NAFO zone 3N and a portion of 3O) and west outer shelf of Grand 

Banks. Crab biomass also covers broad inshore areas particularly in NAFO zones 3K, 
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3L, and 3Ps, and is almost non-existent in the northern NAFO zones of 2H and 2G 

(Figure 3.19). 

 

Figure 3.19 Crab biomass expressed as average weights (kg) of snow crab per sample 
set in a planning unit. Source Data: DFO MSS, 1995-2011.                

 

 

 

 



 

163 
 

3.5.6 LANDED CATCH  

The landed catch based on biomass shows high scores for the northern NAFO 

zones (i.e. 2G, 2H, and 2J) capturing shrimp fishery, the major economic activities in 

these areas. The inshore PUs of NAFO zone 3K and 3Pn show relatively high scores 

mostly from the inshore crab fishery. Other small areas around the NAFO zones 4Vn, 

3O, and 3N also showed high scores obtained from multiple types of fishery (e.g. 

cod, redfish, halibut, hake) (Figure 3.20). 
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Figure 3.20  Landed catch based on biomass is expressed as average weights (kg) of 
landed fish per trip in a planning unit. Source data: DFO logbook, 2001-2010. 

 

The landed value, in Canadian dollars, shows similar patterns in areas for 

shrimp fishing, particularly in NAFO zones 2G, 2H, and 2J, and crab fishing areas at 

NAFO zones 3L and the Flemish Pass. Other relatively important, but small, patches 

of PUs occur around the inshore region of NAFO zone 3O and 3Pn. The relative 

densities across PUs for fishing revenue suggest that the landed monetary value 
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from the inshore region is relatively small compared to those from the offshore 

region. We should note that the logbook data excludes the lobster fishery, a 

dominant source of fishing revenue in the inshore areas, thus this fishery is not 

considered in this analysis (Figure 3.21). 

 

 

Figure 3.21 Fishing Revenue expressed as average value (C$) of landed fish per trip 
in a planning unit. Source Data: DFO logbook, 2001-2010. 
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3.5.7 FISHING BUSINESS AND FISHERS DISTRIBUTION  

PUs with high importance for the fishing business mostly occur in offshore 

areas where shrimp and crab fishing are predominant. It is important to note, 

however, that the fishing business attribute was able to capture small-scale fishing 

activities in the inshore regions of Newfoundland (Figure 3.22). 

 

Figure 3.22 Density of fishing business, based on unique fishing vessels, per square 
kilometer in a planning unit. Source Data: DFO logbook 2001-2010. 
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Similar to the fishing business, shrimp and crab fisheries drive areas of high 

importance regarding fishing employment in the offshore regions. It should be 

noted, however, that the southern Grand Banks is relatively more important to 

fishing employment than fishing business (Figure 3.23). 

 

Figure 3.23 Density of fishing employment based on summed fishing vessel crew per 
square kilometer in a planning unit. Source Data: DFO logbook 2001-2010. 
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The FG-Richness suggests that the PUs off southern Newfoundland (i.e. NAFO 

3Ps), both inshore and offshore regions, are areas with the most diversity of FGs. 

Other areas with a significant number of FGs are NAFO 2J, 3K, and 3L, with relatively 

high concentration toward the shelf edge. Also, some of the shelf edge of NAFO 

zones 2H and 3O, extending to some areas of 3N, are of medium relative importance 

to a variety of fisher groups (Figure 3.24).  

 

Figure 3.24 FG-Richness expressed as average number of fisher groups per planning 
unit. Source Data: DFO logbook 2001-2010. 
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The evenness of fisher groups indicates that NAFO zones 3Ps, 3O, and 2J as 

well as those in the shelf edge of NAFO zone 2G have a high evenness score – that is, 

a high proportion of fishers among FGs may have an equal share of these areas 

(Figure 3.25). 

 

Figure 3.25 FG-Evenness of fisher groups in a planning unit. Source Data: DFO 
logbook 2001-2010. 
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3.5.8 OTHER HUMAN USES  

Areas with potentially high adverse ecological impacts from the use of fishing 

gears are mostly around NAFO 3K and 2J, which corroborates with shrimp fishing 

zones. Other areas that may also have suffered from adverse ecological impacts of 

gears are observed along the shelf edge of NAFO zones 3Ps and 3O, where trawling 

of other types of directed species is also high (Figure 3.26). 
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Figure 3.26 Fishing gear impacts per square kilometer, based on the sum of severity 
scores assigned to fishing gears, in a planning unit. Source Data: DFO logbook, 2001-
2010. 

 

Areas of higher marine commercial traffic concentrate off of southern 

Newfoundland, including NAFO 3Pn, 3Ps, 3O, 3N, and 3M (Figure 3.27). This pattern 

largely reflects maritime transportation between Europe and cities located along the 

St. Lawrence River. We should note that this map resembles the oil spill risk areas 

identified in the south coast of Newfoundland following a separate assessment 
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report (Transport Canada 2007). Also, along the beaches of this area, a higher linear 

density of oiled birds was reported relative to other areas in the world (Weise & 

Ryan 2003). 

 

Figure 3.27 Marine commercial traffic is expressed as density of vessel tracks in 
kilometers per square kilometer in a planning unit. Source Data: Long Range 
Identification and Tracking (LRIT), Feb 2010 - Feb 2011. 

 

Oil and gas activities are concentrated in a small portion of the study area 

located mainly around the northeastern Grand Banks, where large oil rigs are 



 

173 
 

located and where significant oil production is ongoing. Some patches of activities 

are also present in NAFO zones 2H, 2J, 3O, and 3N, but these areas are mostly 

locations for exploratory and significant discovery licenses (Figure 3.28). 

 

 

Figure 3.28 Density of oil and gas activities per square kilometer, based on weights 
assigned to each license category (Table 3.12), for each planning unit. Source Data: 
C-NLOPB, 1986-2010. 
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As for areas of potential gear conflict, a relatively high spatial overlap 

between shrimp and crab fishing are observed around NAFO 3K and 2J (Figure 

3.29). Overlap scores [0-1] implies zero to complete spatial overlap. 

 

 

Figure 3.29 Gear conflict refers to the overlap of effort between shrimp and crab 
fishing. Source Data: DFO logbook, 2001-2010. 

 

The 15 raster-based biodiversity attributes identified certain portions of the 

study area that are relatively more important than others. The shelf edge shows that 
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it is rich in many uncommon and rare groundfish species, as well as the sensitive 

and habitat-forming species such as corals and sponges. One potential reason could 

be its unique environment, including its slope, depth, and current, providing this 

region with distinctive physical processes (Smith & Sandstrom 1988), and possibly a 

rare habitat for its diverse species that may have less flexibility in living outside this 

area. In addition to the biological diversity observed at the shelf-edge, species at risk 

are also found in PUs in the Flemish Pass.  

The central portion of the study area (i.e. NAFO zones 2J and 3K) showed 

relatively higher importance (compared to the northern NAFO zones 2G and 2H) to 

groundfish species that are at risk, rare, and with higher biomass, to different 

species of seabirds, and to commercially exploited invertebrates including crab and 

shrimp. The southern portions of the study area (i.e. NAFO zones 3L, 3M, 3N, 3O, 

and 3Ps) have several distinctive patches relevant to biodiversity. These include the 

southern portion of the Grand Banks showing high groundfish biomass, as well as 

high seabird density and seabird species richness. NAFO zone 3Ps has high 

groundfish evenness, with PUs important to rare species, seabird, coral, and crab. 

NAFO zone 3O is distinctively rich in coral species and supports those in more 

sensitive groups. 

The ten socioeconomic raster-based attributes also showed that certain 

portions of offshore areas are more important than others. The northern NAFO 

zones including 2G, 2H, and 2J are important sources of fishing revenue as well as 

high biomass of landed fish, but less significant for marine commercial traffic and 
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O&G activities. The central portion of the study area (i.e. NAFO zones 2J, and 3K) are 

of particular importance to the fishing business and multiple types of fisher groups, 

but is less important for fishing employment. These areas are also highly trawled; 

hence, they may have the most adverse impacts from fishing gears. The southern 

portion of the study area showed higher importance to multiple types of 

socioeconomic activities including fishing, marine traffic, and O&G.  

In terms of spatial overlap between biodiversity and socioeconomic 

attributes, certain areas are notable. These include the shelf edge of the study area, 

identified as species-rich but also showing high economic importance to 

commercially exploited crab and shrimp fisheries. NAFO zone 3K (both inshore and 

outer shelf) shows high importance biologically, but is also critical for fishing 

businesses, fishing employment, and landed biomass. The southern portion of 

Newfoundland waters (i.e. NAFO zones 3Ps and 3O) is rich in seabirds and coral 

species, but is also relevant to different types of fisher groups as well as commercial 

transport.   

This study also provides evidence that modern means of fishing may have a 

highly adverse impact on areas with high biodiversity. This overlap is particularly 

notable along the shelf edge and the outer shelf of the NAFO zone 3K. In addition, 

the study confirms that two commercial fisheries, shrimp and crab, drive most of the 

fishing revenue, fishing business, and fishing employment in this province.  
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3.6 DISCUSSION AND SUMMARY 

When generating the raster-based attributes, the kernel density estimations 

were primarily used to represent the relative value of individual measures or 

attributes (e.g. species richness, fishing employment, and gear impact) for each PU. 

Describing biodiversity and human activities through spatial attributes has 

associated limitations, as do the interpretations generated from them. We should 

note that the analysis and results of this study are highly dependent on survey 

effort, datasets made available for the project, attributes' scale of analysis, and the 

density calculation using the GIS-based raster analysis. Thus, application of the 

results to actual planning efforts should be done with some degree of caution and 

appropriate understanding of the data and possible limitations in terms of 

interpretations. 

While existing literature and consultation of expert opinions played roles in 

deciding which information to generate for this study, the availability of particular 

datasets was the primary factor in identifying the spatial attributes. The 25 GIS 

raster-based attributes used in the study cannot provide an exhaustive view of the 

biodiversity and socioeconomic activities in the study area. However, these 

attributes represent one of the largest data collection exercises ever attempted in 

the study area. It is also worth noting that this study assumed that the temporal 

differences between datasets do not make a significant difference as to the spatial 

overlap of biodiversity and socioeconomic activities. 
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The mapping of the attributes allowed visualizing different patterns of 

biodiversity and socioeconomic activities. Similar to biodiversity, socioeconomic 

activities also have different facets that are difficult to quantify using a single 

attribute. In fact, this study considered socioeconomic costs only from three types of 

datasets excluding other recently growing socioeconomic activities, particularly in 

inshore areas, such as aquaculture, tourism, and recreational fishing. Developing 

appropriate methods for multiple types of socioeconomic attributes that can occur 

at various scales and being able to integrate all of them in planning analysis is a 

future challenge in data-driven planning. This is important to note, as a rich 

representation of socioeconomic activities remains a gap in MPA planning methods.  

Overall, this chapter provides a bird’s eye view of a far more challenging 

aspect of conservation decision-making – that is, when socioeconomic competing 

issues are considered in a similar way as biodiversity issues. The raster-based 

attributes presented in this study show that there are potentially significant spatial 

overlaps between species-rich areas and areas with high socioeconomic human 

activities. This spatial overlap is a challenge to deal with for most planners, decision 

makers, and policy makers. Chapter 4 presents a method that offers an alternative 

approach to help planners and stakeholders discuss and make decisions using the 

attributes generated in this chapter. 
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CHAPTER 4 A CONSERVATION DECISION-

SUPPORT METHOD FOR MAKING 

TRADEOFFS AND HARD 

DECISIONS SPATIALLY 

EXPLICIT 

 

4.1 INTRODUCTION   

Global increase of human activities, including the increasing exploitation of 

coastal and marine resources, contributes to a global decline in marine biodiversity 

and ecosystem services (Roberts & Hawkins 1999, Crowder & Norse 2005, Worm et 

al. 2006, Halpern et al. 2008). Without effective policies, this trend is expected to 

continue during the 21st century (Pereira et al. 2010). The international community, 

cognizant of this situation, continues to push for more stringent conservation 

measures, including an effort to establish networks of marine protected areas 

(MPAs) that could protect important ecosystems from the direct impacts of human 

activities (UNEP 2004, COP X 2010). In this context, the development of systematic 
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conservation planning (SCP) methods that can identify the best terrestrial and 

marine protected areas to create has been a subject of interest among conservation 

researchers and practitioners (Margules & Pressey 2000, Margules & Sarkar 2007, 

Moilanen et al. 2009). 

For three decades, SCP methods have largely aimed to produce optimal 

solutions. The optimization models used are typically designed to generate a 

solution whereby biodiversity targets can be achieved at a minimal socioeconomic 

cost (Pressey & Nichols 1989, Margules & Pressey 2000, Stewart & Possingham 

2005). Such an approach has been the cornerstone of modeling biodiversity 

objectives, being based on the concepts of representativeness, representation, and 

complementarity (Williams 2004, Moilanen 2008).  

Other concepts used in SCP are also of social nature, such as effectiveness 

and flexibility (Kukkala & Moilanen 2012). Existing SCP tools are however limited in 

the way they consider socioeconomic factors, requiring competing costs to be 

aggregated and represented as a single cost (Moilanen et al. 2009). As a result, 

optimization models do not handle complex and competing socioeconomic costs, 

such as fishing, oil and gas, and transportation, in an effective and flexible way. 

This limitation of optimization models results in several issues. First, it 

largely ignores the underlying compromises among the competing socioeconomic 

interests in conservation planning (Ban & Klein 2009, Adams et al. 2011). Non-

monetary losses (e.g. sense of culture, varying levels of resilience of stakeholders) 

are hardly captured when costs are aggregated into a single measure of economic 
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adverse impacts (Singleton 2009). Second, it can hardly inform the distribution of 

negative impacts to various stakeholders. For example, the use of an optimal model 

may be challenging in situations where different communities want an equitable 

distribution of the negative impacts of MPAs (Weeks et al. 2010).  

One of the advantages of optimizations approaches is that they can generate 

numerous solution scenarios; each one achieves the stated goal, hence providing 

stakeholders options to discuss. However, it is assumed that a chosen scenario, to be 

biologically efficient, should be implemented at once (Meir et al. 2004). In practice, 

the networks of MPAs proposed by optimal models are rarely implemented all at 

once (Meir et al. 2004, Visconti et al. 2010). One reason is that other social factors, 

such as community and institutional capacity and lack of political will can overtake 

the implementation of MPAs and often lead to implementing only a portion of the 

optimal solution (Jameson et al. 2002, Svancara et al. 2008), making this subset not 

necessarily optimal in terms of biological conservation objectives. 

Along with the popularity of optimization models, a planning approach based 

on the "win-win" principle, assuming that all stakeholders should win from a 

decision, has also been encouraged (Kiss 1990, IUCN 2002, Fisher 2012, MBI 2014). 

However, providing solutions that can benefit all stakeholders proves to be difficult 

at best, and impossible in many cases (Bailey & Jentoft 1990, Hulme & Murphree 

2002, McShane et al. 2011). If all stakeholders cannot win, balancing loss and gain 

among stakeholders (i.e. negative impacts vs. gains of a policy) becomes important 

and controversial in conservation planning processes (Leader-Williams et al. 2010).  
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It is suggested that the competing interests in conservation policy typically 

require answering questions like "whose interest counts?" (Schmid 2002, Yates 

2003), "who is the winner?" (Lackey 2006) or "conservation for whom?" 

(Kaimowitz & Sheil 2007). These questions indicate that decisions based on 

tradeoffs in which loss and gain compensate one another may not be the only 

decisions available for conservation planners. It also suggests that a hard decision 

(HD), an "either-or" type decision requiring planners to choose between 

incompatible options, can also commonly exist in conservation planning (Kooiman 

& Jentoft 2005, McShane et al. 2011).  

The motivation of this study is to develop a decision-support method that 

addresses some of the limitations of optimal models and, at the same time, explores 

the practicability of the "win-win" option. Specifically, we aim at testing an 

alternative method designed to accommodate: (1) competing interests (not only 

among biological interests but also among socioeconomic interests) and (2) varying 

levels of tradeoffs (or lack thereof) between the conservation objectives.  

In testing our proposed alternative method, the Spatial Tier Framework-

Ordered Weighted Averaging (STF-OWA), we intend to better understand (1) the 

benefits of accommodating the socioeconomic competing interests, (2) the 

importance of varying levels of tradeoffs (or lack thereof) among competing 

conservation objectives, and (3) to what extent "win-win" solutions are a viable  

option to pursue in conservation planning. 
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Section 4.2 presents the case study selected to test our method, the 

Newfoundland and Labrador region, Canada. Section 4.3 introduces the conceptual, 

structural, and quantitative foundations of STF-OWA, based on the concepts of goal 

hierarchy and multi-criteria technique as implemented in a GIS-based environment. 

Then, we present the details of the workshop in which conservation priorities were 

elicited in preparation for the test-run of the STF-OWA. Finally, the section presents 

the methods for evaluating the STF-OWA scenarios. Section 4.4 presents the results 

of the case study concerning how conservation priorities agreed on at the workshop 

were made spatially explicit through the STF-OWA conservation scenarios. Section 

4.5 presents a discussion on how STF-OWA scenarios can inform planning decisions. 

Finally, Section 4.6 concludes and draws on the relevance of our findings, discussing 

the increasing challenges that conservation planners and policy makers have to deal 

with if they are to achieve the global goals for MPAs. 

4.2 STUDY REGION AND DATASETS 

To provide a real application context for our method, the STF-OWA was 

tested in the context of the identification of potential conservation areas in the 

Newfoundland and Labrador (NL) continental shelf and slope bioregion in Canada. 

The NL region is located in the northwest Atlantic, representing one of the 12 major 

marine biogeographic regions in Canada (DFO 2009). Our study area included this 

bioregion as well as the Flemish cap area, an extension of the continental shelf 

outside of Canadian waters, covering a total of around 1.2x106 km2.  
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Most of the study area, except inshore areas and the Northwest Atlantic 

Fisheries Organization (NAFO) Zone 2G (Figure 3.1), is data rich, being surveyed 

annually since 1977 under the multispecies benthic survey program of Fisheries and 

Oceans Canada (DFO) (Brodie 2005). Other major geo-referenced data, such as 

commercial landed catch, have also been recorded in this region.  

Based on the spatial distribution of available data, the study area was divided 

into a 20 km resolution grid, resulting in about 3000 grid cells used as planning 

units (PUs). Grid resolution was selected based on the spatial distribution of the 

different datasets and is similar to the one used in other studies that looked at the 

same region (Edinger et al. 2007, Goulet et al. 2010). 

 In the STF-OWA framework, decision variables (i.e. spatial criteria) are 

evaluated for each individual PU. Existing geographic datasets (see Table 3.1) were 

collated from private and government agencies and organized by three themes: (1) 

biological, based on the twelve years of multispecies trawl surveys and historical 

and recent seabirds surveys, (2) socioeconomic, based on ten years of commercial 

fishing records, and (3) other marine uses, based on the ten years of fishing records, 

one year of marine commercial traffic, and data on oil and gas activities (Appendix 

2).  

The above thematic layers reflect the three broad conservation objectives 

explored in this study, which are (1) to maximize biodiversity preservation, 

especially in species-rich areas and areas with sensitive, rare, endemic, and 

endangered species; (2) to minimize adverse impacts on socioeconomic activities 
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particularly on fisheries employment, fisheries landed value,  number of  fishing 

businesses, and fisher groups; and (3) to minimize adverse impacts on other marine 

uses such as marine transportation, oil and gas activities, and minimize areas that 

are negatively impacted by fishing gear and areas with gear conflict.  

These three objectives are captured using 25 GIS-based attributes (see 

Figure 4.2 in Results section). Spatial (GIS-based) criteria were identified based on 

existing literature and on the availability of datasets. It should be noted that each 

spatial criterion in the STF is represented and evaluated quantitatively using a 

continuous value based on GIS-based raster cells, whereby each raster cell 

represents a PU. Details of data processing for generating the spatial criteria used in 

this study were presented in Chapter 3. 

4.3 METHODS 

This section is composed of three subsections: (1) explaining the technical 

details of the spatial tier framework-ordered weighted averaging (STF-OWA), the 

method developed in this study, (2) providing details about how the conservation 

priorities, used in testing the STF-OWA method, were elicited from a workshop, and 

(3) presenting the quantification of STF-OWA scenarios. 
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4.3.1 CONCEPTS AND QUANTIFICATION OF STF-OWA FOR 

CONSERVATION PLANNING 

A decision-making process involving various and possibly competing 

objectives is a traditional problem tackled by the field of decision theory that has 

been approached by Keeney & Raiffa (1976) using the concept of goal hierarchy. 

This concept offers a framework that allows unpacking high-level objectives into 

lower level objectives. For example, a biodiversity conservation objective can be 

broken down into protecting seabirds and corals, by identifying areas where a 

variety of species concentrate. In this example, the high-level biodiversity objective 

is expressed through sub-objectives (i.e. protecting specific marine taxa) that are 

achieved using biodiversity attributes, such as a measure of species richness. 

 In decision analysis, objectives (or goals) are referred to as the desired state 

while attributes are similar to indicators of desired outcomes in the future (Newell 

& Simon 1972, Starr & Zeleny 1977). Hence, in the context of goal hierarchy, the 

low-level objectives can be seen as "means," to achieving a higher objective or "end" 

(Figure 4.1). In this paper, we refer to attributes and objectives as "criteria" (see 

items in Tier 1 to Tier 3, Figure 4.1). In multi-criteria decision analysis, (MCDA), 

criteria serve as the basis for which courses of actions or alternatives are evaluated. 

For this reason, "criteria" is a generic term that encompasses both the concepts of 

objectives and attributes (Malczewski 1999, p 82). 
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Figure 4.1 General organization of the Spatial Tier Framework - Ordered Weighted 
Averaging (STF-OWA) showing two directions: (1) how STF unpacks the goal into 
attributes and (2) how OWA aggregates the attributes leading  to objectives and the 
final goal. OWA allows two ways to handle values through stakeholders’ preferences 
(i.e. universal weight and ordered weight) among and between sets of criteria. 

4.3.1.1 SPATIAL TIER FRAMEWORK: UNPACKING A CONSERVATION 

GOAL 

This study considered identifying suitable areas for conservation as the high-

level conservation planning objective, referred to as the conservation goal. Using the 

concept of goal hierarchy, a goal can be achieved by unpacking or breaking down 

the goals into small or measurable components called tiers: (1) objective, (2) sub-

objectives, and (3) attributes. The numbers of tiers may vary depending on the 

appropriate levels necessary to unpack the high level-objectives. For example, the 

fishing objective was unpacked directly into attributes, while the biological objective 
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was unpacked into two low-level criteria (see Figure 4.2 in Results section). It 

should be noted that each tier is composed of georeferenced data layers, hence 

referred to as spatial tiers. Thus, the spatial tier framework (STF) used in this study 

is defined as a framework for unpacking high-level spatially explicit conservation 

objectives into low-level spatially explicit attributes. 

4.3.1.2 ORDERED WEIGHTED AVERAGING: INTEGRATING 

CONSERVATION PRIORITIES 

The STF criteria can also be thought of as a hierarchy of values following the 

assumption that values are linked to objectives (Keeney 1992, Seip & Wenstop 

2006). For example, when prioritizing conservation areas, decision-makers should 

consider identifying ob ectives based on stakeholders’ value systems or preferences. 

In conservation planning these preferences are typically associated with how 

biodiversity gain and socioeconomic adverse impacts are regarded by stakeholders.  

The Ordered Weighted Averaging (OWA) method (Yager 1988) was used to 

integrate stakeholders’ preferences into the spatial tier framework. OWA is an 

MCDA method that can integrate stakeholders’ preference in two ways: (1) by 

assigning weights to criteria, something done in most MCDA methods, but also (2) 

by identifying a level of tradeoff to apply among and between sets of criteria. The 

OWA method has been used extensively in decision-making (Emrouznejad and 

Marra 2014), including in combination with GIS (e.g. Malczewski 2006).  
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A few studies used OWA in terrestrial conservation (e.g. Valente and Vettorazzi 

2008). While some work looked at using MCDA methods for marine conservation (e.g. 

Wood and Dragicevic 2007), this thesis presents the first use, to our knowledge, of OWA 

in marine conservation. Combined with the STF framework, the approach proposed 

in this thesis is called STF-OWA, combining the spatial tier framework of the goal 

hierarchy with a method that allows aggregating elements of each tier using various 

levels of tradeoff. The STF-OWA requires a clear statement as to the direction (or 

attainment) of a given objective, whether it is minimized or maximized in suitable 

areas for conservation (Malczewski 1999). SF-OWA minimizes objectives 

representing the cost or adverse impacts of conservation (e.g., foregone benefits) 

(Equation 4.1). Minimization means that PUs having minimal adverse economic 

impacts is preferred. In contrast, STF-OWA maximizes objectives considered as a 

benefit or conservation gain (e.g., biodiversity protection) (Equation 4.2). 

Maximization means that a PU presenting a high biodiversity is preferred. 

     
  
       

  
      

            Equation 4.1 

     
      

   

  
      

           Equation 4.2 

Where      is the standardized score for PU i and criterion j, Xij is the raw score, and 

  
    is the maximum score for criterion j,   

    is the minimum score for criterion j, 

  
      

    is the range of a given criterion. The standardized values can range 

from 0 to 1.  
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As previously noted, the STF is used to break down a high-level goal into low-

level/simpler and clearly attainable objectives. In contrast, to determine the suitable 

areas for conservation in the goal tier, OWA combines low-level criteria, within and 

between spatial tiers, into a high-level goal. This direction of criteria combination is 

indicated by the hollow arrow at the bottom of Figure 4.1.  

OWA supports the combination of three operators: logical AND, logical OR, 

and the standard weighted linear combination (WLC). Logical AND and OR 

operations are non-compensatory aggregation methods in the sense that a single 

criterion is allowed to meet an outcome, hence, prohibiting the rest of the criteria to 

compensate (Eastman 2009). In GIS operations, the logical AND is similar to the 

intersection operations whereby the high priority areas are strictly required to meet 

all criteria while the logical OR is similar to the union operation whereby the high 

priority areas are required to meet at least one criterion. In this sense, the logical 

AND can be considered as a "risk-averse" operation, making sure that all objectives 

are satisfied, while the logical OR can be seen as a "risk-taking" operation, accepting 

the risk that not all objectives are satisfied in the priority areas. 

WLC is the most commonly used decision rule in GIS-based MCDA 

(Malczewski 1999). In this operation, stakeholders’ preferences are expressed using 

universal weights representing the level of importance of individual criteria. 

Universal weights typically range from 0 to 1 and for a set of criteria, a set of 

corresponding universal weights must sum to 1. For example, three criteria, A, B, 

and C, could be assigned weights of: A=0.3, B=0.6 and C=0.1, the sum of the weights 
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being 1. The expert has in this case assessed that criteria B is twice as important as 

A, and A is three times as important as C. The universal weight assigned to each 

criterion is applied to all PUs of the study area. Therefore, WLC evaluates each PU 

based on the weighted average of all criteria. Given the normalized universal 

weights for attribute j, wj, and the standardized criteria scores with respect to PU i 

and criteria j, X’ij, where j = 1, 2, … n, WLC evaluates PU i as follows: 

               
 
     where                                             Equation 4.3   

Tradeoffs involve balancing loss and gain. In general, tradeoffs are anchored 

to the notion of substitutability, where a low score on one criterion is compensatory 

(or substitutable) by a high score in another criterion (Jiang & Eastman 2000). 

Compensability is a concept supported by WLC. However, as explained in Table 4.1, 

WLC offers equal tradeoffs among the criteria. By combining the above three 

operators into a single OWA operation, varying different levels of tradeoff (or lack 

thereof) among criteria has become possible (Yager 1988, Jiang & Eastman 2000). It 

should be noted that by anchoring a tradeoff in the concept of substitutability, OWA 

implements substitutability in two different ways. First, when all criteria are 

allowed to substitute for one another, and as used in the study, OWA generates five 

various levels of tradeoffs. Second, when a single criterion is not allowed to be 

substituted by other criteria, OWA generates two cases of no-tradeoffs. 

To implement these various levels of tradeoff and no-tradeoff calculations, 

OWA uses a different type of weighting mechanism called ordered weight. Ordered 

weights result from a quantitative manipulation of universal weights and an α 
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(alpha) parameter (Equation 4.5). The universal weights agreed on by stakeholders 

are specific to each criterion. In contrast, ordered weights are calculated using 

universal weights, arranged based upon the highest to lowest criteria scores that are 

specific to each PU and an α value.  

Order weights were obtained using a fuzzy linguistic quantifier approach, 

where natural linguistic terms can be given equivalent formal quantitative 

expressions (Zadeh 1983). For example, a fuzzy subset of quantities (e.g. 0 to 1) can 

be associated with a corresponding set of fuzzy linguistic terms such as: "All" (i.e. all 

desired criteria must be achieved in the priority areas), "Most" (i.e. most of the 

desired criteria must be achieved in the priority areas), "Many" (i.e. many of the 

desired criteria must be achieved in the priority areas), "Half" (i.e. half of the desired 

criteria must be achieved in the priority areas), "Some" (i.e. some of the desired 

criteria must be achieved in the priority areas), "Few" (i.e. few of the desired criteria 

must be achieved in the priority areas), and "At Least one" or ALO " (i.e. at least one 

of the desired criteria must be achieved in the priority areas). The quantifier used in 

this study follows the operation suggested by Yager (1996 pp 49-73) (Equation 4.4). 

                                                                                          Equation 4.4 

where Q is a linguistic quantifier (e.g. "All") represented within a unit interval [0, 1] 

and p expresses a set membership (or achieving a range of criteria in high priority 

areas) indicated by Q.  
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Table 4.1 Seven ordered weights (or linguistic quantifiers) corresponding to seven conservation scenarios. The parameter α 
is a quantity associated with a linguistic quantifier (e.g. All) or a set of order weights, see equation 4.4.

α 
Linguistic 

quantifiers 

Aggregation 

operators 
 

Tradeoff 
and no-tradeoff rules 

Tradeoff and no-tradeoff in siting conservation PUs 
 

→ ∞ All Logical AND 
(MIN) 

No Tradeoff 
(No compensation among or 

between criteria) 
 

"Most risk-averse" 

 No tradeoff on lowest score, either the minimized socioeconomic score or the 
maximized biodiversity score. This means no compromise on ideal biological or 
socioeconomic criteria (i.e. lowest economic and highest biological score). 
 It finds the relatively high biological gain with the relatively low adverse 

impacts on socioeconomic activities. Thus, it searches for the relatively "win-

win" PUs. 
 Case study result: The suitable areas for conservation are patchy and minimal 
at best. 

10 Most ** The lower criterion score 
compensates more 

 Very weak compromise on low socioeconomic scores and high biological 
scores.  

2 
 

Many ** The lower criterion score 
compensates more 

 Weak compromise on low socioeconomic scores and high biological scores. 

1 Half WLC Equal Tradeoff 
(Equal compensation among and 

between criteria) 
"Neutral" 

 Biological and socioeconomic criteria are equally compromised.  
 Case study result: It finds a mix of PUs with high biological gain and high 
adverse impact on socioeconomic impact activities. 

0.5 Some ** The higher criterion score 
compensates more 

 Weak compromise on high biological scores or low socioeconomic scores. 

0.1 Few ** The higher criterion score 
compensates more 

 Very weak compromise on high biodiversity scores or low socioeconomic 
scores. 

→ 0 At Least One 
or ALO 

Logical OR 
(MAX) 

No Tradeoff 
(No compensation  among and 

between criteria) 
 

"Most risk-taking" 

 No compromise on highest score either the maximized biological scores or the 
minimized socioeconomic scores. This means no compromise on whichever is 
the best criterion score (i.e. either highest biological score or lowest 
socioeconomic score). 
 Case study result:  It tends to find PUs with the least adverse impacts on 
socioeconomic activities. Unfortunately, these PUs got relatively low 
biodiversity gain. Thus, it searches for the relatively ‘cheap’ PUs.  
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Given the criteria universal weights, wj, Equation 4.5 was used to obtain order 

weights, Vj, (Yager 1997, Malczewski 2006). 

 Vj =     
 
    

α
      

   
                                                           

  
Equation 4.5  

    
   
    

 
where uk is the re-ordered wj. Vj values range from 0 to 1, and ∑Vj values 

for each set of order weights must equal to 1 (Yager 1996, Malczewski 2006).  

In this study, OWA was calculated at a PU level. By multiplying the ordered 

weight with the re-arranged criteria values for planning unit i, Equation 4.6 obtains 

the OWA score for PU i. (Yager 1997, Malczewski 2006). 

      =    
         

 
    

α
      

   
    

α
           Equation 4.6    

Where Zij is the rearranged X’ij, a standardized criteria value at PU i. Zij values were 

obtained by re-ordering the standardized criteria values from highest to lowest (X’i1, 

X’ i2, X’ i3 … X’in). Obtaining OWA scores in this way would mean that the same 

criterion can be associated with different order weights across PUs. Appendix 1 

explains in more details and with an example how OWA weights are calculated at 

the PU level. 

This study used the seven linguistic quantifiers presented in Table 4.1, each 

with a corresponding ordered weight. These seven linguistic quantifiers correspond 

to various levels of conservation tradeoffs (i.e. five levels of tradeoffs and two cases 

of no-tradeoffs) as applied in identifying priority areas for conservation (Table 4.1). 

These seven linguistic quantifiers were implemented in the MCE-FLOWA tool of 

Boroushaki and Malczewski (2008), an ArcGIS extension used in this study. 
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4.3.2 WORKSHOP FOR GENERATING CONSERVATION PRIORITIES 

To assess the usability of the STF-OWA approach, a one-day workshop was 

conducted in December 2012. Prior to the workshop, ethics approval was obtained. 

Out of 28 email invitations sent, 15 people accepted the invitation, including 4 

academics, 5 environmental NGO employees, and 6 members of governmental 

agencies. Participants have direct knowledge about the biology and/or fisheries of 

the study area and/or limited or direct experience in conservation planning. 

A workshop protocol was prepared and provided to the participants prior to 

the workshop (Appendix 3). This protocol provided participants with background 

information about the study, the STF-OWA method, and descriptions of the criteria 

involved in testing. Finally, in order to keep the workshop duration to a day, the 

universal and ordered weights for biological attributes in spatial Tier 3 were 

determined by the authors prior to the workshop.  

The workshop schedule was divided into four parts: (1) presentation of STF 

criteria, (2) elicitation of participants’ conservation priorities among the given STF 

criteria via the universal weight and ordered weight, (3) presentation of STF-OWA 

scenarios, and (4) collection of feedback on the utility of the STF-OWA method in 

setting conservation priorities.  

The criteria that composed the STF were identified prior to the workshop 

based on the data available for the case study region. For these reasons, criteria 

were presented and discussed before the workshop participants were asked to 
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discuss conservation priorities. The elicitation of values (or preferences), in the 

form of weights, was done in three ways. First, weights were assigned on an 

individual basis, whereby participants provided weights based on their individual 

preferences. Second, weights were based on groups, where all members of a group 

discussed and agreed on weights. Finally, weights were based on plenary discussion 

whereby the workshop facilitator got a satisfactory agreement on weights from all 

the participants. Two types of weighting schemes were used: (1) direct weighting 

where participants directly assigned weights to each criterion and (2) the analytic 

hierarchy process (AHP) (Saaty 1980). Weights, obtained using the AHP method, 

through the individual workshop participants, were averaged. Weights obtained in 

groups, using direct weighting, were further discussed and agreed upon in plenary 

session.  

The workshop participants were guided with two questions to help them 

think about and translate their priorities into numerical weights. The first type of 

priority, expressed as universal weights, involved answering the question "How 

important is one criterion over the other?" The second type of priority, expressed as 

ordered weight, involved answering the question "How do you want each criterion, 

in each set of criteria, to tradeoff with one another?" To further guide the workshop 

participants in eliciting their answers to the second question, they were presented 

with illustrations of how tradeoffs are implemented in each of the seven linguistic 

quantifiers used by OWA (Table 4.1, Appendix 1 and 3). The second question was 

asked in order to combine, one at a time, the sets of criteria in tiers 2 and 3. After 
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generating universal and ordered weights, the tool MCE-FLOWA was used for 

generating maps for each scenario. Then, maps representing three specific 

conservation scenarios ("All," "Half," "ALO") were presented at the end of the 

workshop for comparison and discussion. Finally, participants shared their feedback 

on the method used in the workshop and a short questionnaire (Appendix 4) was 

distributed to participants to collect formal feedback on the utility of the STF-OWA 

method for conservation planning. 

4.3.3 METHODS IN ANALYZING STF-OWA SCENARIOS 

As indicated in Figure 4.1, the goal tier of STF-OWA ultimately generates the 

spatially explicit evaluation of PUs regarding their suitability for conservation 

purposes. Seven sets of evaluations, corresponding to the seven conservation 

scenarios (i.e. All, Most, Many, Half, Some, Few, ALO) were generated for this study.  

To understand these scenarios, further analyses were conducted in three levels: (1) 

comparison of the seven conservation scenarios, (2) analyses of conservation 

scenarios based on percent area targets, and (3) identification and analyses of 

regions of interest (ROIs) identified from one of the conservation scenarios. To do 

these analyses, several calculations were used. These include quantifying suitability, 

biodiversity gain, adverse impacts on fishing activities, adverse impacts on other 

marine uses and cost-effectiveness of seven conservation scenarios, percent area 

targets, and ROIs. 



 

211 
 

To compare the seven conservation scenarios, a suitability score was derived 

from the OWA scores. Another method used to compare the conservation scenarios 

was through the use of percent area targets. These targets refer to four sets of area 

targets, namely, 5%, 10%, 20%, and 30% of the PUs. These percentages respectively 

contain the following PU counts: 54, 108, 216, and 324. For example, identifying the 

5% area target means selecting 5% of PUs with the highest suitability scores.  To 

further understand the STF-OWA conservation scenarios, we identified groups of 

thirteen adjacent PUs referred to as the regions of interest (ROIs). These ROIs were 

identified from the "Some" conservation scenario using 30% percent area target. 

The basis for choosing thirteen PUs for these ROIs was that thirteen is the relatively 

consistent number of adjacent PUs with higher suitability scores across the study 

area. The identified four conservation sites include Northern Labrador (NLab), 

Flemish Pass (FP), Southwest Grand Banks (SWGB) and the south coast of 

Newfoundland (SNfld) (Figure 4.8).  The following sections show the calculations 

used in exploring the STF-OWA scenarios. 

4.3.3.1 QUANTIFYING SUITABILITY  

In a conservation scenario, a higher OWA score theoretically means higher 

suitability for conservation purposes.  Hence, the suitability score referred to in the 

quantitative analyses, results, and discussion sections is the same as or is derived 

from the OWA score as presented below.  
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The suitability for PU i is the same as the OWA score for PU i.  Suitability is also 

calculated beyond PU level to which the following equations apply. As shown below, 

the suitability scores were also obtained for the 28 combined scenarios generated 

by joining a conservation scenario and a percent area target (Equation 4.7). 

Suitability is also obtained based on the four percent area targets (Equation 4.8), 

and the four ROIs (Equation 4.9). 

     
     
 
   

 
             Equation 4.7 

Where Zirk is the OWA score at PU i belonging to a conservation scenario r and 

percent area target k. Thus, Skr (or suitabilitykr) refers to the average of OWA scores 

of a conservation scenario r and a percent area target k. 

    
    
 
   

 
              Equation 4.8 

Where   the total number of R conservation scenarios considered in this study was 

seven (i.e. R = 7). Hence, Sk (or suitabilityk) refers to the average of OWA mean 

scores for a percent area target k.  

   = 
    
 
   

 
                 Equation 4.9 

Where Ziq is the OWA score at PU i of an ROI q.   The total number of PUs considered 

for each ROI was thirteen (i.e. P = 13). Hence, Sq (or suitabilityq) refers to the 

average of OWA scores for ROI q. 
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4.3.3.2 QUANTIFYING BIOLOGICAL GAIN AND ADVERSE IMPACTS 

ON SOCIOECONOMIC ACTIVITIES 

 Biological gain and adverse impacts on socioeconomic activities were derived 

from the standardized scores of 15 biological attributes and 10 socioeconomic 

activities attributes. These standardized scores were generated using Equation 4.2. 

It should be noted that socioeconomic adverse impacts were calculated in two 

categories, namely, adverse impacts on fishing and on other marine uses.  

 Biological gain and adverse impacts were obtained for the four ROIs, the four 

percent area targets, the seven conservation scenarios and the 28 combined 

scenarios.  

The biological gain and adverse impacts on fishing and on other marine uses 

were summed across four percent area targets (Equation 4.10, Equation 4.11, and 

Equation 4.12) and the seven conservation scenarios (Equation 4.13, Equation 4.14, 

and Equation 4.15). 

        
 
                 Equation 4.10 

        
 
                 Equation 4.11 

        
 
                 Equation 4.12 

Where                respectively refer to the averages of the PUs’ standardized 

scores for biodiversity, fishing, and other marine uses for a conservation scenario r 

and a percent area target k. The total number of R scenarios considered for this 
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study was seven (i.e. R= 7). Hence, Bk, Fk, and Ok respectively refer to the summed 

averages for biological gain, fishing adverse impacts, and impacts on other marine 

uses across the seven scenarios for percent area target k. 

        
 
                 Equation 4.13 

        
 
                 Equation 4.14 

        
 
                 Equation 4.15 

Where            respectively refer to the averages of the standardized scores for 

biodiversity, fishing, and other marine uses at PU i of a conservation scenario r. 

Hence, Br, Fr, and Or respectively refer to the summed averages for biological gain, 

fishing adverse impacts, and impacts on other marine uses of a conservation 

scenario r. 

The biodiversity gain and socioeconomic adverse impacts were also calculated, 

using averages (Equation 4.16, Equation4.17, and Equation 4.18). It should be noted 

that results from these calculations were used in calculating the relative cost-

effectiveness of the percent area targets as presented in Section 4.3.3.3. 

       
  

 
                   Equation 4.16 

     
  

 
                      Equation 4.17 

       
  

 
                                     Equation 4.18  

Biok, FIk, and OUk respectively refer to the biodiversity gain, adverse impacts on 

fishing and on other marine uses for percent area target k obtained as averages for 

the seven conservation scenarios.  
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Finally, the biological gain and the adverse impacts on fishing activities were 

determined for the 28 combined scenarios (Equation 4.19 and Equation 4.20) and 

for the four ROIs (Equation 4.21, Equation 4.22, and Equation 4.23). 

        
     
 
   

 
                   Equation 4.19 

      
     
 
   

 
                                     Equation 4.20 

Where               respectively refer to the averages of biodiversity and fishing 

standardized scores at PU i belonging to a percent area target k and a conservation 

scenario r.  Hence, Biork and FIrk respectively refer to the averages of the mean 

scores for biodiversity gain and adverse impacts on fishing activities for a percent 

area target k and a conservation scenario r.  

       
    
 
   

 
                                Equation 4.21 

     
    
 
   

 
                        Equation 4.22 

       
    
 
   

 
                                            Equation 4.23  

Where    ,     , and     respectively refer to the averages of standardized scores 

for biodiversity, fishing, and other marine uses with respect to PU i and ROI q.  The 

total number of PUs considered for each ROI was thirteen (i.e. P = 13). Hence, Bioq, 

FIq, and OUq respectively refer to the averages of mean scores for biodiversity, 

fishing, and other marine uses with respect to an ROI q.  
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4.3.3.3 QUANTIFYING COST-EFFECTIVENESS  

Cost-effectiveness was obtained as the ratio between biodiversity gain and 

socioeconomic adverse impacts. Higher scores mean higher cost-effectiveness. Since 

socioeconomic scores were categorized into two, namely, adverse impacts on fishing 

and adverse impacts on other marine uses, cost-effectiveness was separately 

calculated for each of these categories. Cost-effectiveness was determined for the 

following: four percent area targets (Equation 4.24 and Equation 4.25), 28 

combined scenarios (Equation 4.26), and four ROIs (Equation 4.27 and Equation 

4.28). 

   
   

    

   
           Equation 4.24 

   
   

    

   
           Equation 4.25 

    
   

      

     
           Equation 4.26 

   
   

    

   
           Equation 4.27 

   
   

    

   
           Equation 4.28 
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4.4 RESULTS 

The results are presented in three sections below. Section 4.3.1 presents the 

conservation priorities considered for the case study following the universal and 

ordered weights elicited at the workshop. Section 4.3.2 presents the trends and the 

three categorizations of the seven conservation scenarios resulting from the seven 

ordered weights. Finally, Section 4.3.3 shows how STF-OWA can make conservation 

priorities more spatially explicit through the four ROIs. 

4.4.1 CONSERVATION PRIORITIES 

In the STF-OWA decision-support method, conservation priorities are 

expressed in value-based weights, especially the universal weights (level of 

importance) and ordered weights (levels of tradeoff and lack thereof).  

4.4.1.1 RELATIVE IMPORTANCE OF CONSERVATION CRITERIA 

USING UNIVERSAL WEIGHTS 

In Tier 3, as agreed upon by the authors, the attributes for biodiversity, such 

as richness, endemism, rarity, and sensitivity were generally considered more 

important (thus, given higher weights) than other attributes such as density, 

evenness, and species status (see Figure 4.2). Based on individual responses using 

AHP, employment (0.25) was identified as being the most important fishing 

attribute (i.e. highest weight), followed by fishing revenue (0.22), richness of fisher 
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groups (0.16), number of fishing businesses (0.16), evenness of fisher groups (0.13), 

and landed biomass (0.11). Based on group weighting, gear impact (0.41) was the 

most important attribute for other marine uses, followed by oil and gas (0.32), 

marine traffic (0.16), and gear conflict (0.11). 

In Tier 2, only the biodiversity criteria were aggregated into high-level 

criteria (sub-objectives) such as the five marine taxa. Based on individual direct 

weighting, the weights were determined to be the following, in order of importance: 

coral (0.31), groundfish (0.21), sponges (0.2), seabirds (0.14), and exploited 

invertebrates (0.14).  

In Tier 1, based on plenary consensus, the workshop participants valued 

protecting biodiversity (0.7) several times more than protecting the fishing-based 

attributes (0.2), and seven times more than protecting or being concerned with 

other marine uses (0.1). 

4.4.1.2 CONSERVATION TRADEOFFS USING ORDERED WEIGHT 

The authors agreed on using the ordered weight "Half" to express tradeoffs 

among biodiversity attributes in Tier 3. The three other ordered weights were 

determined by the workshop participants based on consensus:  "All" was agreed 

upon for fishing attributes and "Some" for other marine uses in Tier 3, and "Some" 

in trading off the five marine taxa (i.e. seabirds, groundfish, corals, sponges, and 

exploited invertebrates) in Tier 2. Finally out of the three objectives, in Tier 1, this 

case study ran the seven sets of ordered weights to generate the seven 
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corresponding conservation scenarios. These seven conservation scenarios show 

how priority areas appear when different levels of tradeoffs are applied based on 

the risk-taking ("ALO," most risk-taking) and the risk-averse ("All," most risk-

averse) attitudes of decision-makers. Figure 4.3 shows the three conservation 

scenarios representative of this continuum of seven conservation scenarios. 
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Figure 4.2 STF-OWA showing the categories and hierarchical arrangement of spatial 
criteria used in the study. The universal weights are shown for each criterion.
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Figure 4.3 "At Least One (ALO)," "Half," and "ALL" respectively represent the risk-taking, neutral, and risk-averse scenarios. 
Areas circled in the "All" scenario (right) are areas with PUs displaying high suitability scores across seven scenarios.
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4.4.2 ANALYSES OF THE SEVEN CONSERVATION SCENARIOS 

With the ability of the STF-OWA to vary levels of tradeoffs (or lack thereof) 

among the three sets of objectives, we generated seven alternative conservation 

scenarios. In the following sections, we present the results in two parts. The first 

part shows the trends observed among the 28 conservation scenarios and four 

percent area targets. The second part presents the three categorizations of these 

seven conservation scenarios. 

4.4.2.1 TRENDS ACROSS SEVEN CONSERVATION SCENARIOS 

Figure 4.3 shows the suitability for conservation purposes of PUs. 

Conservation scenarios showed that the number of PUs with relatively high 

suitability scores (≥ 0.85) tends to decrease from "ALO" to "All" scenarios. When 

increasing the percent area targets, each scenario yielded decreasing suitability 

scores (Figure 4.4). Despite these decreasing trends of suitability scores, a small 

number of similar PUs scored ≥ 0.53 across the seven scenarios. The "All" scenario 

explicitly delineates these areas implying that only a small portion of the study area 

can be risk-averse, that is, PUs with relatively high biodiversity gain and low 

socioeconomic adverse impact .  
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Figure 4.4 Suitability with respect to percent area targets and conservation 
scenarios. 

 
Other results from applying various percent area targets (i.e. 5%, 10%, 20%, 

and 30%), showed four trends. First, the adverse impacts on socioeconomic 

activities and biodiversity gain showed positive linear increase with increasing 

percent area targets (Figure 4.5). Biodiversity gain was relatively lower when 

compared to adverse fishing impacts than when compared to other marine uses. 

Adverse impacts on fishing were higher than with other marine uses. Second, the 

average suitability across percent area targets decreased with increasing percent 

area targets (Figure 4.6). 
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Figure 4.5 Biodiversity gain versus adverse impacts on fishing activities (left) and 
other marine uses (right) across various percent area targets . 

 

 

Figure 4.6 Average suitability with respect to percent area targets . 

Third, the cost-effectiveness of conservation scenarios versus fishing 

activities showed a decrease with increasing percent area targets (Figure 4.7). This 

relationship is not as strong as with other marine uses. It should be noted that with 
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percent area targets ≤ 20%, cost-effectiveness tends to be relatively within a small 

range, but it significantly dropped at the 30% target (Figure 4.7). 

 

 

Figure 4.7 Cost-effectiveness of various percent area targets with respec t to fishing 
impacts (left) and other marine uses (right) . 

 

4.4.2.2 CATEGORIES OF CONSERVATION SCENARIOS 

The seven conservation scenarios provided by STF-OWA can be presented as 

three main groups: (1) the risk-taking scenarios ("ALO," "Some," and "Few"), (2) the 

neutral scenario ("Half"), and (3) the risk-averse scenarios ("All," "Most," and 

"Many"). 

THE RISK-TAKING SCENARIOS 

When applying a 20% target, the two risk-taking scenarios (i.e. "ALO," "Few") 

tend to show PUs with high suitability scores in the northern region of the study 
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area (i.e. the Labrador shelf and the southeast of the Newfoundland shelf) (Figure 

4.8). The "Some" scenario, however, showed PUs with high suitability scores mostly 

on the shelf edge.  

  

 

 

Figure 4.8 Seven conservation scenarios overlaid with 20% target and the four 

conservation sites. The four ROIs, labeled on the "Some" map, are: A - Flemish Pass 
(FP), B - Northern Labrador (NLab), C - South Newfoundland (inshore) (SNfld), and D 
- Southwest Grand Banks (SWGB). 

 

When considering biodiversity gains with respect to socioeconomic adverse 

impacts, the "ALO" scenario tends to have the least number of socioeconomic 
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impacts - that is, least adverse impacts on fishing and other marine uses and the 

least biodiversity gain across seven scenarios (Figure 4.9).  

 

Figure 4.9 Biodiversity gain across seven scenarios with respect to negative impacts 
on fishing activities (left) and other marine uses (right) 

 

For these reasons, "ALO" can be seen as a cheap conservation scenario from 

the economic and biological perspectives. Results showed that "Few" is relatively 

the most cost-effective scenario (i.e. offers the highest biodiversity gain for every 

unit of adverse impacts on socioeconomic activities) across seven scenarios (Figure 

4.10) 

The "Some" scenario also tends to be relatively cost-effective, being more 

cost-effective for 30% area targets than the "Few" scenario. Also, the biodiversity 

gain of the "Some" scenario shows a remarkable leap compared to the "Few" 

scenario (Figure 4.9). This, though, makes the "Some" scenario look like the "Half" 

and the more expensive scenarios discussed below (Figure 4.8). 
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Figure 4.10 Relative cost-effectiveness of the seven conservation scenarios u sing 
various percent area targets (5%, 10%, 20%, 30%)  

THE RISK-AVERSE SCENARIOS 

When applying the 20% target, the three risk-averse conservation scenarios 

show that the PUs along the shelf edge and the northeastern Newfoundland shelf 

(i.e. around NAFO zone 3K) have relatively higher suitability scores than any other 

portion of the study area. The risk-averse scenarios showed similar biodiversity 

gain and a pattern of high suitable PUs as did the "Some" and "Half" scenarios 

(Figure 4.9). The difference is that the risk-averse scenarios have relatively higher 

fishing adverse impacts than "Half"; hence the risk-averse scenarios are relatively 

expensive scenarios. 
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THE NEUTRAL "HALF" SCENARIO 

The "Half" scenario is called neutral as it trades off all criteria equally 

proportional to the criteria’s capacity to compensate. This scenario also represents 

in full the pro-biodiversity conservation priorities from the workshop. Hence, it is 

noticeable that this scenario resembles the scenarios showing high biodiversity gain 

such as the "Some" and risk-averse scenarios (Figure 4.8).  

4.4.3 ANALYSES OF REGIONS OF INTEREST 

Four ROIs were identified and analyzed in more detail for their level of 

suitability and cost-effectiveness: the south coast of Newfoundland (SNfld), the 

Northern Labrador (NLab), the Southwest Grand Banks (SWGB), and the Flemish 

Pass (FP) (Figure 4.8). Figure 4.11 shows the cost-effectiveness and suitability 

scores of the four ROIs. The four ROIs are generally less cost-effective relative to 

fishing than for other marine uses. The NLab has the highest suitability score, 

followed by FP, SWGB, and SNfld (Figure 4.11A). Additionally, plotting ROIs against 

their relative biodiversity gain and relative cost-effectiveness (Figure 4.11B,C) shows 

how suitability scores explain conservation tradeoffs. 

For example, SWGB ranks third (i.e. relatively less suitable for conservation) 

despite its high potential for biodiversity gain. SWGB is the least cost-effective ROI 

for both fishing and other marine uses, having a potential for the highest adverse 

impacts on fishing and other marine uses. The NLab received the highest suitability 
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score, ranking second in terms of biodiversity gain, but having the least adverse 

impact on other marine uses and relatively low adverse impact on fishing. 

 

Figure 4.11 Suitability scores and the relative cost-effectiveness of the four ROIs 
(top). Plots represent biodiversity gain of ROIs versus the cost effectiveness for 
fishing (bottom left), and for other uses (bottom right)  

 

With the STF-OWA model, low-level criteria (e.g. disaggregated six fishing 

attributes) can be visualized in comparison with the suitability scores. Results show 

that the suitability scores captured the priorities agreed upon at the workshop. It 

should be noted that the workshop participants weighted the combined social-

based fishing attributes (i.e. employment, fishing business, fisher groups based on 

richness, and evenness) as being more important than the monetary value of fishing 

(i.e. fishing revenue). As a result, the NLab and FP, with relatively low social-based 
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adverse impacts, received higher suitability scores (Figure 4.12). In contrast, SWGB 

and SNfld have relatively higher social-based fishing activities resulting to their low 

suitability scores. 

 

Figure 4.12 Four ROIs characterized for their suitability, biological gain, and the six 
fishing attributes 

 

Finally, the STF-OWA scenarios can help make decision-makers aware of 

socioeconomic groups with potentially competing interests in the study region. In 

the NL bioregion, a greater number of fishers work in small to medium scale 

fisheries (e.g. inshore and near-shore fisheries), while a smaller portion participate 

in a large scale fishery (e.g. offshore shrimp fishery). The large-scale fishery is 

mostly captured in fishing revenue, while the small to medium scale fisheries are 

mostly captured in social-based fishing attributes. 

Workshop participants gave higher importance (or weight) to fishing 

business, employment, FG-Richness, and FG-Evenness, giving ultimately a higher 
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importance to areas that benefit high numbers of fishers (users). SNfld and SWGB 

are ROIs that are used by a variety of small to medium scale users (fishers). As a 

result, these areas came out as PUs with high adverse impacts on fishing (Figure 

4.12). In contrast, the FP and the NLab were deemed the most suitable for 

conservation as they will adversely impact fewer users, but will have higher adverse 

impacts on fishing revenue. Clearly, with conservation priorities placing less 

importance on fishing monetary revenue, FP and SWGB came out with higher 

suitability. These results show that if monetary value were given a higher priority 

compared to social-based fishing attributes, the suitability ranking of the NLab and 

FP ROIs would likely change. Similarly, weighting monetary value higher than 

social-based fishing attributes would shift the adverse impacts on socioeconomic 

activities the small and medium scale fisheries. 

4.4.4 WORKSHOP PARTICIPANTS FEEDBACK RESULTS 

Out of the 15 participants, 13 provided feedbacks regarding the utility of the 

method STF-OWA. In terms of the usefulness of unpacking the conservation goal 

into detailed attributes, 91% agreed that the STF is useful in making criteria 

spatially explicit. Understanding the details of the concept of OWA was challenging: 

8% found it difficult, 35% somewhat difficult and 59% of the participants were 

indifferent. Nevertheless, 83% of the participants found using weights useful (i.e. 

universal and order weights) in expressing conservation priorities. In terms of the 

utility of OWA in conservation planning 17% found it very useful, 33% found it 
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useful, 17% found it somewhat useful, and the remaining 33% of participants were 

indifferent. 

 

4.5 DISCUSSIONS 

Many conservation planners have suggested that a conservation policy 

should aim to achieve both biological and social objectives (Christie 2004, White et 

al. 2006). In particular, competing social objectives need disaggregation as this 

could be important in the long-term success of a conservation policy (Adams et al. 

2010). Most systematic conservation methods, however, have been focused on 

integrating competing biological objectives, with less consideration of competing 

social objectives (Ban & Klein 2009). Accordingly, this study explored and tested a 

systematic conservation planning method whereby the competing social interests 

are integrated, dependent on the available data, along with the competing biological 

criteria. 

4.5.1 CONSERVATION PRIORITIES USING UNIVERSAL AND 

ORDERED WEIGHTS 

After structuring all competing interests using spatially explicit criteria based 

on the STF, we demonstrated that using the universal and ordered weights can help 

integrate competing interests in a conservation planning method. This study shows 

that by doing so, both biological and social conservation priorities can be made 
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spatially explicit in conservation scenarios. First, this was made possible by allowing 

stakeholders to discuss and assign conservation priorities among and between the 

given sets of criteria by assigning them the level of importance. For example, it was 

made explicit that the high suitability scores of PUs along the shelf edge result from 

the high level of importance associated with the attributes including richness, 

endemism, and rarity of groundfish and sensitivity of corals. This high importance of 

the shelf edge was reinforced when the biodiversity objective, in Tier 1, was 

weighted as more important than the aggregated two socioeconomic activities, 

namely fishing and other marine uses.  

Aside from the relative importance of criteria weights, conservation 

priorities were integrated using the concept of tradeoff implemented through the 

ordered weights. Typically, a tradeoff-based model assumes that the criteria in 

question are exchangeable or compensable. Holland (2002, p 17) notes that with the 

concept of exchangeability, “tradeoff refers to the idea that, in any choice between a 

range of options, there is always a dimension of value in terms of which the options 

that we face may be compared as more, less, or equally to be preferred” [sic]. The 

tradeoff, in this sense, means that compensation is possible –that is, a loss in a 

criterion can be offset by another criterion (Jiang & Eastman 2000).  

However when comparability of criteria is difficult to make, which can occur 

due to the incomparability of values (i.e. what the stakeholders care about), decision 

is beyond mere tradeoff (Jentoft & Kooiman 2005). In conservation planning, this 

decision is referred to as a hard choice, also called hard decision or HD in this thesis 
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(Schmid 2002, McShane et al. 2009). It is "hard", as any decision will necessarily 

disadvantage a criterion and its associated stakeholder group. In our case study, the 

no-tradeoff rules in STF-OWA were able to identify this type of decisions. A novel 

feature of the STF-OWA is its ability to show scenarios based on tradeoffs and HDs. 

Below, in Section 4.5.2, we discuss that by combining tradeoffs and HDs in a single 

method such as the STF-OWA, it is possible to explain what win-win and HD options 

could mean in a space-based evaluation of priority areas. 

4.5.2 THE SEVEN CONSERVATION SCENARIOS MADE WIN-WIN, 

HD, AND OTHER OPTIONS SPATIALLY EXPLICIT 

Our case study shows that the STF-OWA, as an alternative method, offered 

seven different possible scenarios, including the scenario generated by the 

commonly used WLC. Informed by the three types of stakeholders’ attitudes (i.e. 

risk-taking, risk-averse, and neutral), planners can leverage biodiversity gain and 

socioeconomic adverse impacts in a spatially explicit manner. 

The risk-taking scenarios implement tradeoff among highly performing 

criteria (i.e. "Few" and "Some") and no-tradeoff ("ALO") for the single best 

performing criterion in each PU. From a site prioritization perspective, these 

scenarios are risk-taking, as the performing criterion can come from either the 

biological or socioeconomic objective. Results showed that these scenarios tend to 

select the low socioeconomic adverse impact areas that also tend to have relatively 
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low biodiversity gain. Hence, from a site prioritization perspective, the risk-taking 

scenarios could mean risking biodiversity loss.  

The risk-averse conservation scenarios implement tradeoff among the low 

performing criteria ("Most", "Many") and no-tradeoff for the lowest performing 

criterion ("All") in each PU. From a site prioritization perspective, the risk-averse 

scenarios are restrictive, as they identify the highest possible conservation gain by 

keeping the socioeconomic adverse impact to a minimum. Technically, in the STF-

OWA these are relatively the "win-win" scenarios. Our results showed, however, 

that risk-averse conservation PUs in the NL shelf and slope bioregions were patchy 

and minimal. When risk-averse scenarios are set to meet the > 5% area 

conservation target, it provided the relatively expensive PUs such as those along the 

NL bioregion’s shelf edge. This region scored high both for socioeconomic activities 

and biodiversity, presenting a potentially high conflict area. In this respect, this 

region is likely to involve HDs if considered for conservation purposes. 

The "Half" scenario implements an equal tradeoff or equal compensation 

among and between criteria (or objectives). Based on the NL case study, the "Half" 

scenario tends to lean toward the expensive risk-averse scenarios. The reason is 

that workshop participants assigned higher importance to biodiversity protection, 

which can lead to sacrificing socioeconomic activities when they overlap.  

Moreover, in understanding loss and gain, the STF-OWA shows that that the 

risk-taking scenarios could also be viewed as "flexible" scenarios, accommodating 

flexibility in allowing and choosing among socioeconomic impacts in conservation 
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scenarios. This allowed identifying two categories of risk-taking scenarios: (1) the 

"ALO" scenario, a relatively cheap option for which the Labrador shelf is an 

important region for conservation, and (2) the "Few" and "Some" scenarios, being 

relatively more cost-effective, which identified the Labrador shelf and some of the 

shelf edge of Newfoundland as suitable for conservation.  

4.5.3 THE PROBLEM OF SPATIAL CONFLICT MADE SPATIALLY 

EXPLICIT 

The STF-OWA scenarios show that varying the levels of tradeoffs (or lack 

thereof) between conservation objectives can help planners and policy makers 

understand the nature and spatial locations of the tradeoffs required when aiming 

for both high biodiversity protection and low adverse socioeconomic impacts. It 

should be noted that the STF-OWA trades off biodiversity with socioeconomic 

criteria with increasing "restrictiveness" or an attitude of being risk-averse as 

scenarios move from "ALO" to "All" (i.e. "ALO", "Few", "Some", "Half", "Many", 

"Most", and "All"). With the increasing restrictiveness, scenarios increasingly aim at 

achieving both objectives of maximizing biodiversity and minimizing socioeconomic 

adverse impacts. 

The case study showed that when increasing restrictiveness, PUs get 

decreasing suitability scores, as achieving both objectives becomes more 

challenging. This challenge is not only evident across scenarios, but also across 

increasing percent area targets as shown by the evidence for decreasing cost-
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effectiveness and increasing adverse socioeconomic impacts. Scenarios requiring a 

higher percent area target will have to integrate PUs with lower suitability scores. 

The STF-OWA, in this case, reveals that achieving high biodiversity gain and higher 

percent area targets requires dealing with significant adverse impacts on 

socioeconomic activities. 

Additionally, risking biodiversity loss as indicated by the risk-taking 

scenarios from the case study suggests two related inferences. First, areas with low 

biodiversity are associated with low socioeconomic activities, supporting previous 

studies suggesting that there is a high overlap between biodiversity and human 

activities (e.g. Salm and Clark 2000, Roberts et al. 2002, Sobel and Dahlgren 2004). 

Also, it confirms findings from recent studies suggesting that selecting low-adverse 

impact areas can be picking "low-hanging fruit", resulting in residual conservation 

areas (Devillers et al. 2014). 

These trends across scenarios and percent area targets confirm the problem 

of conflicts resulting from spatial overlap between high biodiversity and high 

socioeconomic activities in the study area (see Section 2.6). It is worth noting that 

these overlaps are determined by predefined attributes rather than by modeling 

dynamic attributes such as spillover effects. This overlap is potentially severe as is 

evident in the low suitability score of the "All" scenario, as well as indicated by the 

affinity of the "Half" scenario with the expensive nature of the "All" scenario. This 

overlap, however, is higher and more consistent with fishing criteria than with other 

marine uses.  The reason is that fishing activities are more widespread than other 



 

239 
 

marine uses that tend to be confined to specific areas, such as commercial marine 

traffic and oil and gas activities. This suggests that identifying high-biodiversity 

areas for conservation purposes in the study area requires sacrificing a significant 

amount of socioeconomic activity, particularly in the fishing sector. Therefore, a 

decision to increase the biological goal and percent area target for conservation may 

depend on the capacity or willingness of stakeholders to sacrifice part of what they 

currently enjoy. 

The pieces of empirical evidence described above support the problem of 

spatial conflict (i.e. spatial overlap between biodiversity and human activities) 

discussed in Section 2.6. They also support previous studies that showed that failing 

to recognize the limitations of resources and social issues can lead to very 

optimistic, conflicting, and confused objectives (Bailey & Jentoft 1990, Jones 2006, 

Christie & White 2007). Hence, a careful analysis of conservation tradeoffs should 

consider a variety of limits, as these limits ultimately set the achievability of a goal 

(Calabresi 1991). 

The problem of spatial conflict is likely to increase as human extractive 

activities extend to deeper waters that host highly vulnerable species (Roberts 

2002). If this trend continues, achieving high biodiversity gain on a global level is 

likely to involve increasingly expensive options. Hence, it may not be surprising that 

even an "efficient" solution generated by an optimal model tends to be expensive, as 

reported by Di Minin and Moilanen (2012). Nonetheless, this expensive nature of 
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optimal solutions is not given the attention it deserves, not being sufficiently 

spatially explicit. 

4.5.4 PRIORITIES MADE SPATIALLY EXPLICIT ACROSS 

REGIONS OF INTEREST 

The STF-OWA uses a hierarchical representation of criteria (i.e. spatial tier 

framework) and a fuzzy scoring system (i.e. scores ranging from 0-1) to calculate 

the suitability scores of each PU. This quantification is an alternative to a binary 

scoring system that uses 0 or 1, commonly applied in optimal models for site 

prioritization. One of the limits of the binary system is that a conservation site can 

only be scored as being either included or excluded in a set of conservation 

priorities. Also, an optimal solution is theoretically not divisible into units. This 

implies that a solution (set of priority conservation areas) must be implemented all 

at once, which is a challenge in practice (Meir et al. 2004, Visconti et al. 2010). 

In this case study, we demonstrated that the STF-OWA allows for identifying 

potential ROIs, visualizing priorities based on low-level criteria (e.g. attributes), and 

showing the impacts of conservation to potentially competing socioeconomic 

groups. By visualizing the six disaggregated fishing criteria, we can spatially and 

explicitly identify the potentially competing socioeconomic groups. Protecting the 

Northern Labrador (NLab) ROI, in the northern portion of the study area, would 

impact the large scale fishing industry, particularly the shrimp fishery. In contrast, 

the Southwest Grand Banks (SWGB) would impact small to medium scale fisheries.  
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These findings show that the STF-OWA "win-win" option may not be actually 

"win-win" for all stakeholders, highlighting one of the benefits of a more detailed 

analysis of impacts on socioeconomic criteria. This study implies that the STF-OWA 

output may have the capability to inform the moral and politically-based question: 

"conservation for whom?" This question is fundamental in all conservation policies; 

so is making the choice itself (Bailey & Jentoft 1990, Schmid 2002, Lackey 2006). 

Finding an answer to this question has proven to be difficult, especially if the 

ambiguities surrounding the planning process are not clarified (Oracion et al. 2005). 

However, the option to conceal or ignore this question can utterly lead to a decision 

failure (Nutt 2002), and it can compromise the long-term success of a conservation 

policy (Adams et al. 2010).  

4.5.5 DECISION OPTIONS AND CONSERVATION DIRECTIONS 

The STF-OWA provides conservation planners with alternative conservation 

scenarios where conservation gain is maximized and adverse socioeconomic 

impacts are minimized, based on a combined concept of tradeoff and HD models. 

When biodiversity conservation simultaneously and directly benefits people’s 

livelihood, win-win is possible and should be encouraged. However, such a scenario 

is not common in conservation (Salafsky 2011).  

In this study, we call "win-win" an option where high biodiversity gain and a 

low impact on socioeconomic activities can be achieved simultaneously, 

acknowledging that everyone may not win. We should note that this definition of 
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"win-win" anchors in loss and gain with reference to a status quo.  It also differs 

from another common notion of "win-win" aiming for a "better" situation, by 

adopting strategies such as alternative livelihood, eco-friendly agricultural 

techniques, and compensation packages. These sorts of "win-win" efforts are 

instead viewed, in this thesis, as the means to addressing the consequences of HDs 

to mitigate the adverse impacts of conservation actions. 

In the NL shelf and slope bioregion case study a win-win option was 

insufficient to meet conservation targets beyond 5%. HDs compromising a 

conservation objective (possibly to a significant extent) in exchange for gaining the 

other preferred conservation objective are likely the norm. HDs do not mean 

protecting biodiversity only or protecting socioeconomic activities only. Instead we 

showed that an "either-or" type of decision (an HD), as implemented by no-tradeoff 

rules in OWA (i.e. "ALO" and "All"), allowed understanding that these two preferred 

competing objectives cannot be ideally achieved to the same degree in most PUs. 

In this chapter, we discussed how site prioritization can be viewed in terms 

of biological gain and socioeconomic adverse impacts. Such a framework can be 

illustrated using four quadrants (subdivisions) of decision options, where the 

biological gain and the socioeconomic adverse impacts can either be low or high 

(Figure 4.13). It should be noted that each decision option is relative to the others 

and can change depending on the biological and socioeconomic context in question. 

The first quadrant (top-left of Figure 4.13) is the "win-win" option as defined 

in this thesis, providing high biological gain at a low socioeconomic cost. While this 
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option still impacts existing socioeconomic activities, it attempts to achieve the least 

difficult compromise. In our case study, only about 5% of the PUs could be classified 

as "win-win"; some of these PUs were widely dispersed in location and thus are not 

appropriate in practice for conservation purposes (Figure 4.8). The second quadrant 

(top-right) identifies "hard conservation choices", providing high biological gain at a 

high socioeconomic cost. Our case study suggests that this option should often be 

used to complement a minimal number of "win-win" areas in order to provide 

sufficient conservation areas (e.g. reaching targets such as the 10% Aichi target).  

The third quadrant (bottom-right) identifies "no-win" decision option, 

providing low biological gain with high socioeconomic adverse impact. Such an 

option is likely the least desired option in conservation planning exercises, bringing 

little conservation benefit at a high cost. Finally the fourth quadrant (bottom-left) 

identifies the "low-hanging fruit" decision option, providing lower biological gains at 

lower socioeconomic costs.  
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Figure 4.13 (A) Four decision options in site prioritization and their relative level of 
difficulty and (B) four conservation directions based on STF -OWA scenarios 

 

Although these low hanging options tend to be selected in practical 

conservation planning exercises, as they often provide cheaper and larger areas 

than the rare "win-win" areas, they may not actually achieve the intended 

biodiversity protection, identified by Devillers et al. (2014) as residual MPAs. 

In practice, conservation decisions will tend to combine different decision 

options that are hard on either socioeconomic or biological objectives or hard on 

both of these competing objectives. Figure 4.13B illustrates some examples of such a 

combination. S1, combining "win-win" and "low-hanging fruit" options, tends to be 

the preferred option in "real-world" conservation planning as it generally minimizes 
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socioeconomic adverse impacts for variable conservation gain. While this approach 

is easier to implement due to higher stakeholder acceptance, it only offers a limited 

contribution to conservation objectives, risking biodiversity loss. S2 ("win-win" and 

the "hard conservation choice" option) provides the highest biological gain but 

entails a socioeconomic adverse impact that is often not acceptable politically as it 

requires closing high-conflict areas for conservation. S3 ("win-win," "hard 

conservation choice," and "low-hanging fruit") offers a more diverse range of 

options but can limit conservation benefits or have a higher socioeconomic impact. 

S4 (that combines all four options) should be avoided as the "no-win" options are 

relatively the least appropriate choice to reach all of the objectives.  

Identifying these conservation options and directions can help planners and 

policy makers explore explicitly the conservation gain with respect to its negative 

socioeconomic impact. This is a relevant process in investigating a bigger 

conservation question, "how much we can afford to pay" that will ultimately 

determine an achievable conservation target. 

4.6 CONCLUSIONS 

 

Conservation planning methods range from ad-hoc and expert approaches to 

very formal SCP methods based on optimization algorithms. While both types have 

respective strengths, they also have weaknesses that have been discussed in the 

literature. This study tested an approach called STF-OWA that aims at providing 
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more rigor than expert-based planning, but more flexibility than conventional SCP 

methods in the way it can handle socioeconomic data. OWA has been used in urban 

decision-making and terrestrial conservation planning and this study presents the 

first use of OWA in marine conservation planning. Unlike conventional SCP methods, 

the STF-OWA can vary levels of tradeoffs (or lack thereof) among and between 

criteria in a spatially explicit manner. The use of the STF-OWA in a case study 

provided quantitative evidence that a "win-win" option is not always possible. 

Instead, it shows that varying levels of HDs are often necessary to meet a given 

conservation target. 

We demonstrated that a continuum of conservation scenarios, from "risk-

taking" to "risk-averse" can provide alternative scenarios that can help make 

biodiversity gain and adverse socioeconomic impact spatially explicit.  

The STF-OWA scenarios demonstrated that maintaining low socioeconomic 

impacts may not be an effective approach to conserving marine biodiversity. First, 

comparatively, it can lead to risking biodiversity loss even at an area target below 

the minimum 10%. Second, it can identify "win-win" areas (i.e. high biodiversity 

gain with a low impact on socioeconomic activities), recognizing that, based on the 

case study, those areas are not sufficient to meet targets like the 10% Aichi target. 

We also found that these "win-win" areas can adversely impact certain groups of 

stakeholders more than others, highlighting the need to consider the distribution of 

socioeconomic impacts among sectors.  Finally, the ideal objective of reaching high 

biological gain with insignificant adverse socioeconomic impact is rarely achievable.  
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Like many other countries in the world, Canada supports and adopts the 

global strategic plan for biodiversity that could help protect at least 10% of its 

waters before 2020, based on the Aichi biodiversity target. Our study shows that 

achieving this objective in the NL bioregion would cause considerable adverse 

impact to the fishing sector, involving HDs. Such HDs mainly result from spatial 

overlap between biodiversity and socioeconomic activities. This trend is not unique 

to NL waters and conflicts are likely to intensify globally as a result of increasing 

demand for marine-based resources. 

Making "hard conservation choices" is difficult to justify both economically 

and socially for governments, leading to a global trend of picking "low-hanging fruit" 

where some variable conservation gain can be achieved at a very low socioeconomic 

cost. The NL region faces competing HDs, such as favoring large-scale fisheries over 

small-scale ones (i.e. minimizing foregone revenues over jobs), while small-scale 

fishers may be critical in supporting the small communities around the study area. 

The equitable management of protected areas, referred to in the Aichi Biodiversity 

Target 11, requires understanding such tradeoffs.  

While the idea of HDs is not new in conservation planning, they have not 

been explored using this spatially explicit method. Success stories and best practices 

in protected areas planning were often not based on "win-win" decision options, but 

by successfully working with stakeholders who may not support the policy, making 

restrictions on certain socioeconomic activities, and providing long-term funding 

(Fernandez et al. 2005, Christie and White 2007, Cadiou et al. 2008, Gleason et al. 



 

248 
 

2012). The use of incentives and similar approaches (i.e. economic, interpretative, 

knowledge, legal, and participative) to get a balance when governing a policy such 

as the MPAs (e.g. Christie and White 2007, Jones et al. 2011, Knight et al. 2011) were 

essentially strategies designed to address the consequences of HDs. These 

incentives can, however, become more effective if they are explicitly tailored to 

addressing the adverse impacts of key HDs.  

Finally, studies (e.g. Marshall et al. 2007, Sutton & Tobin 2012) about the 

resilience of stakeholders show that stakeholders are not equal in terms of their 

ability to embrace the negative impacts of conservation actions. This finding may 

help answer questions such as "conservation for whom," a question that often 

engenders HDs. In short, by explicitly identifying HDs, it is hoped that planners and 

policy makers can realize the importance of a strategic and proactive response to 

HDs when implementing MPAs. This view, however, is often de-emphasized under 

the more promising notion of "win-win".  
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CHAPTER 5 CONCLUSIONS 

  

Conservation planning typically involves integrating various and often 

incompatible priorities. Scholars have suggested for an integration and 

disaggregation of diverse socioeconomic interests in conservation planning to 

enhance the success of MPAs implementation and possibly design a more equitable 

MPA (Adams et al. 2010, Gurney et al. 2014). Most work in designing conservation 

planning methods and tools has focused on optimizing conservation gain for a 

minimal cost, and has not received the same level of attention in integrating the 

socioeconomic data (Ban & Klein 2009). Inspired by the decision and planning 

theories, this thesis presents a new method called the STF-OWA (Spatial Tier 

Framework – Ordered Weighted Averaging) for integrating diverse biological and 

socioeconomic interests within a systematic conservation planning process. The 

application of this method was illustrated and tested using an extensive dataset for 

the Newfoundland and Labrador region of Canada. 
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5.1 SUMMARY OF FINDINGS 

 

This thesis aimed at answering four research questions mentioned in the 

introduction. The first question was: "What are the practical and theoretical bases 

for encouraging different types of methods in conservation planning, and on what  

grounds do multi-criteria methods deserve exploration in spatial planning?" To 

answer this question, we presented in Chapter 2 a review of existing methods in 

conservation planning, highlighting methods, strengths and weaknesses in 

practice and in theory.  

First, the review emphasized the multi-dimensionality (i.e. biological, 

socioeconomic, governance) of conservation. While several methods can be used 

to represent and measure these multiple dimensions, no single method is capable 

of combining them into a meaningful single measure. This fact is not trivial as it 

has resulted in different ways of setting goals for identifying protected areas. 

These measurements can be categorized into two groups as identified in the 

review, namely, the objective, rule-based, scientific approach and the subjective, 

value-laden, social-based approach. 

 Second, we anchored in a theoretical perspective of bounded rationality, 

because decision-makers will not find all possible solutions. Another related 

theory is associated with the dilemmas of conservation planning which asserts 

that pinpointing "the problem" is difficult and which, in turn, results in a planning 
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dilemma of identifying which method is most suitable to address the problem. 

The need to understand conservation losses and gains in spatial planning, 

especially with increasing evidence that losses are expected in order to achieve 

conservation gains, led to the necessity to explore a multi-criteria method. 

Finally, this chapter illustrated the importance of making tradeoffs and hard 

decisions (HDs) explicit, and argued for novel thinking in conservation planning. 

Chapter 3 presented the datasets and data processing methods. Two of the 

challenges associated with adding socioeconomic interests in planning include 

the increasing need for data and the technical expertise to process large datasets. 

Subsequently, the study asked three related research sub-questions with special 

focus on making socioeconomic interests explicit. The first sub-question was: "Is 

it possible to identify competing groups from the available datasets?" To help 

answer it, spatial datasets of biological and socioeconomic activities for the study 

area were compiled and analyzed to identify competing interests, all of which 

were reported in Chapter 4.  This data compilation exercise resulted in one of the 

most comprehensive marine use datasets for the study area. A second sub-

question was: "Can the detailed data on fishing activities help assess competing 

socioeconomic interests?" The fishing dataset provided detailed records, allowing 

this study to examine potential competing interests within the fishing sector. 

Third, to derive meaningful spatially explicit information, this study asked the 

sub-question: "What are alternative methods for generating spatial 

socioeconomic criteria and biological data in marine spatial conservation 
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planning?" This question became necessary because there are limited methods to 

process the variety of attributes needed for the study. Hence, several new 

methods were introduced and presented in Chapter 3, including methods for 

generating attributes for regional rare and endemic species, gear conflict, fishing 

gear impact, distribution of different groups of fishers, fishing business, and 

fishing employment. 

Finally, in Chapter 4, this study developed the STF-OWA to help answer the 

research question: "How can tradeoffs among socioeconomic competing interests 

be integrated systematically and as explicitly as the biological competing 

interests?" The hierarchical arrangement of the 25 attributes shown in Figure 4.2 

was the first step towards integrating structurally and quantitatively 

socioeconomic attributes with biological ones. Through the use of the STF-OWA 

method, this study investigated several additional questions. First: "Will the STF-

OWA allow for making various levels of tradeoffs and HDs spatially explicit?" This 

study demonstrated seven conservation scenarios, five of which show five levels of 

tradeoffs and two scenarios that show lack of tradeoffs. From these seven 

scenarios, the use of the STF-OWA demonstrated how the relative toughness of 

conservation decisions can be made spatially explicit through three main decision-

makers’ attitudes, namely: accepting risk against biodiversity loss, accepting risks 

against socioeconomic loss, or the attitude that seeks to balance these risks.  

The second question was: "Will the STF-OWA allow for constraining and 

comparing regions of interest (ROIs) using a conservation scenario?" In real-world 
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planning, not all planning units (PUs) that may be identified in the solution set can 

be immediately implemented. This is important from the standpoint of prioritizing 

groups of adjacent PUs within a scenario. Since all PUs were scored between 0 and 

1, groups of PUs or potential ROIs were queried and analyzed separately. This was 

made possible through the individual ID attached to each PU. Isolating these ROIs 

allowed comparison of their relative cost-effectiveness, and this can be used as a 

basis for prioritizing groups of PUs within the solution set. 

The third question was: "Will the STF-OWA allow for visualizing 

stakeholders’ priorities concerning competing interests?" The study showed that 

the STF-OWA helps to visualize stakeholders’ priorities. As an example, we plotted 

and compared the scores for the six individual fishing attributes against the 

suitability and biodiversity gain scores for the four ROIs. Visualizing these three 

measurements for the ROIs simultaneously allowed this study to see how 

priorities, through universal weights, can be of importance concerning the 

suitability of PUs for conservation. For instance, a change in priority from fishing 

revenue to non-fishing revenues would also involve switching priority sites, due to 

the dissimilar spatial patterns between the monetary and non-monetary fishing 

attributes.  

It should be noted that areas of the SW Grand Banks at depths between 800 

and 2000 m were designated in 2007 through the Northwest Atlantic Fisheries 

Organization or NAFO’s effort toward coral protection closure. Unfortunately, 

these depth limits do not afford protection to the rocky habitat that supports the 
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gorgonian corals (Gilkinson & Edinger 2009).  This thesis, by visualizing the six 

individual fishing attributes along with biodiversity gain, demonstrated evidence 

that the SW Grand Banks, shallower than 800 meters, is in fact high in biodiversity 

but poses significant adverse impacts to the fishing sector. Among the four 

conservation sites compared, SW Grand Banks has the highest number of fisher 

groups, a range of business interests, provides the highest employment, and is 

fairly accessible to different fisher groups, although it provides relatively low 

fishing revenues. The diversity of stakeholders and economic activities increases 

the risks of conflict in the area if it were to be closed for protection purposes. 

Finally, this study answered the question: "Will the STF-OWA make the 

competing socioeconomic groups aware of impacts?" According to Adams et al. 

(2010), the success of MPAs is influenced by its integration of socioeconomic 

groups. Therefore, this study included an analysis of three potentially major 

competing socioeconomic groups, namely, marine transportation, oil and gas, and 

fishing. The STF-OWA shows that with a target of 20% or less of the area, the marine 

transportation and oil and gas sectors may not significantly compete with MPAs. 

The fishing sector, however, due to its widespread presence in the study 

region, is likely to compete severely with an MPA target beyond 5% of the study 

area. Close examination was required to look at potentially competing groups within 

the fishing sector. Based on fishing revenue (landed values of fisheries) and FG-

Richness (richness distribution of fisher groups), two competing groups stood out. 

In the NL bioregion, the attribute for fishing revenue shows areas relevant to the 
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large-scale fishing industry, while the non-monetary fishing attributes show areas 

important to small- and medium-scale fisheries. These two attributes imply that the 

priority given to them by stakeholders will have a clear impact on who is going to 

lose or win. This finding agrees with an ethical discourse suggesting that most 

difficult decisions, such as conservation policy, tend to be value-laden (Nutt 2002, 

Schmid 2002, Kooiman & Jentoft 2005). 

5.2 TRADEOFFS AS VIEWED IN THE STF-OWA 

DECISION-SUPPORT METHOD 

The proposed STF-OWA decision-support method is based on the concept of 

tradeoffs where losses and gains are weighed. By "weighing", this thesis means 

viewing loss and gain as deviation from the current wealth, as previously defined by 

Kahneman and Tversky (1979).  

Viewing tradeoff through loss and gain has two relevant meanings in PA 

planning. First, Kahneman and Tversky (1979) suggested that stakeholders are 

expected to react more strongly to a loss than a gain. Lackey (2006) confirms this in 

one of his policy axioms that "potential losers are usually more assertive and vocal 

than potential winners are." This axiom leads to the next relevant meaning: that loss 

should be carefully treated, and should be viewed with equal importance if not more 

importance than gain. Thus, the STF-OWA can view the importance of tradeoffs not 

only among biological interests but also among socioeconomic interests. By doing 
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so, STF-OWA does not intend to provide procedures that could implement existing 

SCP concept such as efficiency, adequacy, and complementarity. Instead, STF-OWA 

explored the relative toughness of conservation decisions discussed in this thesis 

under the concept of hard decisions (HDs). 

Figure 5.1 summarizes how tradeoff is situated in the STF-OWA method. 

There are at least three dimensions that interact with one another concerning MPA 

tradeoffs. These include multiple interests and interest groups, stakeholder value-

laden priorities, and geographical space. In MPA planning, both multiple interests 

and groups of stakeholders are involved (Brown et al. 2001, Oracion et al. 2005, 

Adams et al. 2010, Gleason et al. 2010). Stakeholders include conservation groups 

and different socioeconomic groups whose interests lean toward exploitation of 

resources (e.g. industry such as oil and gas, fishers). Subsequently, these multiple 

interests and groups require a planning method that accommodates multi-

dimensional criteria (Gillman et al. 2011, Thorpe et al. 2011), and simultaneously 

identifies different groups of stakeholders (Naidoo et al. 2006, Adams et al. 2010). 

The STF-OWA addresses these multiple interests by representing them with 

spatially explicit attributes based on the available datasets. 
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Figure 5.1 Multi-dimensional aspects of conservation tradeoffs as viewed in STF -
OWA. The arrows show the relationships between dimensions . 

 

 

When the multiple interests are not achievable simultaneously, prioritization is 

necessary, and agreements on priorities may not be possible without human value-

laden priorities (Soulé 1985, Shafer 1987, Marris 2007, Wilhere 2007). Eliciting 

conservation priorities can be achieved through several means. This study used 

several methods such as direct weighting, analytic hierarchy process (AHP), 

consensus, and group discussions.  The STF-OWA uses two types of weights, namely 

universal weights and ordered weights, to express conservation priorities. Universal 

weights are weights of importance that stakeholders can assign to each criterion. 

The ordered weights can identify various levels of tradeoffs among and between the 

weighted criteria in a spatially explicit manner. Finally, the multiple interests and 



 

268 
 

various interest groups usually interact and compete in a similar geographical 

space, making PA planning inherently spatial (Norse 2005, Jones 2006, Bess & 

Rallapudi 2007, Crowder & Norse 2008, Halpern et al. 2010). The STF-OWA builds 

on spatial analysis using GIS -based data. Spatial analyses explored in this study 

include identifying the regions of interest (ROIs) and percent area targets in a 

solution scenario. Also analyzed spatially are the units of gain and loss as well as the 

cost-effectiveness of solution scenarios, percent area targets, and ROIs. These space-

based analyses are some of the unexplored capabilities of combining OWA and the 

concept of goal hierarchy for marine conservation assessment. 

Finally, it is important to note how the STF-OWA treats the interaction 

between the three dimensions. It provides a window of opportunity for 

stakeholders to discuss a set of priorities for any type of participative (Fisher & Ury 

1981, Salm et al. 2000, Pomeroy et al. 2005) or multi-disciplinary type of decision-

making or planning (Degnbol et al. 2006). 

5.3 RESEARCH CONTRIBUTIONS AND HIGHLIGHTS  

A major strength of the STF-OWA is that it accommodates alternative means 

of setting priorities, similar to the argumentative process (Rittel & Webber 1973), 

principled negotiation (Fisher & Ury 1981), and any form of open discussion (Hirsch 

et al. 2010) that includes context-dependent priorities and preferences. Embracing 

this type of process opens conservation planning to a less familiar territory of 
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dealing with limits and HDs as a way to achieve conservation goals. With regards to 

this novel thinking in planning, the following section will highlight the major 

contributions of this research for spatial conservation planning. 

 

 Conservation planning methods need to be more diversified. 

The mainstream conservation planning research, over the last three decades, 

has largely focused on methods that are optimal, objective, and rule-based. These 

methods are powerful at identifying areas that achieve biological objectives in a 

solution set, but they do not pay similar attention to the diversity of socioeconomic 

objectives, resulting in rare implementations of those optimal sets of solutions. In 

their place, other methods that can better capture the diversity of socioeconomic 

objectives, such as expert-driven processes, are often used to help reach consensus 

amongst stakeholders. These, however, lack rigor to meet conservation objectives, 

and may not support the creation of effective networks of protected areas. Other 

approaches, such as the multi-criteria method, attempt to better balance biological 

with socioeconomic objectives, offering compromises between biological benefit 

and socioeconomic loss, and losses and gains between socioeconomic sectors.  

Unfortunately, there is no single method that addresses all positive 

advantages associated with each of these methods. This problem is expected, as 

suggested in this thesis, due to the competing dimensions of protected areas (PAs), 

the "wickedness" of the PA problem, and the lack of ability of decision-makers and 

planners to identify all possible solutions to the PA problem (see Section 2.5 for 
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related discussions). Consequently, recognizing the strengths and weaknesses of 

various approaches may provide a positive avenue to dealing with these limitations. 

 

 Integrating finer details about socioeconomic losses and biological gains in the 

decision-support method helps to make conservation tradeoffs and HDs more explicit. 

Conservation models based on biological/ecological optimization alone are 

effective tools to identify the best places to protect. With the integration of a single 

socioeconomic constraint to generate optimal areas, conservation models provide 

interesting tradeoff results important for planning purposes. Still, emerging 

research suggests that it would be more desirable to consider a variety of 

socioeconomic constraints, particularly when difficult questions, such as 

"conservation for whom?", are raised or when tradeoffs or HDs need to be identified 

among socioeconomic groups. This study shows that conservation tradeoffs and 

HDs can be made explicit when various types of socioeconomic losses are integrated 

in the decision-support method. The model shows that the amount of gain depends 

not only on the amount of loss but also the type of loss upon which everyone can 

agree, which is a more realistic picture of the planning process on the ground  -- 

especially with increasing spatial conflict between conservation gains and losses.  

 

 Balancing losses and gains in favor of conservation is likely about making HDs 

rather than about making win-win decisions.  
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Positive impacts of conservation planning decisions for all stakeholders are 

ideal. For this reason, conservation projects have promoted a win-win perspective 

for getting support from funders, communities, and other stakeholders. To date, 

however, real win-win situations are rare. This study provides empirical evidence 

that often minimal success can be expected, resulting from an increasing spatial 

conflict between conservation losses and gains. The study, however, also showed 

that some areas can achieve high conservation gain while keeping a minimum 

adverse impact on socioeconomic activities; but everyone may not win. Unlike the 

traditional win-win, the study shows that higher conservation gain is possible when 

HDs -- where certain interests will have to be sacrificed, possibly to a significant 

extent -- are consciously made. This finding is not trivial, as it reinforces the breadth 

of limits that can determine the achievability of goals (Calabresi 1991). Put another 

way, a tower builder would typically think of more than one limiting factor, such as 

available time, materials, expertise, technology, finances, and physical environment. 

 

 Tradeoff as a form of exchange alone can fail to make HDs spatially explicit in 

SCP models. 

Holland (2002, p 17) argues against the notion that “all choice is basically a 

form of exchange.” When an exchange is made, it is expected that the best deal is 

chosen and there is hardly any ground for anguish or other deeply felt concerns. For 

this reason, Holland (2002, p 25) states that a tradeoff model “fails utterly to explain 

the toughness of tough decisions.”  
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This study provides empirical evidence supporting Holland’s argument. 

When exchange between objectives was not allowed, through the no-tradeoff rule, 

the STF-OWA scenarios demonstrated two types of tough conservation decisions: 

namely, tough decisions for and against biodiversity protection, and tough decisions 

for and against protecting socioeconomic activities. More importantly, when no-

tradeoff scenarios were compared with tradeoff scenarios, the STF-OWA scenarios 

show the relative toughness of conservation decisions. As proposed in Chapter 2, 

making tradeoffs and HDs is important in conservation planning. It may require new 

questions and strategies. A decision-maker and planner who recognizes an HD is 

likely to build a cushion against potential shocks, but when he sees tradeoffs he 

might simply expect everyone to agree at some point. The latter can disregard the 

value-based dilemmas that often result from HDs (Nutt 2002, Schmid 2002). 

5.4 LIMITATIONS 

The STF-OWA, like any method, has strengths and limitations.  The workshop 

participants found the method used by the OWA hard to understand. In particular, 

some found it difficult to comprehend the multiple levels of priority in the form of 

weights that the model requires. One reason for this is the lack of interaction of 

workshop participants with the tool itself. During the workshop, participants did 

not get a chance to explore different sets of priority weights that could have helped 

them understand how such weights can be translated into conservation scenarios. 
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The current design of the tool used in the study did not allow such an automated 

process.  However doing that would make the STF-OWA much more useful in 

planning processes. Also, stakeholders’ preferences are expected to be 

representative of all interest groups. In this study, while representatives of all 

interest groups were invited, representatives of the fishing industry were not able 

to attend the workshop. A different set of weights can be expected from a different 

group of stakeholders, resulting in a different spatial configuration of suitable 

conservation areas. 

From a scientific perspective, one limitation associated with this type of 

method is the inherent subjectivity of the process. Objectivity and rigorously 

defined scientific principles such as complementarity and efficiency are hard to 

track and integrate with the method. Finally, accommodating stakeholders’ 

priorities, in terms of social values, assumes that stakeholders are well informed 

about their preferences regarding the available options (Mitchell & Carson 1989, 

Theobald et al. 2009), or that they have developed their preferences based on 

certain choice heuristics rules (Tversky & Kahneman 1974). In the real world of 

planning, preferences are surrounded by inconsistencies and thus, identifying them 

presents dilemmas or potential conflicts (Rittel & Webber 1972, March 1994).   

From a theoretical viewpoint, providing evidence that HDs exist requires 

embracing tougher questions in PA planning. For instance, challenging questions 

can arise when some groups of stakeholders perceive that they are required to 

sacrifice more than others.  Such questions include: "who should win or lose?", 
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"what criteria are useful in identifying potential winners and losers?", "how should 

losers and winners be engaged in the planning process?", or "is there a way to 

identify and regulate conservation benefits in order to compensate those who have 

lost more?" Considering these questions in modern planning will require broader – 

or perhaps new -- directions in terms of research and policy-making. 

Planning without due consideration of the consequences of HDs can make 

the MPA more vulnerable to contestation and rejection; this could easily 

compromise the long-term goals of PAs (Fiske 1992, Singleton 2009). These issues 

raise the question, however, as to whether considering the consequences of HDs 

would necessarily lead to social acceptance of an MPA plan. While there may be no 

easy answer to this question, embracing the tough consequences of HDs would 

certainly mean taking into account difficult realities at the planning table. For this 

reason, on a philosophical basis, embracing HDs is not the solution per se. Perhaps it 

is reasonable to consider this notion as one of planners’ attempts to understand 

complex realities, as opposed to the mainstream approach of simplification (Rittel & 

Webber 1973).  

While the notion of HDs reflects complex realities, it might also require a 

fundamental principle in order to be effective. According to Connor (2002), when 

everyone cannot possibly win, the principle of co-existence or self-sacrifice is 

important, where stakeholders accept that they may not end up with a big portion of 

what they currently enjoy. Also, the concept of HDs may require fundamental values 

such as openness to agreement and mutual gain among stakeholders. Interestingly, 
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these principles and values would have to be equally a limitation of the HD concept, 

as they entail a less straightforward planning method than quantitative operations.  

5.5 FUTURE OPPORTUNITIES  

Findings from testing the STF-OWA decision-support method show that this 

method offers a new perspective in investigating the role of tradeoffs and HDs in PA 

planning. This method was able to illustrate the nature of HDs and to show that 

quantifying them is possible to some extent. One of the immediate directions of the 

STF-OWA method is its application into a visualization and decision-support tool, a 

platform that would require significant development and was beyond the scope of 

this thesis. The conservation scenarios, quantitative analyses, and visualizations in 

this study could be made readily understandable if implemented into an interactive 

tool where stakeholders could explore different sets of conservation priorities. 

Offering a software tool could also help simplify the concepts that come with the 

method, a point raised by workshop participants. 

 The STF-OWA is not specifically designed to meet the CAR 

(comprehensiveness, adequacy, and representativeness) principles to which a 

systematic type of planning often operates. Future work can look into combining 

these principles along with the concept of hard decisions. For example, it is worth 

investigating the possibility of combining the strength of Marxan and STF-OWA into 

a single decision-support tool. Sensitivity analyses could also be conducted with 
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STF-OWA to explore how the approach behaves with different input data and 

weights. This technique could help stakeholders understand the impact of various 

sets of conservation priorities about the spatial configuration of conservation areas. 

Another potential future of the STF-OWA is the addition of another layer of 

information where the seven scenarios can be implemented into a single scenario. 

Combining all seven sets of scenarios into one scenario is an interesting concept 

supported by the OWA method. Dubbed "spatial OWA," this concept was initially 

discussed in urban planning, and Makropoulos & Butler (2006) proposed that with a 

third index layer, it might be possible to combine the seven scenarios into one 

comprehensive scenario. However, there is currently no developed GIS-based OWA 

system and tool, nor any other form of technique that integrates this third index 

layer. Based on our proposed STF-OWA decision-support method, an integration of 

relational or conditional parameters by considering simultaneously the type, score, 

and weights of criteria in each planning unit could be another way to generate a 

single solution. This alternative approach is conceptually simple and can easily be 

facilitated in participatory-based planning. However, testing this approach would 

require developing a decision-support tool, and this study considered it outside the 

research goals. It can also be useful in determining thresholds of biological or 

socioeconomic scores that can be used as technical aids to facilitate a principled 

negotiation process as suggested by Fisher and Ury (1981).  

This study used the best available data. It is important to note, however, that 

some datasets have inherent limits, and some of them could be difficult to address. 
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Nevertheless, they needed to be recognized and could be of interest for future 

research in understanding the impacts of these limitations that are beyond the 

scope of this study:: (1) for MSS, seabird and logbook, each data point represents 

only the start location of a survey trip, ignoring the heading and distance of data 

collection in which a sample is recorded;; (2) the accuracy of fishing vessel trip 

information depends on whether the information was recorded truthfully by  

fishers; (3) the quantitative representation of dynamic fishing activities cannot be 

represented fully in a static model; (4) not all relevant decision criteria were 

represented in the analyses, due to data unavailability at the time of data collation; 

and (5) some criteria are temporally or spatially more comprehensive than others. 

Hence, a confidence map, which provides a more systematic grade of consistency 

and quality of disparate datasets, is another layer that deserves attention in future 

testing of the method. 

Finally, Chapter 3 discusses how each GIS-based map was generated so that 

readers can get an understanding of some of the caveats associated with each 

attribute. Often, addressing data limitations typically requires a significant amount 

of time, hence was considered to be outside the scope of this study. Some of these 

limitations include the following. First, criteria maps are calculated based on 

averages or sums of available data, which ignores temporal or seasonal variability. 

Second, while this study was able to show the relative densities of oil and gas 

activities in the study area, this spatial analysis is not sufficient to identify priority 

areas with respect to oil spill risks in the region. Third, it should be noted that the 
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groundfish richness, biomass, and evenness did not include invertebrates, as the 

latter were mapped separately. Integrating the invertebrates into these measures 

should be explored in future mapping efforts. Fourth, while standardization of 

datasets allowed mathematical combination of attributes that were initially 

measured in different units, it requires further research and understanding. 

5.6 RECOMMENDATIONS FOR MPA PLANNING 

 Transparency, a fundamental view of good governance, requires that choices 

are made explicit and available for negotiation. To make a policy decision 

transparent, this study recommends a planning process to provide equivalent effort 

in understanding the two sides of tradeoff (i.e. loss and gain). By making 

conservation losses and gains explicit, this study shows that it is possible to explore 

a range of policy decisions (i.e. easy to hard), offering alternatives to decision-

makers and a better understanding of how changes in values can impact decision 

objectives. This type of information is imperative in a democratic setting, to make 

governing efforts transparent.  

 Monetary losses are important considerations in planning; however, taking 

into account non-monetary losses is also critical. Considering various sets of 

information within a fishing dataset, we can conclude that fishing is not all about 

monetary gain. In fact, this thesis shows that the financial aspect of fishing could be 

less important than the non-monetary dimension of fisheries. The fishing dataset, as 
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demonstrated in this study, can provide information as to how non-monetary losses 

associated with fishing could affect small- to medium-scale fisheries and possibly 

the viability of small coastal communities bordering the central and southern region 

of the study area. In the NL bioregion, this is an interesting political perspective that 

needs further investigation. 

Evidence-based decision-making typically requires data, and the STF-OWA 

method is expected to perform better with richer data. It is important to note that 

this study used Newfoundland and Labrador that has relatively rich data, however, 

our findings shows that the available data are still limited in understanding the 

ocean environment. Regarding the limitations associated with the availability of 

data and the inherent limits associated with available data, we recommend planners 

to discuss the limits and utility of existing datasets with stakeholders. This action 

would help stakeholders understand the limits of data and modeling techniques and 

hopefully help them come up with an agreeable and attainable set of data and 

information to inform their decisions. 

In terms of processing and representing information, this thesis recommends 

the following. First, for future research, different sizes for planning units and 

tessellations could be explored. Second, this study looked primarily at the spatial 

component of biodiversity gains and socioeconomic costs. Adding the temporal 

dimension into this type of research is likely to provide an additional perspective to 

informing conservation decisions. For example, this study looked at the spatial 

component of the overlap between fix gears (i.e. gear conflict layer). It is possible 
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that these gears may occur at the same place, but could occur at a different time. 

Third, we recommend investigating the different groupings of attributes as STF-

OWA has the flexibility to do so. For example, this case study looked at the attributes 

for fishing and other marine uses as two separate groups. Other ways of clustering 

the attributes are also possible that may offer additional information. Fourth, the 

attributes presented here,, such as fishing revenue, are one of the potential 

calculations relevant to representing landed catch. Hence, this study recommends 

representing attributes in ways appropriate to the spatial planning goals and 

context. Finally, the results of the STF-OWA analysis for the case study show 

different regions of interests, potentially different, that can be further researched 

following the concept of representation. 

 Finally, from a research perspective, this study recommends examinations of 

how HDs can be approached in planning, particularly to understand their practical 

strengths and limitations. Applying the HD concept might also require use of new 

research questions such as those indicated in Section 5.4.  It might also require 

broad understanding of the role of social justice and equitability in the MPA 

planning process. While this concept is discussed less often in conservation planning 

(Vatn 2002), it is embedded in the equitable management of resources promoted in 

the global biodiversity goal specified in Aichi Target 11. 
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Appendix 1 

OWA Calculation at PU level 

 

Notes: PUs are identified on the upper right corner, using letters A-D. Each PU contains a corresponding score for each of the three 

given criteria j (i.e. seabirds, groundfish, and corals).  The ordered weight is given as a set of numbers for each scenario (e.g. "Few": 
0.90, 0.06, 0.04). See Equation 4.4 and Equation 4.5 for calculating the ordered weights and additional details in Meng et al. 2011 p 53. 
The OWA score for each PU is indicated by a decimal number (e.g. 0.46 for PUB of "Few" scenario).  
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Appendix 2 

Categorization of Data 

 

 Three Categories of spatial criteria as obtained from Geographic Data 
Criteria 

(Objective) 
Criteria 

(Sub-objective) 

Description 

Biological 
Diversity 

Seabirds, Groundfish, 
Corals, Sponges, 
Exploited 
invertebrates 

Include measures of diversity (i.e. richness, 
evenness) and abundance (i.e. density or 
biomass) of the 5 marine taxa including 
groundfish rare species and species with 
different level of endangerment.  

Adverse 
Impacts on 
Fishing 
Activities 

Landed catch (amount 
and value), fishing 
business distribution, 
employment, diversity 
and equality of fishers 
within fisher groups 

Fishing benefits denote foregone benefits such 
as: number of crew per boat (proxy for 
employment), distribution of different fisher 
groups in planning units (measured in terms of 
richness and evenness), distribution of fishing 
licenses (proxy for fishing business), aggregate  
landed catch (measured in monetary value, $ 
and weight, kg). 

Impacts on 
other marine 
uses 

Oil and gas, gear 
conflict, marine traffic, 
gear impact 

Other marine uses represent other important 
activities: density of oil and gas activities, 
marine traffic, and gear impacts. Also, gear 
conflict based on effort overlap. 
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Appendix 3 

Workshop Protocol 

 

 

GIS-based STF-OWA approach to conservation planning using Newfoundland and 
Labrador data 

November 29, 2012 

Venue: SN 2000 at 9-2PM 

 

I. Background and context 

Expanding the coverage of marine protected areas continues to be a global 

goal in order to reach the 10% target recommended by the Convention on 

Biological Diversity (CBD) and the 20-30% target set by the 5th IUCN World 

Parks Congress. The Government of Canada has made an important commitment 

to identify and implement networks of marine protected areas by 2020. In 

response, Canada has been moving forward toward achieving its commitment by 

identifying ecologically and biologically significant areas (EBSAs) and by 

identifying and establishing MPAs. In the province of Newfoundland and 

Labrador, there are two MPAs that have already been identified and established. 

In addition, there have been past and recent efforts in the province to identify 

EBSAS which are expected to help in the regional planning process toward 

identifying network of marine protected areas (MPA).  

 

While there are tools and approaches that are already available in order to 

identify marine protected areas, it is clear from current literature and practice 

that there is still a lot of room for exploring a regional planning approach. In 

particular, there is a need to develop participatory approaches that provide 

explicit tradeoffs. As conservation planning is a great challenge that requires 

concerted efforts and contributions from various interest groups, balancing 

these multiple interests plays a critical role in coming up with an agreeable 

conservation tradeoff decision. Hence, our study embarks on a participatory 

planning approach that uses multi-criteria analysis and geographic information 

system (GIS). This tandem of quantitative techniques and spatial tool provides 
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an avenue to represent multiple interests of stakeholders and to carry out 

explicit tradeoff analysis. It is hoped that this study will offer additional 

perspective in conservation planning approach. 

 

Multi-criteria decision analysis (MCDA) is a family of techniques that offers 
decision makers with several methods to evaluate areas of interest. MCDA has 
been used in fields such as urban planning (Joerin et al. 2009), land-based 
conservation (Strager & Rosenberg 2006), and environmental management 
(Linkov et al. 2006). So far, one of the common MCDA techniques used in 
conservation planning is weighted linear combination (WLC).  It is based on a 
concept of weighted average where decision makers can allocate weights or 
"relative importance" to each decision criteria. There are three weaknesses 
associated with WLC, such as the following: (1) it does not offer real threshold 
that determine areas that should be included and excluded in decision-making; 
(2) contrary to the common expectation, WLC and other popular GIS overlay 
methods  (e.g. Boolean, such as the logical AND and logical OR) do not yield 
similar results; and (3) WLC requires standardization of attributes that is 
typically based on simple linear transformation where up to this date, the 
rationality of this method lacks clarity. Hence, an OWA technique using fuzzy 
measures has been proposed in order to address these limitations (Jiang and 
Eastman 2000). It is explained that in using OWA, the continuity and uncertainty 
associated to the degree of membership of criteria in the decision set become 
explicit, which in turn provides strong logic for standardizing attributes (Jiang 
and Eastman 2000). Illustration is provided in the following section in order to 
explain the OWA concept using set problem. 

 

II. Order weighted averaging (OWA) 

OWA is relatively new and has not been applied in marine conservation and 
spatial planning. Theoretically OWA allows for explicit tradeoffs between 
various decision criteria, as well as offering decision-makers options to vary and 
control levels of tradeoffs. Hence, it can also generate alternatives based on WLC 
calculation. For these reasons, the utility of this technique in marine 
conservation planning, which accommodates data-driven approaches and 
incorporates stakeholder judgments, is worth exploring.   

The following tables provide a simple comparison between OWA and WLC 
calculation, following three types of datasets, referred to here as "attributes." In 
a common MCDA technique, WLC is calculated by directly multiplying the value 
of each attribute (A) by the assigned weight (W) (Table 1). WLC total is the sum 
of A*W. Note that sum of W equals 1. In OWA, there are two types of weights that 
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need to be determined such as the universal weight and the OWA set of weights, 
called order weights. In order to calculate OWA two things must be carried out. 
First, the attribute scores must be re-arranged from highest to lowest. In annex 
1, this re-arrangement of attributes must be done in each block or planning unit 
(PU) of the study area. Second, seven sets of order weights need to be calculated. 
In Table 2, the order weights are already provided, in red text. OWA is calculated 
by getting the sum of the products of order weights and rearranged attribute 
scores. In Table 2, there are three sets of order weights provided such as "All," 
"Half, "and "At Least One or ALO." The OWA score varies with the given set of 
order weights. Table 2, explains the calculation. Annex 1 provides more detail as 
to how OWA can be calculated to determine the score of each  

 

 

 

In Table 1, we can see that the WLC total is the same as the OWA value under 
sets of order weights called "Half." This illustrates that OWA can also generate 
calculation based on WLC calculation. In the following illustration, the OWA concept 
is explained like a set problem. It will be noted that the "set of order weights" in the 
following illustration and in table 2 is labeled with certain language quantifier, such 
as "All," "Half," and "ALO." These language quantifiers provide guidance in 
understanding the degree of membership of attributes in the decision set or 
planning unit score. For example, we can think of "All" as, "all criteria or attributes is 
met in the decision set or planning unit score”, and for “at least one" as "at least one 
of the criteria or attributes is met." 
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ILLUSTRATION 

The following illustrates the OWA concept using two attributes. Each of the 
attributes is represented by circle. The area outlined in green represents the 
membership of each circle in the decision set. In this illustration, consider three set 
of order weights namely, "All," "Half," and "ALO." 

 

 

 

 

 

 

 

 

 

Note: The size of the circle represents the value (or score of an attribute). The tradeoff score 
is represented by green shade. 

 

These sets of ordered weight can be identified in a continuum from "All" to "At 
least one," with "Half" in the middle point. For the purpose of this workshop, seven 
sets will be considered as per below. The language quantifiers, "All" to "Half," 
represent the continuum of extreme restrictiveness to neutrality while the linguistic 
terms, "Most" and "Many" represent very restrictive and restrictive strategy. On the 
other hand, the language quantifier "Half" to "ALO," represent the continuum of 
neutrality to extreme unrestrictiveness. Thus the linguistic terms, "Some" and "Few" 
represent unrestrictive and very unrestrictive strategy.   

Takes value common to both 
attributes. In this situation, the 
decision set takes the lowest 
value between the attributes. In 
this case, the decision maker is 
not willing to tradeoff the 
lowest score. Thus, it represents 
a very restrictive strategy 
where decision maker wants 
the minimum score in the 
decision set.  Language 
quantifier:  ALL 

Take half of the values from each 
attribute. In this situation, the 
decision set takes values equally 
from each attributes. In this case, 
the decision maker wants a equal 
tradeoff between attributes. 
Thus, it represents a neutral 
strategy where decision maker is 
indifferent. Language quantifier:  
HALF 

 

Union of two attributes. In this union, 
the decision set takes whatever is the 
highest value between the attributes. 
In this case, the decision maker is not 
willing to tradeoff the highest score. 
Thus, it represents an extremely 
unrestrictive strategy where decision 
maker wants the maximum score in 
the decision set. 

Language quantifier: ALO 
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Essentially, OWA offers more options to vary levels of tradeoffs between criteria 
as datasets are aggregated into composite maps. In comparison to WLC, decision 
makers are given only one option in aggregating data and that is to do a full tradeoff 
between criteria. OWA on the other hand allows for other levels of tradeoffs such as 
"Most", "Many", "Some", and "Few". The workshop participants will explore the 
utility of this weighting flexibility of MCDA-OWA. For example, do we apply "Few," 
"Many" or "Some" in aggregating various attributes (density, richness, status and 
evenness) in order to generate a composite seabird map? 

 

III. Workshop purpose 

 As part of the exploration of this MCDA-OWA system, we employ existing data 
from the eastern marine region of Newfoundland and Labrador as a test area (see 
Figure 2 below). The main objective of the workshop is to obtain your feedback 
about the applicability and the user-friendliness of MCDA-OWA in conservation 
planning, particularly, in making conservation tradeoffs explicit to the decision-
maker. 

 

IV. Testing of MCDA-OWA 
 

In order to test the utility of MCDA-OWA, various sets of data have been 
compiled to represent three key decision criteria in conservation planning, i.e. 
biodiversity, socioeconomic benefits and other issues/uses.  A total of 26 GIS 
information layers have been generated, with the following subtotals: 16, 7, and 3 
for biological, socioeconomic and other uses/issues respectively. Each of these GIS 
information layer was calculated for each block (20x20 km) or planning units to 
subdivide the test area, Newfoundland and Labrador marine region. Biological 
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diversity information was represented by diversity indices such as density using 
biomass or count, richness and evenness of several marine taxa. Socioeconomic 
information was represented by major human uses in the province. These include 
activities related to oil and gas and fishing industries that were acquired through 
Canada-Newfoundland and Labrador Offshore Petroleum Board (C-NLOPB) and 
DFO logbook, respectively.  Oil and gas information layer was represented by 
several activities such as exploration, production, and significant discovery licenses. 
Fishing information was represented using the dollar value and biomass based on 
landed catch records. In addition, 21 fisher groups were identified by combining 
major fisheries and boat length. Based on these 21 fisher groups, social justice 
(number of fisher groups per planning unit) and social equity (equality or 
distribution of fishers among fishers groups per planning unit) were calculated. 
Please refer to Annex 2 for further description of the datasets generated for this test 
run. 

  As for other marine uses/issues, three information layers were generated 
such as commercial transportation (density of commercial vessel tracks), gear 
impacts (density based on severity ranking of fishing gear impacts on ecosystem) 
and gear conflicts (spatial overlap between fix and mobile gears).  Table 3 shows the 
list of attributes for each of the three decision criteria discussed above while Figure 
1 shows the structure on how data will be aggregated based on the proposed spatial 
tier framework.  
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1.  Spatial Tier Framework (STF), universal weight and order weights. 

Figure 1 shows the STF, a structure where spatial data can be systematically 
organized, in a hierarchical manner, and MCDA-OWA can be implemented in a step-
wise fashion. It is hope that with this framework, the tradeoff between competing 
objectives of conservation planning can be made more spatially explicit to the 
participants. STF has four columns referred to as attributes (tier 3), sub-objectives 
(tier 2), objectives (tier 1) and goal tier. First column is the list of attributes which 
can be thought of as "indicators" of the items in tier 1 (e.g. richness, density and 
evenness are indicators of seabird diversity). The second column refers to 
conservation planning sub-objective (e.g. seabirds, groundfish and coral diversity 
are specific conservation planning sub-objectives that can be considered in 
achieving biological diversity, a conservation planning objective indicated in the 
third column or tier 2. Lastly, is the fourth column or tier 3, which can be considered 
as the conservation planning goal (e.g. find the most suitable areas for 
management). This goal is achieved by considering the tradeoffs between the three 
criteria (or conservation objectives) in tier 3. 

 

  Universal weight is essentially the weights assigned to each set of attributes 
(in tier 1), sub-objectives (in tier 2) and objectives (in tier 3) in order to assess the 
level of importance of each attribute or criteria. The universal weights are assigned 
and can be based on value judgments, proportional ranking and ratios. On the other 
hand, order weights are not assigned to the attributes or criteria according to 
stakeholders’ ranking but rather according to each attributes or criterion’s position 
relative to each other in the planning unit. In short, universal weights apply to 
specific attribute or criteria while order weights apply to the ranked (re-arranged 
criteria score from highest to lowest) criteria after the application of the universal 
weights. In traditional WLC, universal weights determines how criteria tradeoff 
relative to each other. However, the level of tradeoff is not adjustable and full 
tradeoff is always assumed between all criteria. In contrast, OWA provides more 
leverage as to how criteria may compensate (or tradeoff) with one another as order 
weights are maximized, minimized, or allowed to tradeoff equally. In conservation 
planning, we are testing the utility of this weighting flexibility of OWA in making 
conservation tradeoffs more explicit. In the workshop, there are seven sets of order 
weights that will be considered as a way of aggregating spatial data and making 
conservation tradeoff decisions more explicit to the decision-maker. If you have 
time, please take a look at Annex1, it illustrates and explains the seven sets of order 
weights. In the workshop, it is important that participants understood what these 
seven order weights mean. 
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2. Order of Workshop Activities 

The workshop will start with a short presentation.  It will be followed by the 
facilitation of weighting process where the workshop facilitator will seek 
participants’ inputs on universal weights and order weights of the decision criteria 
for conservation planning.  In this section, we expect the participants to explore the 
potential utility of the weighting flexibility of OWA in making conservation tradeoff 
decisions. As mentioned in previous section, there will be seven scenarios (two 
scenarios that do not allow tradeoff and four scenarios that allow different levels of 
tradeoff) that the participant will explore in each tier. We would like to know if 
these varying levels of tradeoff options help conservation tradeoffs more explicit to 
the decision makers.  

 

Finally after MDA-OWA exercise, the participants will be requested to discuss and 
evaluate the utility of MCDA-OWA in conservation planning. Figure 2 shows the 
snapshot of the workshop flow. 

 

 

Figure 2 The workshop is divided into three sections where participants (1) get familiar 
with the data, (2) discuss conservation priorities and determine them using universal and 
order weights, and (3) provide feedback. 
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Table 3 List of attributes that will be used for the test.  

Goal Tier 1 Tier 2 Tier 3 (Attributes) 

Suitable 
areas for 
conserva

tion 

Biological 
diversity 

  
Seabirds Richness 

Density using count/biomass 
Evenness 
Status 

Groundfish - all Richness 
Density using count/biomass 
Evenness 
Rarity 
Endemism 
Status 

Corals Richness 
Density  using count / biomass 
Sensitivity 

Sponges Density  using biomass 
Exploited 
invertebrates 

Shrimp 
Crab 

Fishing Aggregated 
foregone benefits 
of fishing 

Biomass 
Dollar value 

Fisher groups Evenness of fisher groups 
Richness distribution of fisher groups  

Enterprise (or 
fishing business) 
and Employment 

Individual Owners or licensee 
Number of Crew Members 

Oil and gas Density of oil and gas activities 
Other 
marine 
uses 

Gear Conflicts Effort overlap between fix and mobile 
gears (including shrimp and crab 
gears) 

Gear impacts Density of gear impact on ecosystem  
Transportation Line density of commercial vessels 
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Appendix 4 

Workshop Evaluation Questionnaire 

 

1. Do you have previous/current experience or interest in conservation 
planning? If yes, please answer below, otherwise proceed to item 2. 
(a) What was/is your role/interest ____ 
(b) Number of years of involvement ____ 

2. Have you had any experience with other tools or system in conservation 
planning? If yes, please compare it to MCDA-OWA in terms of weakness and 
strengths (use the back page). 

3. What is your level of familiarity with Newfoundland and Labrador marine 
region? Choose from a scale of 1-5 (1, least familiar and 5, very familiar) ___. 
 
Spatial Tier Framework [Yes/No] 

4. Is the spatial tier framework useful in organizing spatial data? ___  
5. Did it help you in examining your tradeoff decision? ___ 

 

Multi-criteria decision analysis using order weighted averaging 
[Yes/No] 

6. Did the seven scenario maps help you decide in making tradeoff decision? ___ 
7. Is it necessary to have a scenario map other than the moderate scenario?  ___ 

8. Is universal weighting useful in data and stakeholder-driven approach to 
planning? ___ 

9. Does it make a difference if we can choose one of the seven scenarios per 
planning unit? ___ 

 

Please choose from a scale of 1-5  

10. Is the concept of tradeoff using MCDA-OWA easy or difficult to understand?  

1 2 3 4 5  

Easy    difficult 
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11. How do you find the user-friendliness of the whole MCDA-OWA exercises?  

1  2  3  4  5  

Not Friendly       Very Friendly 

 

12. How do you find the utility of MCDA-OWA to conservation planning?   

 

1  2  3  4  5  

Not Useful       Very Useful 

 

General Comment 
_________________________________________________________________________________________ 

_________________________________________________________________________________________ 
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