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Abstract

ABSTRACT

“The field of nanoscience is predicated on the sudy of organized assemblies on the
nanoscale. Through an_ understanding of the unique properties of highly-ordered
molecular assemblies at confined dimensions, the development of new devices can be
realized. However, the challenge in the consirution of a new device involves an
understanding of the properties expressed by each of the components in the combined
collectve.

Previously synthesized grid-type complexes incorporate both metal ions and -

ligands into a ed nanoscale system. position of
the grid-type structure can vary from an array of [2x2] metal ions with 4 ligands to [SxS]
metal fons with 10 ligands. These nanostructures may be partitioned into substructures
which involve a grid-fike core of metal ions and a m-stacked ligand framework
encompassing the core. An understanding of the electronic. properties of these
nanostructures involves an understanding of the electronic properties of ach of these
subsiructures, and the collctive electronic propertes expressed through interaction of the
core with the ligands. The studies presented in this thesis focuses on the photophysical
propertes of three self-assembled [3x3] grid-ype systems which are composed of Zn(1l),

Mn(I1), and metal i y ) ligands.

Comprehensive studies on_ [Zn(Il}ZPOAP-2H)J(NOs)s are presented which
classify the excited states for the ligand framework in the grid-type complexes studied.

“The ligands in the [3x3] grid-type complex portray both discrete and emergent charge

transfer behavi i greatly influenced by spati “The ligand excited



Absiract

States are shown to exhibit intramolecular charge transfer specific to each ligand as well
as inerligand charge transfer between ligands.

Foll the ligand states, i for the metal core in

[Mn(ID)2POAP-2H)](CIO.)s and [Mn(lH):Mn(I1)s2POAP-2H)J(CION) o are presented.
Furthermore, the excited states resulting from the interaction of the metal core with the

ligand framework are classified. These states are shown 10 exhibit

range of charge
transfer behaviour which includes metal-to-metal charge transfer, ligand-to-metal charge
transfer, and metal-to-ligand charge transfer. Moreover, it is shown that the excited states
in these open-shell metal complexes retain their characteristic ligand sates which are
offset by the interaction of the metal with the ligand.

“The light-harvesting properties of [Zn(Il,(2POAP-2H),J(NOs)s were investigated
through titrations with anthracene-9-carboxylic acid. These studies were undertaken (o
examine the potential application of grid-type complexes as light-harvesting units. The
interaction of these molecules results in a supramolecular hydrogen-bonded adduct in
which electronic. excitation energy transfer is heavily involved in the excited state
relaxation process. This exciation energy transfer is shown to oceur from the anthracene.
derivative t0 a ligand charge transfer state over reltively short (~§ A) and long distances.

of up 10 50 A through the Forster mechanism.
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Chapter 1

“THE GRID-TYPE COMPLEX - SYNTHETIC STRATEGIES AND
PROPERTIES OF GRID-TYPE NANOMATERIALS™

Abstract: The research described in this thesis is predicated on classifying
and exploring the excited state properties of square [nxn] polymetallic grid-
type complexes. The structure of such complexes may be classified in terms
of two sub-structures: the multi-metallic core and the organized
framework. However, before describing the excited state and_ dynamic
s associated with each of these sub-structures, a review of the
s)mheuc methodology. the variety of molecules available, and the current
perties known for square [nxn] polytopic grid-type complexes is presented
in this chapter. In addition, the scope of this thesis is presented s it elates to
the discovery of new and unexplored ligand properties inherent to the grid-
type complex.

L1 Introduction

Any type of device may be defined as an assembly of property specific

components which cooperate to form an entity with a specific function.” At present,

follows a top-d h are crafted at

the macroscopic level and then assembled. Due to the interconnection of society and

technology, the progression of our species s undoubtedly motivated by the construction

of smaller and . For ion of such devices, be

‘manipulated into smaller and smaller pieces. As suggested by Moore’s law”, device

miniaturization is approaching a practical limit due to technological limitations in

building such *mini’-devices. Ideally, to overcome such a limit and maximize

miniaturization, one would prefer to assemble a device through Feynman's “bottom-up
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approach” where nanoscale objects assemble into nanostructures ! The motivation for

obtaining such bridging further devi

Wwith the current size limitation of the top-down approach. As in the macroscopic level

‘where individual device components combine specific acts 1o form a functional device, it

is envisioned that molecular components may combine in a similar fashion to form a

functional ice. One approach ice design involves atom-by-
atom consiruction, however, atoms are highly reactive and form covalent bonds with
neighbouring atoms.""! An alternative 1o atom-by-atom construction involves the use of
molecules as building units. This altemative is advantageous as molecules are stable units

which carry distinet properties that may be manipulated photochemically and

electrochemically."! Molecules may also assemble and connect with other molecules to
create larger units a is the case within nature where biologically important constructs are
built through the assembly of individual molecular units."

AU the heart of many biological processes lies an claborate superstructure
consisting of many molecular components bound by a variety of intermolecular
interactions such as H-bonding, ionic interactions, and 7% interactions. Such
superstructures include DNA, hemoglobin, and various. photosynthetic. components
(Figure 1.11). Stemming from nature’s approach 1o the design and assembly of
superstructures has been the fild of supramolecular chemistry where the construction of
a molecular device has been approached through the assembly of highly ordered
‘molecular units into a functional architecture. One of the pioncers of this field ~ Jehn-
Marie Lehn — has described this ficld as the chemistry of molecular association and the

intermolecular bond."” For his extensive work in this area, Jehn-Maric Lehn was awarded



Chapter 1 — The grid-type complex

the Nobel Prize in Chemistry in 1987 in conjunction with other pioncers of this field,

specifically Donald J. Cram and Charles J. Pedersen.

@

DNA Special pair dimer

Figure 111, Examples of superstructures in nature. () DNA (Ieft) where single strands.
ar edogther b Hbonds () bmogoin (nidl) et st re eld ogter
by ionic () the special pair dimer in photosynthetic reaction centers
hei o apkin dee s e ahen b e st

Over the past decade, many attemps towards constructing functional molecular
device components have been pursued which include molecular muscle!®), molecular
elevators'®), and grid-like metal clusters'® 7. Such structures may find applications in
areas associated with mechanical motion, shuttling, and memory storage. As synthetic
straegies towards such aesthetically pleasing structures become realized in solution, the
notion of addressability becomes apparent: how can molecules in solution, which behave
independently, be addressed as individual components of a deviee? Addressabilty arises
as a consequence of the interface of the microscopic world with the macroscopic world
where spatial ordering of molecular units must be achieved in some manner 1o allow

coherent formation of molecular components, and ulimately, device functionality
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‘Obtaining such molecular arrays may be addressed via immobilization of such structures
on surfuces or membranes, or through construction of extended supramolecular
architectures. The purpose of this chapter is to provide  review on the assembly of
ordered arrays from their constituent components. Approaches (0 the design of metal
clusters, grid-type and extended grid-type arrays are discussed, as well as structure-

property relationships inherent to these complexes.

12 Supramolecular Chemistry

Supramolecular chemistry encompasses the study of the _intermolecular
noncovalent bond. However, an emerging area of supramolecular chemistry involves the

that of hi

coordination chemistry. Such an area ~ metallosupramolecular chemistry ~ s of growing

frest as metal centers possess unique characteistics in that they provide structural

specificity (.. octahedral, tetrahedral, etc. geometries) and can be highly active redox-
centers. One, then, may ask the fundamental question: How do we define supramolecular
chemistry? Jean-Marie Lehn has described supramolecular chemistry as “an area taking

advantage of the innate nature of the information paradigm within matter where the

blueprint for the creation of a complex is contained within its individual component

Through  manipulation of inter-component  interactions, supramolecular chemistry

“explores the storage of information at the molecular level and ts retrieval, transfer, and

processing... via_interactional algorithms operating through molecular recognition

events” ") Its main purpose is 1o manipulate spatial and temporal features of matter o
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form highly-ordered complex architectures for technological advancement.” Although

bonds as non-covalent (they are nothing but covalent!) and in defining supramolecular
chemistry as the new adaptation of the intermolecular interaction, it is without any doubt
that supramolecular chemistry is a reflection of a philosophy to molecular building,
Supramolecular chemistry may then be viewed as an approach to building molecular

assemblies; an area bridging traditional synthetic simplicity with architectural complexity

(Figure 12.1).
‘Supramolecular
T syt gty SelfAsenbly R
T b Compmens ™

molctle | ——— molecle 2 ———=- moecule 3

Figure 1.2.1. Connecting traditional  synthetic chemistry with “supramolecular
chemistry”.

‘The molecule, an assembly of atoms held together via covalent bonds, imparts
‘physical and chemical properties which are related t0 s structure. Traditional syntheic
chemistry has been successful in assembling a variety of molecular enites from as small
as ethane to as large as fllerene. However, to assemble higher-ordered structures on par
with nature (such as DNA), current synthetic methodologes face substantial limitations

such as high cost, low product yields, etc. Therefore, a new challenge facing synthetic
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chemists is to develop new methodologies that target the synthesis of nature-scale
structures. As such, one might ask: how does nature build such large structures? The

approach lies within the building uni of such an entity: the molccule. Nature programs

information into the structure of individual molecules (i. synthesizes molecules with
specific features) which, when assembled, form functional *supermoleules'. This s the
fundamental motivation behind that of supramolecular chemistry (or the “supramolecular

philosophy”). Thus, supramolecular assemblies may be viewed as an assembly of

molecules which

eract 1o give a higher-ordered structure with structurally related

physical and chemical properties (Figure 122).

e

o s oun e o0 o

o, To—
sSDNA dsDNA

Figure 1.2
from atoms. For example, benzene is composed of six carbon and six hydrogen atoms. (b)
Nature builds e the interaction of molecular components with hu.n in
information through its arrangement of atoms. Dy and Ay refer to hydrogen d

acceptors, respectively. ss- and ds-DNA refer 1o single-stranded- and double- smndem
DNA. (c) Supramolecular chemistry mimics nature in its approach towards superstructure
synthesis.

From atoms to molecules to superstructures. (3) molecules are constructed
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In reviewing the broad area of supramolecular chemistry, the following themes
become apparent: (i) molecular recognition, which relies on the concepts of
preorganization and complementarity of host-guest complexes; (i) the notion of self-
assembly and self-organization, which is associated with the spontaneous assembly of

s ed fashion to architectures; and i) the

common binding interactions which give rise (0 highly-organized constructs such as the

hydrogen bond, the - interaction, and the metal-ligand coordination bond.
12.1. Molecular Recognition

Molecular recogrition forms the heart of supramolecular chemistry, a well-
established concept that dates back to Emil Fischer and his lock and key model in the
nineteenth century. It may be viewed as the specific non-covalent association of &
substrate (guest) with a receptor (host) to form a host-guest complex. Generally, the host
i considered as the molecule exhibiting convergent binding sites wihin the host-guest
complex whereas the guest is considered as the molecule exhibiting divergent binding
sites in the complex™ " These properties may include hydrogen bond

donating/accepting abilities, Lewis acidity/basicity, etc. This is best illustrated by Figure

:QE:@

Honk ot comples

1211

Figare 1.1.L.L Distinuiaing hoet from gues md o lock ad key ol for oo
recognition. ly convergence.
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One very important concept is evident from Emil Fischer's lock and key model
for molecular recogition: that of complementariy between the host and guest. For a host
and guest to bind, both the host and guest must contain binding sites which are of the

correct size, shape, symmetry, and clg

ctronic. structure 1o complement the specific

association of one with the other. Refrring back to the goals of supramolecular chemistry

from the perspecive of Lehn'”) i be viewed as a conseqt fthe
spatial features of matter where information is stored in the host and guest molecular (or

spatal) structure, and expressed through the binding of the host with the guest

1.2.1.1 may be used as an illustration of the concept of complementarity where the host

binding site contains the correct size, shape, and electronic structure to compliment the
divergent binding region of the guest
When one takes into account the dynamic features of matter such as

the notion of becomes clear within

‘molecular recognition processes. Formation of a host-guest complex may be thought of as
consisting of three steps: (i) the host andlor guest may undergo conformational
rearrangement in order (0 arrange their binding sites 50 that they are complementary to
their binding partner; (i) the host andior guest solvent cage must also rearrange 0
accommodate the new host and/or guest structures; and (ii) binding occurs with solvent
released from the host and/or guest solvent cage. Reorganization steps (i) and (i) may
require that energy be supplied 10 the system such that a substantial Kinctic barrier to

formation of the host-guest complex may exist. The binding step (ii), however, s

energetically favourable as a consequence of bond formation. Preorganization, then, may

be considered as the pre-positioning of the host and/or guest to form complimentary
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binding struct e place pri
not after association as repulsion energies provide a driving force towards dissociation of

the complex and an additi

al barrier to formation of the host-guest complex. This

concept s illustrated in Figure 1.2.1.2'")

= @ @

S~

0= soven ‘o

Figure 1.2.1.2. Proposed stages of a host-guest binding process. Conformations
rearrangement involving both the host and guest s illustrated here; however,
rearrangement of either one of the molecules may occur and is the basis for enzyme
catalysis where it is the host which rearranges, binds the guest, and forces the guest o
rearrange or react "

As a consequence of the connection between preorganization and the dynamics of

matter (vide supra), the extension of kinetic and thermodynamic products into the realm

of host-guest chemistry are apparent, Preorganization is bound by the rates in which
rearrangement occur. If more than one pre-organized construct possesses some degree of
complementarity with a rearranged structure of its binding partner, then the rates of
interconversion towards each product must be taken into account. Thus, the concepts of

Kinetic and thermodynamic selectivity are realized as kinetic and thermodynamic

Figure 12.1.3).
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Ome8)~¢

o0

Figure 1.2.1.3, Kinetic and thermodynamic complementarity. """

In summary, molecular recognition events are govemed by relatively weak
interactions; however, the overalleffect can be very large. This s due to the accumulation
of a large number of these weak interactions. As these interactions are relatively weak,
they can be profoundly dependent on solvation effects. As a result, we must take into
account solute-solvent and solvent-solvent interactions if we are to further understand
natural systems at the molecular level and to develop revolutionary materials for

technological advancement.

122, Self-Assembly and Self-Organization

Ubiquitous in natre, self-assembly is involved in a variety of biolog
comple processes such as DNA replication and protein synthesis ™! The tem is
associated with the spontancous assembly of components o a spatially-confined

entity " The architecture of such an entity is a consequence of the unique molecular

10
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characterist

s of its components. These unique characteristics are “encoded i terms of
the component composition. As such, from a chemical perspective, molecular design
directs the assembly of a supermolecular structure. In its simplest form, self-assembly
provides the bridge between conventional synthetic methods and higher-ordered
structures within chemistry (Figure 1.2.1),

Self-assembly may involve covalent or non-covalent interactions and may be
classified as either an organized or disorganized process in the event where higher-
ordered structures are formed. Disorganized self-assembly may be taken as the

bly of components into an domly-ordered structure.

“This type of self-assembly is synonymous with that of aggreg

n - regarded as the
collection of enities into a randomly-ordered structure via inter- and/or intra-molecular

interactions. Organized self-assembly, however, may be considered as the spontancous.

self-assembly » structure. is organized,

some pattern must result s a consequence of the incorporation and integration of

individual component interactions with higher-order interactions to give the expressed
collective behaviour. The concepts of self-assembly and its distinction as organized and

disorganized are llustrated in Figure 1.2.2.1
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Figure 1.2.2.1. Self-assembly in an organized and disorganized fashion.(a) general self-
assembly; (b) aggregation or disorganized self-assembly; (c) organized self-assembly.
Self-Organization is used in (¢) when only intermolecular interactions are involved in the
assembly of the architecture.!""!

Organized intramolecular self-assembly uilizes covalent bonding as a means of
organizing the self-assembling entties ino a desired structure or pattem. Examples

utilizing this type of self-assembly include helicates and grid-like arrays!® ™ ¥ As

organized 2 izes covalent bondi i ly
process, organized intermolecular self-assembly uilizes non-covalent interactions to form

supramolecular architcetures. This type of sclf-assembly has been classified by Lehn as.

he defines as o spontaneously -

defined [or ordered] supramolecular architectures [of higher structural order] from s

Lo

v agiven is found throughout

12
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‘nature such as in DNA replication and the formation of membranes.* It is believed to be

a process that led to the emergence of complex biological matter from inanimate matter.””)

123, Common binding interactions in Supramolecular Chemistry

“Thus far, concepis such as molecular recognition and self-assembly have been
discussed; however, the question still remains: What are the forces that are involved in
molecular recognition and the self-assembly process which hold components together?
Furthermore, practical molecular devices will undoubtedly require a high-degree of

organization in order to function properly. What, then, are the interactions that are

involved in molecular recognition and self-assembly which hold components together in
an organized spatially-confined manner?
With the exception of the hydrophabic effect, most binding forces originate as

result of some electrost

interaction. This

feraction is viewed as a consequence of the

inate nature of attraction and repulsion between like and unlike charges within matter. A

manifestation of this principle is given through Coulombs law where the cnergy of

interaction between charges is related to the product of charges (q: X g:) and the inverse

product of d quation |

1.
Of the electrostatic interactions, two mainly give rise to structurally organized

‘components: H-bonding and - interactions.

wa
Hecor

eqn 1.23.1
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1.23.1. Hydrogen Bonding

The hydrogen bond may be regarded as the coulombic attraction between a

hydrogen atom attached to an electronegative atom or group to an adjacent atom or

‘molecule. The terms hydrogen bond donor (Dy) and hydrogen bond acceptor (A,) are

commonly used to describe the location of the proton. This type of cl

rostatic
interaction is highly directional in that it operates under specific orientations. It is of
paramount importance in DNA where it is  contributing factor for holding DNA single

strands together'?)

1232 mm interactions

e interactions are regarded as the interaction between R-sysiems. T-systems.
contain regions of negative and positive charge as a consequence of the difference in

electronegativities between carbon and hydrogen within the C-H bonding framework. The

existence of such regions in conjunction with the aromatic structure gives rise 10 a

quadrupole, leading one to expect that aromatic systems may be involved in a variety of
electrostatic. interactions. Such an electrosatic model for %% interactions has been
proposed uilizing the attraction between the z-network of one aromatic and the o-
network of another (Figure 123.2.1)." This model adequately predicts the commonly
observed geometries of w-stacked systems which include parallel stack, parallel offset,

and edge-to-face geometris. Like

iydrogen bonding, this type of electrostatc interaction

s dircetional in the sense that the aromati

interaction exhibits an angular dependence (x-

systems must be parallel or perpendicular to one another). This type of interaction is also

14
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of relevance within the structure of DNA where w-stacking (or 7o interactions) between

b bu ity of

Pt sk Pt ot gt
e =iy ey
Figure 1.23.2.1. through As th

neutral, the net charge of the o-framework is cancelled by the net charge of the x-
network. Green arrows refer o a net atraction whereas a red arrow refers (0 a net
repulsion.

1233, Preamble to Metallosupramolecular complexes

Other than the directional interactions which involve primarily electrostatic

A d bonds.

within plexes s of interest as
‘metals provide a means for holding and orienting components in a given direction (for
example in octahedral and tetrahedral geometies, cis- and trans- configurations, etc).
Metals also exhibit or impart a variety of interesting propertes within a supermolecule

such as redox activity and magnetism. Although the coordinate bond is considered to
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exhibit covalent character, a wide range of metal-ligand binding strengths span the scope
of non-covalent and covalent interactions."”) A clear-cut categorization of metal-ligand
bonds as covalent o non-covalent proves (o be difficult™) As such, no distinction
between the covalent and non-covalent. inorganic architectures has yet been made,
although such architectures are commonly refered o as “supramolecular”. n cssence,

ed coordination

‘metallosupramolecular complexes are synonymous with highly-orgas

complexes,
@ ®
<
T v cisOy, tans-0,
Figure 1.233.1. Coordinate bond as a dircctional interaction in building organized

superstructures.(a) Tetrahedral; (b) planar; (c) cis-octahedral; and (d) trans-octahedral
coordination complexes.

13, Metallosupramolecular Chemistry

In explaining bonding in metal-ligand compounds, Werner proposed that metals.
could bind directly to multiple ligands. His theory required two binding interactions: one
electrostatic in nature, where counterions balanced the charge on the metal center; and the
other where ligands coordinate dircetly to the metal center to form a coordination sphere
with a defined geometry.!"" Later, Beth and Van Vieck developed crystal field theory
which provided a model for predicting coordination sphere geometrics that depend on the

nature of the metal center (from d” to d'*) and the resulting crystal field stabilization
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energy aresult of field provided by

pairs which cffectively split the metal d orbitals such that the degree of splitting is
dependent on the degree of electron-electron repulsion between the d orbital and ligand
electrons. As a consequence, metal d orbitals which are directed towards the surrounding
ligand efectron pairs e raised in energy and d orbitals which are directed away from the
ligand electron pairs are lowered in energy relatve to the average field (or spherical field)
where the d orbitals maintain degeneracy within the coordination sphere."" This is
illustrated in Figure 131, for an octahedral complex. Since the goal of the
supramolecular philosophy is to. produce well-defined architectures from multiple
components, the choice of metal center in conjunction with the proper design of ligands
will lead to distinet supermolecules with the metal center serving as 4. directing

component for ligands and as a chemically-active unit (depending on the choice of the

metal center). This area of i is known as

h ofh chemistry.
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g

re 1.3.1. Cry 1d splitting in an octahedral complex. (a) Energy level diagram;
(b) orbital representation of splitting.

“The first demonstration of a self-assembled metallosupramolecular construct was

reported by Lehn ef af in 1987"% through the formation of a helical-like complex using

lly coordinates with a suitably instructed or designed ligand

metal ion which speci

this case, Cu' which preferentially forms a tetrahedral coordination geometry). In the

presence of the metal ion (Cu), the formation of the double-stranded helic




g 1T g s crmpey

consequence of a specific coordination reading (i.e. tetrahedral reading) of the

oordination pockets built within the ligand structure.

Figure 1.3.2. Self-assembly of a metallosupramolecular helicate

Metalosupramolecular chemistry (or highly-organized coordination chemistry)
may be regarded as a highly-active area of rescarch in supramolecular chemistry in which
organic ligids are integrated with metal centers towards the formation of
multicomponent architectures with an expressed collective property associated with the
combination of the metal ion and the organic ligmd " A variety of
metallosupramolecular structures have been synthesized which may be exploited in
forming functional nanodevices. Such properties include spin crossover, magnetism, and
redox activity.® ™' In this section, metallosupramolecular (or coordination) clusters,

gridtype amays, and extended grid-type arrays will be presented.
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. Coordination Clusters

Metalloclusters find widespread use in nature such as in iron-sulfur clusters which

are involved in electron transfer processes, and the MnOy cluster within photosynthesis

which ultimately asists in water. iy of such poly
clustrs is a major focal pointin coordination chemisty with hopes that such clusers will
lead 1o novel propertes. Many previously synthesized clusers have, for example,
displayed single molecular magnetie behaviour such as Mnz acetate cluster which

displays low temperature magnetic quantum tunnelling ™ 2! The synthesis of such

Structures has primarily involved the mixing of both the metal and ligand in appropriate
equivalents with the synthetic outcome remaining mainly unknown. Many metal cluster-
based structures have been produced through varying the ligand structure and reaction

conditions. Through this approach, there is no directing force 1o cluster syathesis and the

synthesis of such clusers is imited by the coordination capacity of the ligand. In this
context, coordination unsaturation within the metal (o ligand) forces the metal ion (o
ligand) to.bind 1o other ligands (or metal ions) hence providing a means to forming

bridged metal structures that ultimately lead to cluster growth.

1.32. Metallosupramolecular grid-type arrays.

Approaches to the synthesis of metalloclusters have primarily relied on the.
coordination capacity of the metal and ligand whereby the presence of coordination
unsaturation between the metal and ligand ultimately leads 10 cluster growth. As such,

there is a high level of unpredictability in the formation of cluster structures. In essence,

2
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the size and geometry of the cluster within this approach depends on the coordination
behaviour of the ligands and on the coordination preference of the metal center.

A more “dirccted” approach 1o the synthesis of polynuclear metal clusters has
emerged through the synthesis of ligands with unique molecular characteristics. Through
this approach, a high level of predictability can be incorporated into the cluster outcome.
Such a strategy is based on the encoding of coordination information into the ligand,
which when interpreted by the metal concered, results in a system which builds itself
through a self-assembly process.

Through such a ligand directed approach, highly-organized polymeallic entities

have i the design of I i which match the
allowed coordination geometries of the coordinating metal center. For such entites to
form, these pockets must exhibit properties which are complementary 10 the binding

metal, such as the appropriate arrangement and orientation of donor atoms within the

pocket, which essentially give rise 10 a reduction in the metal-ligand bond strain and

maximize metal-ligand orbital overlap. This approach has been adopted in creating

polymetallic grid-type arrays as s llustrated in Figure 1.3.2.1. Thus, the primary focus of

this strategy is associated with ligand design. Through variability of the ligands and the

fundamental

incorporation of substituents, the ultimate size of the complex and

=

properties may be tailored.
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“ Binding pocket
Figure 13.2.1. Assembly of a [3x3] grid-lke aray from a tritopic ligand

Grid-ype armays ranging from [2x2] 1o [5x5] have been developed using this
ligand-directed strategy which has involved  ditopic, titopic, tetratopic, and higher
heterocyclic and hydrazone-based ligands. Furthermore, arrays containing mixed metal
cores have also been consirucied. Grid-type strctures are based on the construction of &
square-based core. As squares contain inherent right angles, components must also be at
right angles to one another. Due o the nature of the 90° angular orientation of igands in a
tetrahedral and octahedral environment, these geometries are ideal for forming grid-ype
inorganic complexes. In such geometries, the ligand binding pocket would satisfy about
half the coordination requirements of the metal ion leaving vacant binding sites at a 90°
twist for other ligands to bind. This amounts 10 a capping of the metal center in directing

the self-assembly of the grid-like architecture.



Tetrahedral Octahedra
Figure 1322. Tetrahedral and octahedral geometries illustrting the right angle
orientation ofligand groupings.
In the following sections, select heterocyclic- and hydrazone-based  ligands
uilized in developing grid-type arrays will be highlighted. Furthermore, the factors which
affect the formation of these grid-type and non-grid structures (oligomers) will also be

discussed. I s interesting 10 note that all grid structures produced contain S-membered

chelate rings in the ligand ™ e

of the ligand which have been instructed to form such chelate rings on direct

ol linear array of mels
13.2.1. [2x2] Heterocyelic ligand-based grid-like arrays

The first example of a [2x2] grid-like array was based on tetrahedral coordination
of Cu' and Ag' and involved a bis(pyridyl)pyridazine type ligand. ™! The structure of the
‘complex consisted of a distorted hombic metal core with a metal-metal distance of ~3.6

Al



Chapter 1 The grid-ype complex

Figure 1.3.2.1.1. Pyridyl based [2x2] grid-like array. M refers to Cu' and Ag"

Self-assembly of a bi ligand with Cu' il -

like array where an extra uncoordinated ligand has intercalated between the coordinated
bis-phenanthroline ligands.™! This structure is unusual in the sense that the principle of

been violated (i.e. more ligand with the

complex than can be accommodated by the metal center through metal-ligand bonding).

of extra ligands is CHN . which

has been supported by NMR and X-Ray structural data.

Figure 13.2.1.2. jgan a[22)

Grid armays containing an octahedral reading of the coordination information
stored in a heterocyclic ligand have been constructed and have utilized terpyridine-like.

coordination with a number of first row transition metals. Such armays contain mefal-
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metal distances of ~6.5A and exhibit a variety of optical and clectrochemical properties

‘which may be tuned via ligand substitution.

Figure 13.2.1.3, Formation of grid array containing an octahedrally coordinated metal

center, The R the grid-like
I

It i interesting to note that in this system, the NMR data indicate that the inner
core of the grid gives rise to an inner pocket that i chemically inequivalent to the outer
portion of the grid. This i given by the splitting of ortho and meta phenyl protons into
inner and outer groups.™ Furthermore, the rotation of an ~N(Me), group in the para
position of the phenyl substituent is suggested by variable temperature NMR data. ™!
Emission is observed when the metal center is inactive (Zn"), however, an open metal
center such as Co” effectively quenches ligand emission and is believed to be a

distorted e

“Thus far, heterocyclic ligands have been used to synthesize grid-type arrays with
identical metals consttuting the core. However, the selection of metal ions at specific
locations within the grid-type amay have also been demonstrated and is of vast
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importance in addressing metal ions in specific locations within metal arrays. A mixed
metal grid has been oblained using heterocyclic based ligands via a sequential synthetic
procedure where the mixed metal complex forms as a result of a difference in metal

=) two Ru

and

and two Fe, two Os" and two Fe, and one Ru", one Os'" and two Fe" ions in a [2x2]

gridtype structure have been generated by this strategy. !

Figure 1.3.2.1.4, Sequential synthesis of a mixed [2x2] metal grid-like array.

“The synthesis of a mixed metal grid- pes of metal centers

may exist in cither of i forms: an anti metal

are in a diagonal arangement with respect to one another; and a syn form where the
identical metal ions are located in paralel arrangement relative to one another. Although
it is not possible to predict a priori which topoisomer will form on mixing all of the

‘components, the anti isomer can be obtained selectively if astrongly coordinating metal is

allowed to bind t 1o f complex which,

‘with a second lower coordinating metal center, preferentially yields the ant isomer ™!
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1.3.2.2. 353] and larger heterocyelic ligand-based grid-like arrays

The synthesis of [3x3] and higher grid-type amays involves an increase in
complexity in the design of the ligand structure. It is this structural information which
when read by the metal ion that gives rise to higher-order grid structures. The first
designed [3x3] grid-like complex involved an extension of the pyridazine N pocket of
the ligand in Figure 1.3.2.2.1. When mixed in the appropriate ratio with nine equivalents

of Ag'ions, Ag' center with six in two parallel

‘groups above and below the plane of the metal core.”” The metal core forms a trapezoid
structure in response to a slight mismatch between the ligand pocket dimensions and the

coordination requirements of the Ag' center.” "

! N Nt Nd N ®.
NN N

Figure 1.3.2.2.1. Synthesis of first [3x3] grid-like array.

‘The assembly of octahedrally coordinated metal ions in a [3x3] grid-ike fashion
using heterocyclic ligands, such as the bis-terpyridine based ligand in Figure 1322.1,
have been obtained for Pb"” and Hg" ions but has proven to be problematic for transition
‘metal ions with incomplete [2x3] grid-ike structures a side products ) The NR data

for the Za" [3:3] g

ke array using the bis-terpyridine based ligand previously

described exhibits NMR peaks attributed to ligands in chemically inequivalent

2
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environments where the inner ligand and outer ligands ive separate proton peaks.™ It
should be noted that for his ligand, a large reorganization energy may result from the
bending of the ligand as a consequence of the pinching effect on binding metal ions.* ™
However, this pinching is reduced with larger metal ions, such as Pb" and Hg", so that the
ligand is less distoried and the reorganization energy in forming the grid-like armay is
reduced !

Figure 13.2.22. Formation of [3x3] grid armay from bis-tepyridine based ligand. The
[3x3] grid s formed when M is a transition metal whereas the [2x3] grid i a side product
when M is a large metal ion such s Pb" and Hg'"

‘The formation of [4x4] grids using the above bis-terpyridine based ligand has also

been observed with large metal centers like Pb'; however, the same restrictions discussed

for the [3x3] h Pl

1323 [2x2] hydrazone ligand-based grid-like arrays.

‘Whereas heterocyclic bridging groups separate the coordinated metal over longer
distances of ~6 A and exhibit limited flexibility (i.c. the pinching effect for the bis-
terpyridine ligand), hydrazone-based ligands exhibit greater flexibility and lead to shorter

metal-metal distances. As h

coupling™ may be more prominent in hydrazone-based grid-like complexes.

2
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Furthermore, the use of oxo-bridged ligands also allows for a more closely packed metal
core

‘The 1,3-diaminopropan-2-ol based ligand of Figure 13.2.3.1 has encoded in its
structure two octahedral pockets which when inierpreted by transition metals such as Cu”
and Mn" results in a [2x2] grid-like array with u-O bridged metal centers which are
separated by ~3.7 A and exhibit anitferromagnetic coupling *"*% Although the ligand is
rotationally flexible, the grid-type complex remains the dominant product and is the

‘dominant coordination outcome. "

S @
e 23T

Figure 1.3.2.3.1. -0 bridged [2x2] grid-like array.

- see Figure 1323
form 1O bridged [2x2] systems; however, tautomerization may lead 1o NN bridged
systems " *" Furthermore, this ligand contains both trdentate and bidentate pockels
which may accommodate tetrahedral and octahedral coordination centers. This is best
illustrated in Figure 1.3.2.3.3 where both ligand tautomers are present for the [2x2]

Co0,"Coy™ grid-type complex.



Figure 1.3.2.3.2. Coordination pockets resulting from tautomerization and rotation within
the POAP ligand.

Figure 13233, oCo

Many other [2x2] grid-type structures have been produced using this ligand with
transition metals such as Mn", Cu”, and Zn" with the four ligands arranged in two parallel

groups bridged by deprotonated oxygen atoms such as in Figure 1.323.4." Co-ligands

30
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are required to complete the coordination sphere for the metal ion occupying the bidentate

pocket with an octahedral geometry

w0
NH, 3 Ny
{ N A
NSNS =)
OH N +Ny
o
Ns Ns

Figure 13.23.4. [2x2] grid-like array resulting from Mn" ions and the POAP ligand.
for

Mixed metal complexes have also been reported using this ligand where a
precursor complex i treated with  second metal ion to form the mixed metal array, as is
the case when an [Fe"(POAP-H)NO:)(H:0).|*" complex i treated with Ni" ions.™!
“This ferrimagnetic complex exhibited an §=3 ground state and an aniferromagnetically
coupled core ™

Ligands with acidic protons have also been developed with properties which are
dependent on the protonation state. The bis-hydrazone based ligand in Figure 13235
readily form [2x2] grid-like arrays with Co", Mn'", and Zn" which contain pH dependent
optical properties.™ For example, the absorption profiles of these complexes have bands
which appear and disappear as the pH is varied. Furthermore, emission from the Zn"
structure is also pH dependent and is thought to originate from a sandwich-like 7
interacting state s a consequence of the pheny! substtuents intercalated between the two

ligands !
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el @
4 .

N N
N
Pn

Figure 13.2.3:5. Assembly of [2x2] grd displaying pH dependent opical properties. ~Y-
NZ- refers to -CH-N-NH-.

1.3.24. [3x3) and higher hydrazone ligand-based grid-like arrays

Tritopic hydrazone-based ligands contain three pockets which may coordinate
it three metal ions to give a linear metal armay. Typically, metal centers in grd-like
artays are present i octahedral and terahedral coordination environments (vide supra),
hus, three other ligands may bind to the linearly arrayed metal centers in a 90° fashion
“The most comonly observed siructure is a [3x3] grid-like array which has been readily
observed for many transition meta ions

The extension of the POAP ligand (vide supra) 1o form ligands with trdentate
pockets and two oxygen bridging atoms (such as 2POAP — sce below) has successfully
resulted in [3x3] grid-like arrays with Mn", Cu”, and Zn" as well as mixed metal [3x3]
grideype structures ™ 2 Metal-meta distances of ~4 A have been observed whereas

ligand-ligand distances are slightly shorter (~3.5 A)
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NH NH,
. @
( NN NN ] —

N OH  OH Ny

Figure 1.3.24.1. Formation of [3x3] grid aray using 2POAP ligand. Note some of the
‘main features

“The close proximity of the metal centers through -0 bridges leads to anitferromagnetic
coupling in most cases except for those grids involving Cu” which exhibit ferromagnetic
exchange between metal centers.

For the [3x3] grid-type architectures, the symmetric nature associated with the
amangement of metal ions and ligands creates coordination groupings at the comer,

middle, and sides of Asaresult,

structures may be envisioned through metal subsitution on a homometallic [3x3] grid-
type complex. Such an approach appears plausible as the most labile sites in terms of
metal subsfitution occur at the comers where only two -0 atoms bridge metal centers,
followed by three -0 atoms for the side positions and four O atoms for the center
position. Furthermore, coordination preferences (i.e. crystal field stabilization energies)
and ionic radii may also give fise (0 preferential occupancy within the [3x3] metal core.
As an example, the mixing of a 2POAP derivative with both Mn" and Zn' ions yields a
‘mixed metal grid-like complex where the Zn" ions preferentialy bind to the side pockets
of the grid as a consequence of a larger chargefradius ratio exhibited by Zn (Figure

13242 One would then assume that based on this argument, a Zn'" ion should



R

constitute the middle of the grid core as more -0 bridges result; however, the presence
of Mn" at the center is thought to be a result of kinetic factors associated with the

substitution reaction

NH, = NHy

an LA w2 C)
(SN NN =
N OH OH Ny @

Figure 13.2.4.2. Formation of mixed metal grid-type complex as a result of differences
in the chargelradius ratio

Similarly, reaction of a complete Mn"% [3x3] grid with Cu” ions yields a mixed metal grid
with Cu" constituting the comer positions. Further vigorous conditions then resulted in

substitution of all coordinated Mn" ions for Cu” except for the middle ion of the core.™

Wi

Figure 1.3.2.4.3, Formation of mixed metal grid via metal substitution.

Higher order hydrazone-based grid-ike arrays have been developed through
increasing the number of coordination pockets within the ligands, as illustrated for the

ligands in the following figure
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Figure 1.3.2.4.4. Formation of higher order grid-like arrays such as those [4x4] and [$x5]
based. X-CH and

1325, Factors which affect grid formation

Many factors must be considered in forming inorganic grid-like structures. These
include not only ligand phenomena such as the nature of the donor atoms and their
proximity in coordination pockets (for example, the ligand in Figure 13222 also
exhibits a pinching effect), but also the role of the metal ion, the effects of counterions or

anions, reaction conditions, and the overall thermodynamics involved in creating such

structures.* " ¥ Reorganization energies associated with ligand coordination pocket

pre-organization may impart an energetic barrier 1o grid-type formation; however,

formation of such structures may be thought to be driven primarily by the entropy change

associated with the self-assembly process, apart from any stabilization imparted by the

like structure itself. For example,

® the [3x3] grideiype case, 52 panticles are

liberated as shown below. !

GLH; +9 [MUD(HO) " —[MUDWL )” + 12H" + S4H:0

I considering the role of the metal fon in grid-ike structures, one must take into

account the erystal field stabilization energy (CFSE) of the associated metal ion. As
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CFSE follows the order Zn"< Cu"" < Ni", the coordination of such ions will depend on the
gain in CFSE and on the conformational flexibilty of the ligand to allow access to the
stabilized metal geometry. Compared 1o the heterocyclic-based ligands used in grid
formation, hydrazone-based ligands are seen as advantageous as they contain greater
structural flexibilty as well a selection in donor atoms for the coordinating metal ions (N
vs. 0) Ths, in hydrazone-based coordination pockets, meta ions are able o choose
donor atoms and freely adopt their preferred coordination geometry on the basis of a
balance of crystal stabilization effects. Hence, in addition (0 entropic factors and kinetic
barriers, gains in crystal field stbilizaion energies also affect grid formation as
illustrated for a Ni complex where nitrogen donor atoms maximize the CFSE for the Ni'
ion, leading to non-grid type structures "

Counterions also have an effect on the synthetic outcome if they act as templates
such as for formation of the Ni-based grid below where a larger counter ion reslts in the

formation of a pentagon-like structure.

N=N N= O
OO 9, .@ ,,,

Figure 13.2.5.1. Counterion effect on grid-type formation.

133. Extended grid-type arrays

‘The extension of grid-like arrays to form 2D structural motifs may provide long

range  cooperativity between individual units, thus resulting in bulk behavioural
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properties. Such bulk properties are of fundamental importance in the building of
functional nanodevices. Strategies towards such motifs have primarly involved an
extension of the strategies wiilized in forming the individual grid-lke structures such s

the nature of the hydrogen bond and the wx interaction. The approach may be considered

as a “grid-of-grids” and

Figure 1.3.3.1, “grid-of-grids” approach (0 extended grid-like arrays.

‘The design of ligands bearing particular functional groups allowing for specific
inter-grid interactions is the primary focus of this strategy. For example, grid complexes

bearing hydrogen bond donating and accepting groups at specific locations along the

“fﬂ“‘f@\f“ Ml;~

Figure 1.3.3.2. Strategy towards hydrogen bonded grid-of-grids network
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Other examples include the extension of % interactions between grids with enhanced
aromatic character. This enhancement is a consequence of designing ligands with
extended aromatic end groups. This gave face-to-face and edge-to-face  interactions
sA=

(€]

W e
e o -_—
Nooow oo N

Figure 1333, Extended grid-

14, i ic, spi f the [nxn] core

The challenge facing the future of modem technology is associated with the.
building of devices which overcome the limits of the top-down approach. As such, we
tum to nanotechnology and molecular manufacturing whereby advanced materials are
synthesized with specific properties and functions at the molecular level 10 serve as
‘components in & molecular device. These properties are determined by the overall form
and shape of the material, and the precise location and distribution of atoms in the

material. Furthermore, the overall properties and function of the molecular device will be
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determined by these same atributes as they relate 1o the distribution, form, shape,

location, and specific properties of the individual components within the device.

Compact grid-type multicenter metal complexes are seen as attractive candidates
for device components on the molecular scale. This class of supermolecules have access

10 a variety of multi-stable states and have been shown to be addressable in terms of

amangements into 2D extended amays. Grid-like arrays have exhibited accessible and
reversible oxidation and spin states, and may possess intervalence charge transfer

molecular electronics

n as components i

character. Such properties may find applicat

and information devices.

141 Electrochemical properties

“Thus far, two grid-type systems have exhibited rich electrochemical behaviour:

one involving a Ca' grid which has been shown to reversibly store (ic. is reduced) up to

twelve electrons*’; and the other a Mn'!; grid which has been shown to reversibly release
(i.e. is oxidized) up to eight electrons. For the Co"y complex, the metal center was found
o be inactive i the reduction processes.** However, the metal atoms were active in the

compl i Jti-stable metal o

Magnetic interactions have at their orgins an electrical component whercby the
movement of clectrical charge gives rise to a magnetic field."”) As such, atoms and
molecules exhibit magneti phenomena depending on the availabilit of an clectrically

charged unit. In the case of a diamagnetic molecule, al electrons are spin-paired with no.

39
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unpaired electrons (or free electrically charged wnits) available to allow for a magnetic
interaction. In the case of a paramagnetic molecule, however, unpaired electrons are
available o allow for a magnetic interaction under the condition that the spin-spin
interaction is more pronounced than the random redrientation of spins as  consequence

of the Boltzmann distribution of states. As such, paramagnetic molecules exhibit

of spins over the entropically favoured random orientation of spins. Given the
relationship between free energy, enthalpy and entropy, entropy dominates at high
temperature providing spin disorder whereas enthalpy dominates at low temperature

providing spin order.

-~ Foomagnet e agnetic
ey U&B ﬂﬂﬂ Femromagneti
P Reda -
o P 0 st

2—
oy

Figure 1421 Critical temperatures associated with antiferromagnetic (Neel
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Unpaired electrons within a paramagnetic center which interact with unpaired

I d in a different p i in an anti-parallel
the net spins associated with this interaction cancel 10 give no net magnetic moment

results in  antiferromagnetic exchange whereby the unpaired electrons exhibit

tiferromagnetic coupling. Likewise, unpaired electrons within a paramagnetic center

which interact with i ined in i ina

parallel fashion to give a net magnetic moment results in ferromagnetic exchange

whereby the unpaired electrons exhibit ferromagnetic. coupling. For the grid-type

complexes presented in this chapter, most complexes demonsirate antiferromagnetic

coupling of metal ions within th metal core. Many Cu grid-type also

exhibit ferromagnetic coupling. Magnetic exchange effects associated with grid-type

lexes have already been presented in

143, Spin state properties

Spin transitions between low spin and high spin states s an atiractive process
which may be utilized in molecular switching phenomena. Such transitions have been
observed in Fe'' grid-like systems where the metal spin states could be switched from
diamagnetic to paramagnetic via thermal and optical triggers.” Ligand effects were also
observed where substituents which attenuated the ligand field provided spin transition

states.
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Figure 43,1, Spin tansiion i a Fygrid-type complex whersfempecature and gt
may be used to induce the trnsition’

144, Optical state properties

the form of metal
between Mn" and Mn"™ centers within the grid-like core of a mixed-valent Mn"Mn"s
grid-type complex has previously been explored“"! Analysis of such a transition provides
an estimate of the inter-metal electronic coupling element (Ha) and the free energy
barrier to eleciron transfer which were ~1240 e’ and ~3410 em”, respectively !
Morcover, the optica states o this mixed-valent grid-type complex also demonstrate r-*

i inated ligands, and a ligand- J ch

presumably from the -0 o the Mn™ center. !
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15 Conclusions
Strategies towards the preparation and development of nanomaterials with unique

properties have led to rapid growth in molecular manufacturing and nanotechnology.

These strategies are primarily based on a concept where entities are driven together via
pre-programming of individual components of the material. This concept is known as

self-assembly and has led to a revolution in the approach to the formation of a variety of

ch as helicates, molccular squarcs, and poly

The use of transition metals in forming well-defined ordered structures is
advantageous due to the relative strength of the metal-ligand bond (relative 10 a hydrogen
bond). the existence of a variety of multi-stable states such as oxidation and spin states,

the directionality within the coordination sphere, and the existence of geometrical states

which depend on d orbital electron occupancy.
The capacity of self-assembly to make well-defined nanostructures has been
demonstrated through the construction of grid-like metal fon architecturcs. These metal

architcetures are viewed as attractive candidates as devi

components as a consequence

of the confinemen o varity of transition metals into a grid-lke armangement. Such
sructures have.been shown o cxhibit malti-stable sttes which e accessible via
clctrochemical, thermal, and optical means. The synthess is based on a principle of
Vigand design which makes use of meta fon coordiation preferencs withn  ligand

coordination pocket. Furthermore, these structures have been shown to form extended

grid-like armays. Overall, the existence of chemically active functional groups on the

ligands of these structures coupled with an understanding of the properties portrayed by
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the ligands in these structures may lead 1o the utilization of grid-type complexes as

components in new technologies and de

16, Scope of this thesi

ind origin of the grid samples

For all studies presented in this thesis, the grid samples used have been kindly
donated by Professor Laurence K. Thompson (Memorial University). The synthesis of

these has bee ized in the Fthis chapter. The purity

of these samples was assumed 1o be high as indicated by UV-Vis-NIR absorption and
fluorescence data in conjunction with 1D and 2D NMR data

Overall, the objestive of his thesisis twofold. The fist objective is to build on the
optical spectroscopy of [3x3] grid-type complexes. The second objective is associated
with the organized ligand framework. As the properties associated with the organized
metal core in [3x3] grid-type complexes have been discussed in terms of magnetic,

electrochemical, and optical studies what are the properties of the ligands in theses

2 ic. What properties are projected through the organized ligand framework?

compley
“The second objective of this thesis is to classfy the optical states of the ligands in [3x3]

id- which are imparted by

For Chapter 2, an overview of the photophysical theory and the experimental

Photophysical techniques relevant to this thesis are presented. In this chapter, the physical

representation of an “excited state” is illustrated in terms of a higher-lying potential
energy surface and the experimental techniques associated with observing transitions

between potential encry surfaces are discussed.
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In Chapter 3, the photophysical propertes of 2POAP, the ligand incorporated into
the [333] grideype complexes studied, are described in terms of UV-Vis absorption,

fluorescence spectroscopy, and computational studies using TD-DFT methods. Morcover,

the effects of coordinating Zn" ions 1o this ligand (en route to the grid-type complex) are
presented through computational and experimental means,
To understand excited state charge transfer, an understanding of electron transfer

theory is needed. This theory is described in Chapter 4 for a two-stae system which

includes the formalisms proposed by Mulliken, Marcus, Hush, and Taube. Electronic
coupling will be discussed as it relates 1o the classification of electron transfer systems

which will be used to deseribe the excited states of the [3x3] grid-type complexes

described in Chapters 5 and 6.
For Chapter 5, the optical states of a [3x3] Zn(Il, grid complex are formulated
through pH, solvent, and temperature-dependent studies and used to elucidate the optical
states of [3x3] Mn(Ils and Mn(11DMn(l1)s grid complexes in Chaper 6. The fact that the
Zn(1) analogue effectively describes the optial states of the organized ligand framework
allows forextrapolation of the metal core propertes
Excitation energy transfer theory s described in Chapter 7 and used in Chapter §

10 describe experiments directed towards demonstrating methodologies for assembling

with appropriately deri In Chaper 8, titration of
a grideiype complex with anthracene-9-carboxylic acid suggests the formation of

supramolecular adduct, This interaction will demonstrate that excitation energy transfer is

playing a significant role in the excited state relaxation within these assemblies.
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In chapter 9, general conclusions are made with respect to the scope of the

rescarch described in the previous chapters of this thesis.
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Chapter 2:
“PHOTOPHYSICS AND EXPERIMENTAL PHOTOPHYSICAL
TECHNIQUES™

Abstract: When one describes the excited state properties of grid-type
complexes, one must have a grasp of the theory for describing and
representing an excited state, and knowledge of the experimental techniques
associated with measuring their unique characterstics. As such, the itent of
this chapter is to provide an overview of the theory for describing and
accessing an exciled state, and a summary of the xperimental photophysical
h  in this thesis
the squre (3] polytopic grid-ype complex. Intially
ing the interaction of light and matter are presented followed by a
quanum mechanical descripton of an excied sat, The expermentl
photophysical techniques associated with absorption, emission, fluorescence
lifetime, temperature dependent fluorescence, and transient spectroscopy are
then discussed. In addition, an emission spectral fiting procedure will be
presented for extracting a variety of quantum mechanical constants for
d states.

the theoretical model

2.1 Interaction of Light and Matter
Light is considered to exhibit both wave- and particle-like characteritics in that it

con

s of an oscillating electric field which con

photons. Ultimately, these particles

feld of

(ic. the photons) allow for exchange of energy between the oscillating elect
light and the oscillating electric field of a molecule. This exchange of energy may be
modelled as an interaction involving the oscillating electric field of light and the
oscillating electrons that are confined by the nuclear framework in matier."! In essence,
the interaction of light and matter may be considered as the interaction of two oscillating
dipole systems, one contained in light and the other resulting from electron motion in a

chemical system,
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When coupled to one another, the oscillating electic fields in light and matter may be
Viewed to behave as coupled donor-acceptor potential energy systems which participate
in a common resonance at a uniquely specified frequency (v)."! If the electrons contained
in a molecule possess an oscillating frequency which corresponds 1o a photon’s

oscillating frequency, then a resonance effect can occur between the electrons of a

‘molecule and the photons of light whereby a significant dipole-dipole interaction allows

for an exchange of energy between the two particles.""! Given that light is considered to

be an oscillting electric field, and that oscllating electric fields lead to magnetic fields,
light therefore contains both an  electrical and magnetic component, and is hence

considered as an electromagnetic field (Figure 2.1.1). However, in considering the force

exerted on an electron (F) through both the electrical (E) and magnetic (H) components

n (equation 2.1.1), the magnetic forc

of electromagnetic radi commonly neglected

as it s dependent on the speed of an orbiting electron relative to the speed of light (ic.

Var=10"% nmis and ¢~3x10'7 nm/s). "1 As such, the electric force exerted by a light wave

is much greatr than foree
F=eE+ 2 neE eqn 211
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E (electric feld)

distance

H (magnetic field)
Figure 2.1.1. An electromagnetic wave consisting of an electric field (E) in the plane of
the page and a magnetic field (H) perpendicular to the plan of the page.

For the resonance effect presented above, the effect becomes effcient when there
exists a frequency (v) common to both the photon (E = hv) of the electromagneic field
and the electronic transition for the molecule (AE = hv).") When this condition is met,
transfer of energy from the electromagnetc fild to the molecule may occur (absorption
of a photon by the molecule) thereby resulting in a reduction of the energy of the field

‘and the oscillating electric field component. Likewise, when this condition is met, transfer

of energy t a photon

by the molecule), reslting in an increase in the energy of the field and the oscillating
electric field component, Thus, the absorption of energy from an electromagnetic field
cormesponds 10 the removal of a photon from the field by the molecule to form an excited

electronic state. Likewise, emission of energy from a molecule comesponds to the
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addition of a photon 1o the electromagnetic field to reform the ground sate (or resting
state) of the molecular system. It is in the ground state that electrons are considered to be
at rest, oscillating at some resting frequency. However, when in an excited electronic
state, electrons contained in a molecule are considered 10 be in a heightened oscillating
state along the molecular framework.

In order to further analyze the resonance condition required for transitions

between ground and excited sttes (ie. for absor

n or emission of a photon) in
equation 2.1.2(b), an understanding of the following are essential: the Born-Oppenheimer
approximation, the Franck-Condon principle, and the quantum mechanical representation

for forming such states,

8= hy, eqn 21.200)
v eqn.2.1.20)
2,11, Molecular ons and the

Quantum mechanies provides the basis for understanding structur, energetics,
and dynamics of a system by computing expected properties through operations on

wavefunction.”! According to the principles of quantum mechanics, this wavefunction

(¥) contains all of the information requircd 1o define a physical system, and desired
information may be extracted through an appropriate operation on that function.” Thus,
if this function is precisely defined, then one may compute any observable property of
interest provided that the form of the mathemaical operator (ic.the forces acting on the

system) is exactly known. In essence, quantum mechanics involves solving the

52



Schrddinger equation (equation 2.1.1.1) for a property of interest whereby ' contains
both the electronic coordinates (1) and nuclear coordinates (R), and H contains the

operators (or forces) acting on the wavefunction (system).

HY(r,R) = EW(r, R) Lime-independentformalism| eqn. 21,11

LR = BY(E R, lime-bpens il eqn 2LLI0)

According to the principles of quantum mechanics, the only possible values of a
measurement for a molecular system (i¢. a single molecule) must be cigenvalues of the
cigenfunction . However in reality, there exist many molecules for which a single

measurement is obtained. As such, a large number of experiments are actually conducted

ina  and this value of each

value (Pac) is gi 211

Puve = [ WHY = <WIHY > eqn21.1.2

I solving the Schrodinger cquation, many approximations are made 10 simplify

the integral in cqn. 2.1.1.2. One very important approximation is that of the Bon-
Oppenheimer approximation (equation 2.1.1.3). In this approximation, it is assumed that
both clectronic [y(r)] and nuclear motions [R)] arc uncoupled from one another
(equation 2.1.1.3). This approximation is justified since the motion of electrons in orbits

about the nucleus are generally much more rapid than nuclear vibrational motions. This

approximate solution can further be simplified using the orbital approximation (cquation

5
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2.1.1.3) which separates ach electron of the system in terms of ts orbital [y(n)] and spin

[S()] components

W R~ (R) = [Yo(SrX(R) eqn. 2.1.1.3.

Substitution of this simplified version of the wavefunction into equation 2.1.1.2 provides

the basis for the ion requircments in it be:
() orbitally allowed (<yu()Hv.()>). (i) spin allowed (<S(TIHIS()>), and (i)
vibrationally allowed (R)H(R)>). 1t is the vibrational component <y(R)H(R)>

which provides the basis for the Franck-Condon principle.

Page = < WIHIW >
=< Yo (MSIXRIHIP,(SIIX(R) >
= < P OIHI(r) > < SMIHIST) > < xRIHIXR) > eqn 2114,

2.1.2. The Franck-Condon Principle and Franch-Condon Factors
According to the Fermi Golden Rule (equation 2.1.2.1), for a transition from an
initial state ¥, 10 a final state ¥ , the rate constant (kiz) for this transition may be

calculated from the square of the average property value of equation 2.1.1.4, if the

wavefunctions for both states are known and the operator (Hy2) corresponding to the
transition s defined."! For the case corresponding 1o the interaction of clectrons in

‘molecules with that of a photon, the operator Hy, cffectively distort the wavefunction ¥,

such that the wavefunctions ¥, and s successfully mix. The transition from ¥, to ¥
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then considered to be dependent on the density of states or channels capable of miing ¥y
with ¥; (p) during the time scale of the interaction and the degree of overlap between

these sttes (equation 2.1 2.1).

kiz = p < it ¥, > eqn. 21,21,

“The Fermi Golden Rule. provides the basis for transitions between states tha are
riggered by interactions that are weak relaive to the energy separating the states (ic.
weakly interacting states).") The incorporation of the matrix clement (< [Hyl¥:>) into
the expression for the rate constant allows for the formulation of selection rules for
transitions between weakly interacting states whereby if this matrix clement s zero, then
the transition probability is zero and the transition is forbidden. Such rules arc provided in
cquation 2.1.2.2 where £, 5 and f;are the prohibition factors due o changes in clectronic,
nuclear, and spin configurations. The rate constant incorporating these factors arc cquated

relative to the maximum possible rate constant (k') for the transition.

iy = p < WlHil ¥ >7= plEsy < Wi1¥; >
= [PEL) < alda > < nilee < SilS >

= Khaxlfe X fy X f5) eqn 2.1.2.2.

For a transition involving the same spin, cquation 2.1.2.2 states that the rate

constant for a transition between ¥, and ¥; is limited by the time it takes for the
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electronic wavefunctions (¥, and ;) to mix or the time it takes for the nuclear
wavefunctions (41 and %) to mix. In the cases where the electronic and nuclear
Wavefunctions or the electronic and spin wavefunctions are coupled, the rate constant for
transitions involving these coupled systems is also limited by the time it takes for the
coupled wavefunctions for 1 and ¥z to mix. An expression similar to equation 2.1.2.2
may be formulated for such systems whereby the prohibition factors cortesponding o a
vibronic (£) and spin-orbit factor (1) replace their corresponding electronic, nuclear, and
spin components in equation 2.1.2.2.

“The most important facet of equation 2.1.2.2 i that not only must the orbital and
spin configurations of a transition overlap, but the vibrational wavefunctions associated

with the initial and final state must aso overlap (. < 775> # 0). This provides the basis

for the Franck-Condon principle and the Franck-Condon Facior: ths is a measure of the

overlap of the vibrational the inital and i 123

fo=<nln> eqn2.1.23.

“The rates of transitions between electronic states can either be limited by the rate.

at which the nuclear geometry adjusts to the electronic configuration of the final state or

by the rate at which the electronic structure can adjust 10 the nuclear structure of the final
state."! Through the Born-Oppenheimer approximation (.. that electronic and nuclear
motions are decoupled), and noting that electronic motion is much more faster than
nuclear motion (i.. fs time scale for electronic motion versus ps time scale for nuclear

motions), the transition rate between electronic states is considered o be limited by the
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propensity of the system to adjust to the nuclear geometry of the final state following the

electronic redistribution associated with the transition from ') to 2. In essence, the

Franck-Condon

occurs when the vibrational wavefunction of the initial state resembles the vibrational
wavefunction of the final state (ie. when /; = 1). This means that at the instant of a

transition between ¥, and ¥, the nuclear geometry remains frozen while the clectronic

Structure of the iniial state s redistributed to form the electronic configuration of the final

state.") Afier this redistribution processes has ended, the nuclei experience the force

projected by the new electronic configuration and begin to adjust their positons 1o
compensate. This s illustrated in Figure 2.12.1 where v=0 - v'=2 tranition (v refes to
he ground state vibrational quantum number and v rfers 10 the excited tate vibrational
quantum number) is more probable than the v=0 > V=0 transition du 1o a greater

overlap of the vibrational wavefunctions of these states.
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I-Q

Nuclear Coordinates.

Figure 2.1.2.1. Representation of the Franck-Condon interpretation for the transition
between electronic states. The red armows represent the region of greatest overlap of the
vibrational wavefunctions

In summary, the that
transitions between states are those which possess similar nuclear configuration and
vibrational momentum at the instant of an electronic transition, i.e. the initial and final

vibrational wavefunctions which most resemble each other at the instant of an electronic.
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transition will be the most probable."! The degree to which each of these states resembles
ach other i dictated by the Franck-Condon factor (the integral in equation 2.1.2.3). The

larger the Franck-Condon factor, the larger the net constructive overlap between the

d the more p

2,13 Visualizing transitions between electronic states

“Thus fur, the interaction of light and matter has been presented from a stritly
physical perspective, along with. the assistance of quantum mechanics to- describe
transitions between electronic stales mathematically. However, how should the chemist
visualize the interaction of light and matter? In the discussion above, the transition from
Wi to W occurs via the distortion of the ¥, state through its interaction with liht t0 yield
the ¥, state. In essence, this transition may be modelled in terms of an “cquilibrium™
between ¥, photons, and s, This equilibrium is illustrated in equation 2.1.3.1 where the
forward process would involve the absorption of a photon and the reverse process would
involve emission of a photon. v, s the frequency associated with the transition and is

defined by equation 2.1.2b.

Wy +hy =Wy eqn 2131

Mechanistically, one may visualize this transition to involve three species: (i) the

I state W,; (i) the mixed wavefunction or Franck-Condon state; and (ii) the final

State 3. This mechanism is given below where  represents the mixing coefficent for ¥
which can have values from 0 to 1. This parameter is relaed t0 the orbita, vibrational,

and spin overlap integrals presented previously




Chapter 2~ Theory and E tal Techniques

Wy hy - [ £ 00] - eqn. 2132
sl Mase P

In modelling the interaction of light and matter in this regard, one may ask: wiat does the
mixed wavefunction look like? Essentially, the mixed wavefunctional state [¥; + AW;]
represents a superposition of waves associated with the wavefunctions of ¥, and ;.

‘Thus, this state will have inherent features which are a combination of the initial and final

states. According 10 the Schrodinger equation, a wavefunction exists in either a positive

or i hese ph constantly

interconverting. Light serves to disrupt this  interconversion by dephasing the

‘wavefunction to produce a node with the nuclear configuration of the initial stat. This
dephased wavefunction may be viewed as the mixed wavefunction or Franck-Condon
state discussed previously. The nuclear configuration then relaxes to the configuration of

the final state. This is illustrated in

re 2.1.3.1 and Figure 2.1.3.2. This mechanism
may provide insight into the associated resonance condition for electronic transitions in
that the appropriate frequency must be met in order to dephase the wavefunction o access
the superimposed state. This mixed or superimposed state may be thought of as a conduit
connecting the initial and final electronic states and is illusrated in Figure 2.1.3.2 by the

solid region.
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Figure 2.1.3.1. Visualization of the transition between electronic states

Potential energy surface representation of the transition between

Figure 2132,
electronic states.
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2.2, Excited Electronic States in Compact Molecular Systems

d « i features into

forming new materials of technological interest. Through the assembly of various

‘molecular building blocks, nanometer-sized systems ultimately allow one to explore the
relationship between structure and the electronic properties of compact molecular
systems.”! Given the degree of interactions between subunits within nanoscale systems,

and that the wavefunctions for such compact systems readily interact, how does one

describe the electronic excited states o these systems? A model for describing the excited
states of such systems has been formulated in temms of describing the excited state as an
exciton. In essence, the exciton is a representation of an excited state in a significantly
‘compact molecular system such as a nanosystem.

An excited electronic state may be classified in tems of a redistribution of the
electron density of the ground state through means of electronic excitation. In terms of an
exciton, an exciton is an exciled electronic state in which the subunits of the system
significantly interact. In such a model, the electronic effect of the subunis is taken into
consideration such that the wavefunctions of these subunits mix which serves o move

electron density away from individual subunits and partition this density amongst the

subunits ) ght of iting of i Jectron [¢]

and a fictitious “electron hole” quasi-partcle [h'], as shown in Figure 22.1. Such an

interaction leads 1o the concept of an exciton binding energy (Es), the coulombic

interaction between that of the electron and electron hole.



Chapter 2 Theory and Experimental Technigues

LMo — o1~
i

= [e"n] pair

oo by -

Nt

Figure 2.2.1. Exciton model for excited states. The energy of the exciton (E) is equated
(& E»).

23 Instruments in Photophysics

In this section, an overview of the instruments used in this thesis for absorption,
emission, flash photolysis, fluorescence lifetime measurements, and temperature
dependent fluorescence will be discussed. As well, te theory associated with emission

spectral fiting will be presented

23.1. UV-Vis Spectrophotometer
‘The UV-Vis spectra shown in this thesis were recorded using an Agilent 8453

spectrophotometer. The optical system wtilized in this spectrophotometer is illustrated in

Figure 23.1.1. The radiai of a combination of a deuterium lamp for the
UV wavelengih range and a tungsten lamp for the Vis wavelength region. A special rear-
access lamp design allows for both light sources to be optically combined and focused
onto a source lens. This source lens serves to combine both light sources and focus
single beam of light onto the sample. After passing through a source lens, the light beam
passes through a shutterstray light filter then through the sample t0 a second source lens

and slit which serves o focus the light beam onto a concave holographic grating. By
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means of this grating, light i dispersed onto a diode array consisting of 1024 photodiodes
i ignal which is

T =

Figure 2311 of an Agilent 8453 Adapted
from reference [4]

23.2. Fluorescence Steady-State Spectrofluorometer

“The emission specira shown i this theis were measured on a Photon Technology
Interational (PT1) Quantamaster 40 spectrofiuorometer, the operation of which. is
illustraed in Figure 2.3:2.1. This uorometer is equipped with a continuous xenon arc
lamp as the radiation source through which the excitation wavelength can be set fo
value in the 250 nm - 800 nm range. Afer passing through a slit, the excitaton beam is
focused onto a sample through an appropriately aligned network of mirrors. Radiation
emitied by the sample afier excitation is collected at 90° to the excitation beam and
detected by a PTI model 810 photomuliplier detection system i photon counting mode
which has a detection range of 250 nm ~ 900 nm. The schematic in Figure 2321
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includes a pulsed Ny laser for lifetime measurements which will be discussed in the

following section.

Figure 2.3.2.1. Schematic overview of a PTI spectrofluorometer equipped with a pulsed

233, Fluorescence Steady-State Lifetime

Fluorescence lifetimes were measured using a LaserStrobe system by a
stroboscopic technique based on a PTI nitrogen/dye laser, a schematic of which is shown
in Figure 2321 and Figure 233.1. The stroboscopic technique is illustrated in Figure

2332 InthelL th

rate of 20 Hz set by the user that triggers a UV pulse at 337 nm from the N; laser, This
pulse s then transferred o a dye optical system (the dye laser) which produces a pulse
from an appropriately selected dye. After an optical delay, the pulse from the dye laser is
fod “The sample is
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resulting in fluorescence which exhibits a unique exponential decay intensity. Meanwhile,
the N laser pulse is detected by a photodiode in the dye laser which initiates a digital
delay gate generator (DDG). This DDG delays the pulse by a precisely timed interval
‘which is under computer control and the value of this pulse delay i set n the acquisition
Software. This delayed pulse then triggers a circuit 10 send a high voltage pulse 10 the
photomultplier tube (PMT) detector, resulting in a detection window whereby only
‘photons which fall onto the PMT during the timescale of this high voltage pulse will be
detected. The photocurrent which results from photons colliding with the PMT is then
detected by an electrometer which is then transferred to @ computer. The entire
fluorescence decay pattem is detected by varying the time position of the measurement

window from well before the excitation pulse to well afte the total decay.

Figure 2.33,1. Optical system of a pulsed Ny/dye laser for determining fluorescence
lifetimes.

66
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Sowce  Sumpe  Delecr  DDGring
Emiing (sctie)

Figure 2.3.3.2. Overview of the stroboscopic technique. A. The laser pulse. B. The
sample s excited. C. The detector is initiated for a defined period of time.

23.4. Temperature Dependent Fluorescence

Temperature dependent Muorescence data were measured using the PTI
spectrofluorometer discussed in section 2.3.2 equipped with an OptistatDN-V. liquid
nitrogen optical cryostat supplied by Oxford instruments. ' A schematic overview of this
cryostat is given in Figure 2.34.1. This cryostat consists of an inner sample chamber and
an outer chamber, and optically transparent windows located on each side of the cryostat
which allow access 1o the sample for absorption and emission measurements. A liquid

nitrogen reservoir is located above the sample chamber and supplies liquid nitrogen 10

tube. The flow of is controlled by a gas
flow control in the exhaust line. The temperature of the sample chamber is controlled by

vasying the flow of liquid nitrogen and varying the voltage supplied to a thermocouple

hange Under normal  the



uter chan pumped by Oxford instruments.

K).

Figure 234.1 measuring temperature

235, Laser Flash Photolysis
“The laser flash photolysis technique is a method for analyzing transient species

such as those which are present in excited state relaxation processes. It may be classified

the excited behind this

illustrated in Figure 2.3.5.1.

8




Figure 2.35.1. Basi

‘The inset represents a sample signal
‘There are many system setups used for this technique. For the data presented in
this thesis, an LKS.60 system supplied by Applied Photophysics was used. This system

has a modular design consisting of a pulsed laser, a pulsed Xe arc lamp, a sample housing

it with
and a photomultipler tube as a detector In his setup, the output from a model Brilliant
Nd:YAG pulsed laser from Quantel fitted with 2" and 3 harmonic generators is directed
onto a sample at a right angle (o a pulsed Xe arc lamp s the analyzing source. This
‘pulsed source is used to reduce noise effects associated with light scatter and lasts for &
few milliseconds by a capacitor discharge. The 2* and 3" harmonic generators associated
with the laser sewp are used (o form 355 nm light from the 1064 nm fundamental
wavelength of the laser. The lfetime of the 355 nm laser pulse resulting from the
harmonic generators is $ ns. The Xe arc lamp pulse i initiated before the laser is

6



riggered and shutters associated with the sample housing unit are timed such that the
laser output is synchronized 1o a plateau region of the lamp pulse when analyzing the

sample. Afler the Xe arc lamp is initated and the lamp shutter associated with the sample

housing unit is opened, the analyzing light passes through an adjustable aperture at the
entrance of the sample holder, light then passes through the sample and exits through
another adjustable aperture 1o enter a grating monochromator. This monochromator is
fitted with a holographic diffaction grating so that stray light is minimized and has an

operational range of 250 nm ~ 1000 nm. The detection wavelength for this

‘monochromator is controlled by a stepping motor drive which is controlled by the user.

After has pass " aselected wavelength,

the beam is then detected by a photomul

r tube which detects a photocurrent and
sends the data to a HP 548204 digitising oscilloscope which describes the voltage signal

500 data points. The signal is then converted to an absorbance value, analyzed

using appropriate software supplied with the instrument, and stored on an external
computer interfaced with the oscilloscope. An overview of the instrumens used in the

flash photolysis technique is illustrated in Figure 2.3.5.2.
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Pused Excaton
Source (aser)

Shuter Osciloscope.
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Pused
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Figure 2352, i the in

24, Emission Spectral Fitting
Emission spectral profils may be calculated using a Franck-Condon line shape
analysis in which an emission band may be fit (0 a number of N Gaussian functions as

defined by equation 2.4.1.7)

1) =zt {(552) - (5)- eqn 241

The equation defined in eqn. 2.1 is only valid when one high-frequency vibration

dominates the vibrational progressions associated with the emissive transition.” ) In this

equation, I(E) i the emission ntensity at cnergy E, v i the vibrational quantum number
of the ground stae acceptor vibration, hu is the quantum spacing between vibratonal
levels in the ground stte and is assumed to be the quantum spacing o vibratonal levels
in the excited stae through the average mode approximation, 4 is the full width at

half maximum of each vibrational component, E is the energy difference between the
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ground and excited state vibrational levels, and S" is the Huang-Rhys factor which
reflcts the lectron-vibrational coupling and s related to the distortion between the
ground and excited state potential energy surfaces.

In the fitting procedure, hu is fixed and equation 24.1 is allowed to converge
until a minimum is found in the squared sum of the residuals. £, S and A7z are then
extracted from the converged equation. Figure 2.4.1 provides an overview for the fiting
technique in the case where § gaussian-type functions are used to fit the cmission spectral
profile. Emission data were fit using software previously developed by Juan Pablo

Claude. Details can be found elsewhere. "'

=

Figure 2.4.1. Emission spectral fitting procedure for spectral profiles with § gaussian-
type functions. Reprinted with permission from [9]. Copyright 1994 American Chemical
Society.
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25. Conclusion

In this chaptr, the interaction of light and matter has been presented and related
o clectronic transitions within a molecule. A quantum mechanical description of the
interaction of light and matter leads 1o the premise of selection rules for electronic

transitions whereby transitions must not only be spin and orbitally allowed, but also

vibrationally allowed. It is this vibrationally allowed nature of electronic transitions
which leads o the Franck-Condon principle; that s, the principle which states tht the
most probable electronic transitions are those which possess similar nuclear vibrational

configuration and momentum at the instant of an electronic transition.

In visualizing a transition from ', to *¥; using light, one may model the interact

as an cquilibrium in which the forward rate may be considered synonymous with
absorption and the reverse rate may be considered synonymous with emission. The
intermediary state may then be viewed as a mixed wavefunctional state. This mixed
wavefunctional state may be referred 10 as the Franck-Condon state. It is this Franck-
Condon state which may be considered as a conduit conneting the initial and final state,
In detecting light-induced transitions between an initial and final state, many
experimental techniques are available. Such techniques include UV-Vis-NIR absorption,
emission (fluorescence and phosphorescence), and laser flash photolysis.  Other
specialized methods for analyzing excited states include fluorescence lifetime and
temperature dependent techniques, and emission spectral fitting. These experimental
techniques and methods have been discussed in this chapter. This discussion therefore
provides the basis for the experimental data presented in the proceeding chapters of this

thesis.
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Chapter 3:
“EXCITED STATES AND COORDINATION EFFECTS OF 2POAP”

Abstract: The tritopi
a route towards mar

. 6-picolinic-dihydrazone ligand 2POAP has provided
%] s. However, of these grid-type
‘complexes, the properties associated with the ligand framework have yet o be:
discussed. Before presenting such propertis, an understanding of the features
inherent to the ligand must first be presented before discussing the ligand
when fixed in the grid-type complex. In the proceeding sections of this
chapter, structural and spectroscopic propertes will be presented for 2POAP.
As well, initial experiments which illusrate the effects associated with metal
fon coordination to form non-grid structures will be discussed.

id-lke arr

3.1, Introduction

Synthetic attempts towards the construction of grid-like metal clusters have

primarily relied on the encoding of coordination information into a polytopic ligand,
which when interpreted by a specific metal ion of interest, results in a system which

displays a unique nanoscale arrangement of metal fons and ligands. Such clusters have

been considered as i tares'” ¥ and ted with the
area ki "2, pr g on metal centers as

Through such a ligand directed approach, self-assembled polymetallic enti

with well-defined nuclearities have been synthesized through the design of ligands with
coordination pockets which are optimized 1o the coordination geometries of the
‘coordinating metal of interest. These pockets exhibit properties which are complementary
10 the binding metal, such as the appropriate arrangement and orientation of donor atoms

within the pocket, which essentially provides a reduction in the metal-ligand bond strain
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and maximizes metal-ligand orbital overlap. This approach has been adopted in creating

polymetallc grid-like arrays as is shown in the figure below and discussed previously in

Chapter 1
NH, N [ G
G LA, (€]
i WSS =
N om oM N
2000
Figure3.L.1

“The first step in understanding the properties associated with the ligand in the
griddike stnucture involves an understanding of the properties of the discrete
uncoordinated ligand. As such, in the following sections of this chapter, ground and
excited state data will be presented on the tritopic 2,6-picolinic-dihydrazone ligand
2POAP in order 0 characterize the electronic and structural propertes of 2POAP prior o
coordination. Following a discussion on the uncoordinated ligand, studies are presented
which involve metal ion coordination to form non-gid type complexes. These studies
become important when elucidating the properties of the [3x3] grid-type complex
involving the 2POAP ligand in Chapters 5 and 6.

3.2 Synthesis and Characterization
‘The synthesis of 2POAP has been previously reported " It involves the reaction

of 2,6-pyridine-dihydrazide with the methyl ester of iminopicolinic acid with a yield of
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85%. The synthesis of 2POAP s summarized in Scheme 3.2.1 below. For all studies
presented in this chapter, 2POAP samples have been kindly donated by Dr. Laurence K

‘Thompson (Memorial University)

W (Y w NH
NN PN+ 2 e
° o N

Scheme 3.2.1. Synthesis of 2POAP

3.3, Results and Discussion
33,0, 1D and 2D NMR

"HANMR data on the 2POAP ligand, along with the appropriate peak assignments
ure 3.3.1.3. 1D NMR data for this

are given in Figure 3.3.1.1, Figure 3.3.1.2, and F
Tigand has been reported previously.) 2D NMR data have not been previously reported.
NMR data were collected 1o access sample purity and to determine structural

relationships,

Al proton peaks in Figure 3.3.1.1 are located in the aromatic region with the

exception of the peak at 11.1 ppm. This suggests that the ligand is composed of primarily

7
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aromatic groups. Notably absent are peaks directly assignable to OH or NH/NH; groups
which should occur between 1 and 5 ppm. However, the peak at 11.1 ppm may be
assigned (o cither an O-H or N-H as tautomerization may be playing a significant role on

this protons electronic environment, as shown in Scheme 3.3.1.1

Scheme 3.3.1.1. 2POAP tautomerization

Her Hot by

W p
He
H
H
L
1mo 105 100 75 70

95 90 85
Chemical Shift (ppm)
Figure 33.1.1. 1D "H-NMR spectrum for 2POAP in ds-acetonitrile at 298 K.

In order o correctly assign the proton peaks presented in Figure 3.3.1.1, 2D NMR
data were collected and are presented in Figure 3.3.1.2 and Figure 3.3.1.3. The overall

‘method employed for peak identification was to first use ('H-""C) COSY data presented

in Figure 33.1.2 to determine which peaks originate from C-H bonds. Afler C-H peaks
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were identified, ('H-'H) COSY data presented in Figure 3.3.1.3 were used 1o determine
which protons were adjacent to one another. For a description of these correlated NMR
spectroscopic (COSY) techniques, see Friebolin'®!

(H-C) COSY data presented in Figure 3.3.1.2 suggest that all peaks are
attributable to protons involved in a C-H bonding interaction with the exception of both
the Hy and H peaks. Therefore, both Hs and Hy peaks may be assigned to OH or NH/NH;
‘groups if the structure of this compound is indeed consistent with that of 2POAP. Since
integration of these peaks results in a value of ~4 for Hs and ~2 for H, Hs is assigned to
the NH; groups whereas Hy is assigned to OH or NH groups depending on the specific
tautomer present. In addition, the multiplet present at 8.2 ppm exhibits two ('H-"C)
COSY peaks which is consistent with the presence of two different C-H bonds
HerHovby

‘”'\ o [
|

e

g &

Chemeat v Gom)

[ ]

e ot )

Figure 33.1.2. (H-"*C) COSY data for 2POAP in ds-acetonitrile at 298 K.

13



Chapter 3 - The 2POAP Ligand

('H-'H) COSY data presented in Figure 33.13 suggest that both Hs and Hy
protons are not coupled 10 any of the peaks present. Therefore, these protons are not
adjacent 10 any of the other protons presen in the 2POAP structure. This is consistent
with assigning these peaks o NH2 and OH or NH groups, respectively. What is apparent
from the ('H-'H) COSY data is that peak H, is coupled to peak Hz, which in tumn is
coupled to H. Moreover, a proton contained n the multiplet assigned as H, is coupled 1o
Hy. Since the coupling constant for Hy s the same as that for H (Table 33.1.1), H is
coupled to ;. Therefore,the assignments for the peaks in Figure 3.3.11 are justified. A
table of NMR parameters are given in Table 3.3.1.1. The remaining Hy and Hy protons are
assigned to the remaining signals present in the multiplet given that the integral of this
peak i S which would suggest the presence of 3 additional protons with integral values of
1 for Hy, 2 for H, and 2 for Hi. The fact that the ('H-""C) COSY data in Figure 3.3.1.2

cates that the multiplet at 8.2 ppm is composed of two C-H bonds, and that integration

of this peak provides evidence for the presence of three protons suggests that two of these

three protons are in the same nvironment, This is most likely Hy and Hy given

the structure of the ligand.
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[
N

Figure 3313, (H.'H) COSY data for ZPOAP in d-acetonirle at 298 K.

Table 33.L1 NMR for 2POAP in d: cat 298K
Peak ‘Chemical Sift  Multiplicity I ()
I 86 Doubler 5 7
H. 80 Triplet" 60 2
H, 75 Tripl s 2
Het o+ Hy 82 Multplet 2
Hy 70 Singlet 34 (-4)
Singlet

Hy 11 =

T Doublet of doublet signals combined 1o produce a tAplet * Coupln
integrals are slightly less than expected due to HOD exchange. ¢ Integrals reative 10 peak
H,

332, Electronic Spectroscopy

‘With the ground statestructure presented, the ground and excited electonic states

for this ligand are now described
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3.3.2.1. UV-Vis Absorption
“The UV-Vis absorption spectrum for 2POAP s given in Figure 332.1.1 with
overlaying transitions deconvoluted. Photophysical data are given in Table 3.3.2.1.1. The

UV-Vis spectrum was deconvoluted using first and second derivatives. The first and

second derivative plots with the proposed locations of trans

dons are given in Figure
332,12, Fora discussion on using first and second derivatives for deconvoluting spectra,
see appendix D. The deconvoluted spectrum shows transitions located at 31118 em” (321
nm, 25763 cm M), 36387 cm" (273 nm, 20408 e, M"), 44468 em” (225 nm, 28599
em'M"), 46830 e (214 nm, 70923 cm M), and 51423 ' (194 nm, 382531 cm'M
'), These transitions are designated as Gy, G, G, G, and G, respectively. All proposed
transition maxima can be justiied with the first derivative as zero and the second
derivative as negative except for Gy, Ge, and G Gy and Gy, are justified from the second

derivative pattern where at the location for these transitions, the second derivative

displays a positive-negative-positive pattern suggestive of a maximum. For G, the second

derivative is not clear enough to make this determi

jon suceinetly. However, not
defining a gaussian function at this energy does not result in an adequate fit of the
spectrum. Therefore, this suggests that a transition is located at G This transition has
been designated with a * i Figure 3.3.2.1.2. All UV-Vis transitions are assumed to be (x-
%) in nature given that these transitions exhibit large oscllator strengths (fuc) and
wansition dipoles () which were calculated via equations 332.1.1 and 332.12,

respectively
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Figure 33.2.1.1. Deconvoluted UV-Vis absorption spectrum for 2POAP in acetonitile.
“This spectrum was obtained when in DMSO and waer.

o
@
£x10* (Wem)

oy A

6000 30000 30000 40000 4B000 42000 40000 Aaoe0  §1000 64000
Wavenumber (om")

Wavenumber (em)

Figure 3.3.2.1.2. Derivative plots for 2POAP in acetonitrile. (a) Data from 24000 cn’
45000cm”; and (b) data from 42000 cm” ~ 54000cm”. The dashed lines correspond to
proposed transitions.
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‘Table 3.3.2.1.1. Photophysical parameters for 2POAP in acetonitrle.

G o (GG
Newnm  RIGHY  2BERY 5 24
Euwem’  311I8Q0477)  36587(06761) 44468 46830
eem! M1 25763 20408 2590 70923
tem’ 5316 8080 ses1 3699
Joe 059 o 070 L4
weh 132 134 121 150
“in dimethylsulfoxide (UV-Cotoll a 235 )
fose = 433 % 107 [ e(W)dv ~ 433 x 10~ ) eqn 3.3.2.11.
en32i2

neh = [z

3322, Emi

Emission data for 2POAP in acetonitrile is given in Figure 3.3,

1. The data

indicates that there is no observable emission from 2POAP. The spectrum given is the

result of light scatering in the instrument as this emission profile is observed with both

solvent and solutions of 2POAP. Emission was also absent in dimethylsulfoxide,
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Figure 3.3.2.2.1. Emission spectrum for POAP in acetonitrile at A, =321 nm.

“The non-emissive nature of the 2POAP ligand is assumed 10 be due 10 efficient
non-radiative decay associated with structural rearrangemens in the excited state. As the
ligand is highly flexibl, tis is not unexpected. One such rearrangement is presumably
due o excited state intramolecular proton transfer which is common for many salen-type

complexes' (Scheme 3.3.2.2.1).

‘Scheme 3.3.2.2.1. Excited-state proton transfer in salen.

33.2.3. Laser Flash Photolysis
‘Transient experiments with the 2POAP ligand appear 10 suggest that the ligand is
highly unstable under laser excitation. This is demonstrated in Figure 3.3.23.1 where

after one laser shot, the absorption intensity of the 2POAP solution decreased
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substantially. This may suggest that excited state hydride transfr is playing a role given
that this type of transfer is common for many aromatic complexes.” *! The products of

this laser-induced decomposition have not been characterized.

Absorsance.

Wavelength (o)
ure 3.3.23.1. UV-Vis spectrum for 2POAP before and after one laser shot at 355 nm

excitation in acetonitrile at 298 K.

3324, Computational Studies on 2POAP Excited States
Computational data on 2POAP are presented in this section. The purpose of this

datais to explore and gain insight into the excited state electronic structure of 2POAP. All

calculations were performed using the Gaussian 09 suite of programs ” For all densi
functional theory (DFT) calculations, the B3LYP functional was employed which
contains Becke's three parameter hybrid exchange functional” with the Lee, Yang, and
Parr correlational functionalf"!. This hybrid functional has been shown 1o provide an
adequate compromise between computational cost and accuracy with respect to many
organic compounds.""? The Polarizable Continuum model (PCM)" was used to include

bulk solvent effects to determine the influence of solvent dielectric on the electronic
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structure. This method does not accoun for specific interacton of the solvent and solute
As such, discrepancies between experimental and theoretical data are expected.
Time-dependent density functional theory (TD-DFT) has been shown to be
eliable for many aromatic systems. "9 As such, it has been employed here for the
caleulation of excitation energies. All calcultions of excitation energies were obtined
using the non-cquilibrium solvation approximation for electroic transitions, which is
valid for excitations"”! TD-B3LYP/6-31++G(d,p) calculations were used to calculate

ChemCraft 1.6,

332.4.1. Excitation Energies

As presented in Scheme 332.4.11, one would assume that the trans isomer is
more siable due to less strain associated with the structure when compared (0 the other
comformers. As such, excitation energies were calculated using PCM-TD-B3LYP with

the 6- i trans and cis ind

‘These energies were then compared 1o those oblained experimentally to determine which
isomer was present in solution. The lowestlying excitation energies are given in Table
332.4.1.1. Geometries were nitially optimized using PCM-B3LYP/6-31G(d).

TraneH

Tnoitn CV A?
N

LI

‘Scheme 33.2.4.1.1. Selected isomers for 2POAP.
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Table 332.4.1.1. Lowestlying excitation energies (¢V) for 2POAP. Energies were
YP with the 6

T oW~ Experimental

The data in Table 3324.1.1 indicate that the structure of the 2POAP in
acetonitrile and dimethylsulfoxide would be the NH-tautomer of the trans-isomer given
that the calculated excitation energies for this structure match those that obained
experimentally. As such, the optimized ground state structure for this tautomer is given in

Figure 332411, Calculated bond distances and angles are given in Table 3.3.2.4.1.2.

Figure 33.2.4.1.1. Optimized structure of 2POAP in solution. Calculation performed
using PCM-BILYP with the 6-31G(d) basis set.
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‘Table 3.3.2.4.1.2. Optimized bond distances and angles for 2POAP in acetonitrile using
the inuum model BLYP with the 6-31G(d) b

ances (A) and angles C)
THC) (140 C19CQ0) 39
CRMCE) 139 CRoHRD 108
NO-C() P13 C(19)-H22) 108
COMHE) 108 CO81HR3) 108
COMHEN (109 CO7HEY 108
e 12 CCELCE) ng
o 1123 LN 13
COMN®) 1137 O®-COINO) 125
NOMHES) (101 N(I0-C(I)-N(12) 129
NOMN(0) 1139 N(0}-C(11)-C(15) s
NAOC(T) (129 CON2AH(13) 1a
CONG2) {138

N(I2VH(13) {101 CRIC(-CTING) a1
c(11-C1s) COMNONIOCT) 44
C(15-N(16) C-CONOHES) 18
N(16)-C(17) N(0}-C(11)-C(IS}N(16) 37
(1718 CRIC()-CT)-0E) 138

CO8LC(19) i1 NO2-C1)-C5CR0) 32

3.3.242. Electronic Transitions

an understanding of the structure of 2POAP in the ground sate, how s

excitation excitation energy distributed and dissipated in the excited state? In order 0
address this question, the time-dependent DFT calculations in Table 3.3.2.4.1.1 for the
NH-tautomer were used to obtain a more theoretical description of the redistribution of

electron density associated with the excited states for 2POAP. The oscillator strengths,

transi

n energies, and orbital compositions of the six lowest-energy excited states that

are predicted from the TD-DFT calculation are listed in Table 3.3.2.4.2.1. The calculated

along with the exper ption spectrum are plotted in Figure

332.42.1. The calculation of transition energies are in reasonable agreement with
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experiment. Rendering of the molecular orbitals involved in the six calculated excited
states using ChemCrafl 1.6 are given in Figure 3.3.2.4.22. In analyzing these electronic
structures, one can have some level of understanding in terms of the redistribution of

electron density associated with electronic excitation.

100000.
= o7
5 oo 08
=

: 058
§ so000 M
3 04 g
g Es1 2
§ 40000 02 §
H 028
3 20000 g
H 01
& Es2 o

24000 28000 32000 36000 40000 44000 48000
Wavenumber (cm’)

Figure 332.4.2.1. Lowest energy transitions determined from TD-DFT calculations on
2POAP plotted with the ground state absorption spectrum (solid black). ES-1 and ES-2
are the TD-DFT transitions for excited state 1 and 2 given in Table 3.324.2.1. Previously
deconvoluted transitions are also included (dashed)
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Table 3.3.2.4.2.1. Calculated Orbital Composition of the Lowest Spin-Allowed Excited
States of 2POAP in Acctonitrile. Calculation performed using PCM-TDB3LYP with 6-
31G++(d p) basis set.

E(em’) /o’ Orbial Transitions (c)

Excited State 1 29664 0.4036 1046 1069 (0.59)
1056 > 1076 (-0.38)

Excited State2 130039 00242 1046 > 107 (-0.26)

1056 > 1069 (0.64)
Excited State3 130250 0.0114 104 > 1069 (0.37)

105 > 107 (0.59)
Excited Stated 130291 0.0010 104 > 107 (0.64)

Excited State S 33755 014861009 > 1066 (-0.11)

1054 > 1086 (-0.34)
ExcitedState 6 33878 00149 1024 1074 (0.34)
1034 > 1069 (0.39)
1044 > 1089 (-0.30)
1054 1096 (0.29)
Caleulaied oseilator strength, <, corresponds (o the coeflicient for the orbital ransition.
7 comesponds to the contribution of each component o the total wavefunction
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Excited State |

Excited State 4

200
26

10

Figure 33.2.42.2. Drawin
on TD-DFT calculations. See

of the main orbitals involved in clectronic transitions based

ble 3.3.2.4.2.1 for further detais,
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Excited states 1 (29664 cm™), 2 (30039 cm”), 3 (30250 cm”), 4 (30291 em™), §

(33755 cm'), and 6 (33878 cm™) appear to be (x-x*) in origin. The lowest-lying excited

State (excited state 1) appears to have a contribution from the 105¢->107 transition
(14%) but is dominated by the 1049106 component (34%) which exhibits a
redistribution of electron density away from the bridge connecting periphery pyridines to
the central pyridine unit. In the TD-DFT calculations, only the largest coeffiients are
included in the output data. As such, the remaining 52% s assumed 1o be distributed
amongst other less dominant orbital transitions.

In the 104431069 transition, note the  redistribution of electron density
surrounding the carbonyl carbon: in the orbital 1049, a 7 bond is present between the
carbonyl carbon and a bridge NH group whercas in 1064, the 7 clectron density has been
redistributed towards the central pyridine. Given that the bond connecting the carbonyl
carbon (0 the central pyridine does not contain  character in 1049, the bridging group is
therefore not in the same plane as the central pyridine. However, since the bond
connecting the carbonyl carbon to the central pyridine does contain % character in 1066,
the bridging group must become planar with the central pyridine. Therefore, at te instant
of electronic excitation, the clectronic siructure of the bridging group will be in the same
plane as the central pyridine whercas its nuclear structure will not. However, as the
nuclear structure of this state relaxes, the bridge will become planar with the central
ligand. This would suggest that there s a substantial degree of structural rearrangement in
the excited state. This would lead 10 a highly-distorted excited state potential energy

surfuce, and therefore, enhanced non-radiatve decay.!
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333, Coordination Effects on 2POAP

With a preliminary undersanding of the ground and lowest-lying excited siates
for the 2POAP ligand, this scction attemps to build on this knowledge by presenting
iniial experiments which portray th effcts of Zn(l) fon coordinaton on the ground and
excited state properies of 2POAP. Computational data is nitally presented and the
effcts of coordination are proposed from a theortical perspecive. Experimenalttration
data ar then presented which illusrate coordination effets to form non-grid siuctures

involving 2POAP.

333.1. Computational studies on [Za(ID;CPOAP-2H)[*

A theoretical model representing metal fon coordination to 2POAP s given in

Figure 3.3.3.1.1. Bond distances and angles are given in Table 3.3.3.1.1. In this mode

Zn" coordination similar to that present in the [3x3] grid-type complex s used as a rubric
10 illustrate coordination effects. Geometries were optimized using B3LYP/6-31G(d) and
excitation energies calculated using TDPCM-B3LYP/6-31+G(dp). Calculated and
experimental excitation energies are given in Figure 3.3.3.1.2 and Table 333.1.1. The

molecular orbitals comprising the majority of the transitions are given in Figure 3.3.3.1.3.




Panar

Nonplarar

Figure 33.3.1.1. Coordination of Zinc(1]) to 2POAP 10 form a section of & grid-type
complex

Table 333.L.1. Optimized bond distances and angles for (Za(IDy(2POAP-2H)] in
acetonitrile using the polarized continuum model for the solvent and B3LYP with the 6-

31G(d) basis set.
ol Bood s ) o s )
THCo) N(©)Zn(Center) I
C@MCE) 10 om et 200
NO-C) 134 NO6-Zo(Side) T8
‘ CQHES) 08 COMC@CO) 118
COHHCT) 108 COMCOINO) i120
148 OB-COINO) 123
Ll NQO-CADNG2) 125
129 N10-C(1-C05) 123
136 CADNGHI3) 124
N 132 ICeoNoon 18
| CAN(12) 12 ZCamO6cn) 108
NO2H13) {101 105
Ulncds 151 onsmaoan i
CUSIN(E) (138 Zn(SideN(6-C(1S) 109
NIG-CU7) (135 CRM-CMCAING 0
CUnCa® (140 CONONA0MCAL) 150
CU8YC(19) (140 N(0-CADLSIN(E) -5
C19CED) {140 CRIC(ICOIOE) 130
CQOHED 108 N12-C(-C015)-CE0) %
C9H(D) (108 Zn(Cemten}N(©-C()XC(T) 0
CUSH@Y) 108 ZaSideN(OMCADLAS) is
CUTNHGY (108 Zn(Center)O(E)Zn(Side}N(I6) | 167

O(8)-Zn(Side)  :202
N(10)}-Zo(Side) 189
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2. Lxcluuen energies (¢V) for 2POAP and Zinc(ll) coordination to 2POAP.
Energies were calculated using TDPCM-B3LYP/6-31+G(dp) using
BaLvPi: ]I(J(d) optimized geometrics.

Calculated_Experimental
388 384
321 1326 (in grid)

Ligand
pAN0)

Analysis of the optimized structures in Figure 3.3.3.1.1 and the bond distances in
Table 3.3.3.1.1 would suggest that upon coordination, the 2POAP ligand moves from a
non-planar structure to a planar structure; as s observed upon Zn(ll) coordination to form
the [3x3] grid-type complex. Morcover, analysis of the excitation cnergies in Table
33312 for these siructures would indicate that such coordination to form a planar
structure results in @ lowering of the excitation energy. This trend is observed
experimentally in going from the uncoordinated ligand to the coordinated ligand in the
[3x3] grid-type complex.

As was discussed previously for the uncoordinated ligand, how is the excitation
distributed and dissipated within this coordination complex? The oscillator strengths,
transition energies, and orbital transition compositions of the six. lowest-cnergy excited
states that are predicted from TD-DFT calculations are given in Table 3.3.3.12. The
calulated oscillator strengths and experimental absorption spectrum for the Zn grid (i
[Z0(1POAP-2H)I"") are given in Figure 3.3.3.1.2. The calculated transition energies
are in reasonable agreement with. experiment. Rendering of the molecular orbitals
involved in the six calculated excited states using ChemCraft 1.6 are given in Figure

33313,
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Extinction coefficient (M"cm”)

s pareinaled

‘Wavenumber (cm")

Figure 333.12. Overlay of calculated excitation energies for [Zn(II(2POAP-2H)]
with the Zn grid UV-Vis spectrum. ES-6
are given as dashed curves (1o be discussed in Chapter 5)

-6 refers 1o excited sta

6. Deconvoluted gaussians

Table 3.33.1.2. Calculated Orbital Composition of the Lowest Spin-Allowed Excited
States of 2POAP in Acetonitrile. Calculation performed using PCM-TDB3LYP with 6-

3IGH) basis set.
E (e ons
Excited State | 15361 00000 1 )
Exciled Stale2 {19608 00020 1466 1486 (0.69)
1479 149 (0.14)
Excited State3 23981 00008 146p> 1486 (0.14)
1469 1526 (0.13)
1479 19 (0.68)
Excited Stated {25575 00161 1459 1486 (066)
1469 > 149 (0.14)
1479 150 (0.11)
1479 1526 (0.14)
Excited States | 25773 0002 1444 > 1486 (0.70)
Excited State6 25907 07058 1439 > 1486 (0.25)
1459 1486 (-0.14)
1478 1506 (0.63)
* Calelaied orbital iransition.

o comaponds o th conibuton of oach component o 1h ol waveimcin

9
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Selter  peideg,

<
e, > el
1474 — 1486

Excited State 6

Figure 333,13, Drawings of the main orbitals involved in electronic transitions based
‘on TD-DFT calculations. See table 3.3.42 for further details

Excited states 1 (15361 cm), 2 (19608 em™), 3 (23981 e, 4 (25575 em"), and
5 (25773 o) appear to result from the transition of electron density from the ligand
towards the metal core (see appendix A), whereas excited state 6 (25907 can”) appears to
be (x-x*) in origin. Excited states | 1o 5 are expected given that in the calculation, Zn(1l)
i Therefore, the analysis

of excited sates 1 1o 5 wamants a cautious interpretation. However, what appears
significant is excited state 6. The energy of this excited state i in agreement with the
experimental exciation energy obtained for the [Zn(I2POAP-2H)|". This state
appears 1o have a contribution from the 1436 > 1486 and 145 > 1486 transitins, but it
is dominated by the 147 > 1506 component (40 %) which corresponds 10 a (x-x*)

transition localized on the coordinated 2POAP ligand (Figure 3.3.3.1.3).

333.2. Non-grid 2POAP Coordination Structures
Experimentally, the effect of Zn(ll) coordination to 2POAP is given in Figure

333.2.1. where a Zn(NO,); solution was added to a solution of 2POAP in acetonitrile.
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The data indicate that upon addition of Zn(NOx), 1o 2POAP, coordination results in
‘growth of a transition centered at ~380 nm. Moreover, coordination results in a lowering
of the excitation energies for 2POAP. In addition, overlay of this data with the UV-Vis
absorption profile for the Zn grid suggests that the coordination complex formed solely
by addition of Zn(NOs); 1o a concentrated 2POAP solution in acetonitrle does not yield
the expected [3x3] grid-type complex (Figure 3.3.321(b) a the two absorption profiles
differ. Structural characterization has yet to be completed. However, given that 2POAP is
the only coordinating ligand present in solution, it is proposed that in order for the metal
ion to satisfy its coordination sphere, multiple 2POAP ligands must be coordinated to

Zn(u)

Jre—

e

Figure 33.3.2.1. Effect of coordination of Zn(ll) to POAP in acetonitrle. (a) absorption
profile of 2POAP upon addition of Zn(NO); and (b) overlay of absorption spectrum of
bsorpt trum for the

I the above experiment, multple 2POAP ligands may bind to the metal center in
order for the metal ion t0 satsfy ts coordination sphere. Therefore, in an attempt to limit

the number of 2POAP ligands which bind to each metal ion, 2,2/62"terpyridine (ipy)
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may be used as a tridentate ligand which should fill the Zn(ll) coordination sphere, as
illustrated in Scheme 3.3.3.2.1 below. Data for this experiment is presented in Figure
33322, In this titraion, the amount of 2POAP in solution was held constant. An
appropriate amount of tpy was added 10 the 2POAP solution followed by an appropriate
amount of Zn(NOs)z. Throughout the itration, the ratio of tpy: Zn(lI) was constant and the

ratio of Zn(y 2POAP and tpy:2POAP was varied.

NH,
s 1)\0
N0 Z'"",o\

‘\;fz'j );)(; ‘(;\r

Terpyridine (Tpy)

Scheme 3.3.3.2.1. Proposed capping of metal centers coordinated to 2POAP.

Analysis of the data in Figure 3.3.3.2.2 suggests that a mixture of 2POAP and Tpy
ligands results in coordination of Zn(ll) given the growth in absorption bands when
Zn(NOs),is added to this igand mixture. Moreover, this coordination appears (o saturate.

at approximately a 515 ratio of Zn(I1)}2POAPTpy (Figure 333.2.2(b)).  As such, the

which refl Zn(il) to 2POAP in this
titration. It 0AP acidic protons to the solvent
2POAP +5 Zn(ID) + 5 tpy > [Zn(Is(2POAP-2H)(tpy)s]** eqn 33321,
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Absorbance (a.u.)

®)

Absorption at 400 nm (a.
o

T 3 4 8
Ratio of Zn(l):2POAP.
Figure 3.3.3.2.2. (a) UV-Vis absorption data for 10/15, 2030, 30/43, 40/60, 50/75, 60/90,
707108, 80/120, 90/135, and 100/150 L. additions of 8.6 mM tpy/8.4 mM Zn(NOy): to
25 mL of 26 uM 2POAP. (b) saturation plot for the tiration. All solutions were in
dimethylsulfoxide
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Given the data in

igure 3.33.2.3(a), it appears that growth of the absorption
bands at 280 nm and 325 nm in the tiration data in Figure 3.3.3.2.2(a) may be attributed
1o coordination of tpy to Zn(ll) ions in solution. Therefore, the new bands centered

around 400 nm may be attributed to coordination of Zn(1l) to 2POAP. More specifically,

given the Zn-2POAP coordination exhibited by the data in Figure 3.332.1, this

coondination is not solely due to coordination (o only 2POAP as the UV-Vis absorption

profiles differ. Therefore, i s tentatively proposed that the bands present at 400 nm are
due 10 the 2POAP ligand  present in [Za(1)s2POAP-2H)(py)s]. This structure is
illustrated in Figure 3.3.3.2.4. Structural characterization for this complex has not yet

been completed, and therefore, these suggestions should be taken lightly. Morcover,

evidence 10 suggest a non-grid siructure such as (Zn(112POAP-2H)(tpy)s] is provided

bythe iven in Figure 3.3.3.2.3(b) from the Zn(11)-2POAP-
tpy mixture diffrs from that of the [Zn(IN(2POAP-2H)," complex discussed later in

this thess.
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ctnpare
A

)
Wavelength (vm)

Figure 333.23. (2) overlay of absorption profiles for 2POAP, Tpy, Zn(Tpy), Zn grid,
and a Zn-Tpy-2POAP mixture in acetonitril, and (b) Normalized plot of absorption and
emission in the Zn-Tpy-2POAP mixture with Zn grid emission
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a0 o0

™ 7

Briri B4
Sl

W zelzat
2y rz."‘r n%:"‘

Figure 33324, Structural representation of [Zn(sPOAPXTpy)s. @, B, and v
designate Za(11) coordintion types.

As suggested by the proposed siructure in Figure 33324, Za(ll) can be
partitioned in terms of three distinct ions: a, , and v. In Zn"(a), the coordination sphere
encompassing the metal ion is octahedral. However, in Zn'() and Zn'(y), the
coordination sphere is trigonal bipyramidal about the metal center. Since Zn(1) does not
exhibit any crystal field stabilization due to ts filled d-orbital character, these geometries
are possible. However, it is also plausible that both Zn"(3) and Zn"(y) are octahedral if

the solvent il a vacant coordination site.

34. Conclusion

d defined by the properties of its individual "
Highly-organized [3x3] grid-type complexes have previously been shown to exhibit

unique properties which may be exploited within the confines of memory storage.
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However, an understanding of the components within these complexes, which include
metal ions and 2POAP ligands, is a necessity if one wishes 10 use these complexes in any
device-like capacity

‘With this necessity in mind, preliminary insights into the electronic propertis of
the 2POAP Tigand have been explored in this chapter. As was illustrated by comparison
of computational data to experimental data, the structure of 2POAP in the ground state
may be associated with the tautomeric form of the commonly shown hydroxyl version of
the ligand. It was also proposed that this ligand's non-emissive nature may be associated

‘with a high-level of structural rearrangement in the excited state since the LUMO for this

ligand exhibits  character in an initally non-planar bond.

In addition to the excited state phenomena proposed for the uncoordinated ligand,
excitation energy and structural coordination eflects were shown o result in planarity and
a lowering in the excitation energies for the ligand when coordinated. Moreover, evidence
to suggest that metal fon coordination 1o 2POAP may form non-grid structures was

presented and that these structures exhibit many similarities and differences from the

discrete ligand in the grid-type complex.

3.5, References

U] 1M, Letn, Spramolecuar Chemisy: Conops rd Prspcives, VCH, New

PI M. Rubon,J. R . Romaro-Sekgmrs L. Uppedies and S M. Lot g
Chem. Int. Ed. 2004, 43, 3
131 Zhao, C. Matthews, L. K. Thompson and S. L. Heath, Royal Society of

Gty Chom Comm, 20,368



Chapter 3~ The 2POAP Ligand

m

18)

1

[10]

n
n2)

031

[14]

1)

L. Zhao, M. Sc. thesis, Memorial University 2001

H. Fricbolin, Basic One- and Two-Dimenaional NMR Spectroscopy. 4 ed.,
VCH, 2005.

T. Ktk T. e, H. Ushiim, M Kanakubo, §. Murata, F. Mizukami, Y.
Fujii and Y. Usui, Journal of the Chemical Society, Perkin Transactions 2 1999,
193

Acin_and P. Wan, Journal of Photochemisiry and Photobiology A
mm.m 2009, 208, 42.

hell and P. Wan, Journal of Photochemistry and Photobiology A
leeml\lrylllﬂ? 205,34

M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R.
Checscnan, G, Scalma, V. Barone, B. Menmuscl, G, A. Plerson, H. Neka
M. Caricato, X. Li, H. P. Hratchian, A. F. Izmaylov, J. B Zheng, J.

‘Sonnenberg, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J ngm M. Ishida,
“T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven, J. A. M. Jr, J. E. Peralta,
. Ogliaro, M. Bearpark, J. J. Heyd, E. Brothers, K. N. Kudin, V. N. Staroveroy,

Dapprich, A. D. Daniels, O. Farkas, J. B. Foresman, J. V. Ortiz, J. Cioslowski and
D.J. Fox, Revision A.02 ed., Gaussian Inc., Wallingford CT, 2009.

D. Becke, in Journal of Chemical Physics, Vol. 95, American Institute of
Physics, 1993, p. 1372,

C. Lee, W. Yang and R. G. Parr, Physical Review B 1988, 37, 785,

€. Crmr, Exsentls of Camputatonal Chemisy: Theores and Models, 2 ed.,
‘Mley,

1. Tomasi, B. Mennucei and R. Cammi, Chemical Reviews 2005, 105, 299.

L. Zhang, G. H. Pestherbe and H. M. Muchal, Photochemistry and Photobiology
2006, 82,324,

. Bhattacharya, Chemical Physics Letters 2007, 446, 199.




Chapter 3 - The 2POAP Ligand

116] Q.. Soum, 1. R Schoomcver, R Dueseg, S. Boyde, W. E. Jones, Jr. and T. J.
inorganic Chemisiry 1995, 34, 473.

107



Chapter 4 - Electron Transfer Theory

Chapter
“ELECTRON TRANSFER THEORY”

Abstract: The excited states associated with the ligand states in [3x3] grid-
type complexes will be shown 1o involve photoinduced charge transfer
processes. As such, electron transfer theory will be discussed in this chapter.
“This chapter cannot be comprehensive in covering all aspects of electron
transfer mechanisms and theory. The principles and concepts of electron
transfer relevant to_the polynuclear grid-type complexes studied in later
chapters will be presented. Specifically, the evolution of understanding of
electron transfer processes which can be used to assist in the classification of
the excited states of the [3x3] grid-type complexes containing Zns', Mns',

and Mns"Mn," metal cores will be discussed. Electron transfer theory will be
presented which il nclud te formalons proposed by Mulliken, Marcus,
and Hush, and the mechanisms proposed by Taube. Potential energy surfaces
will be constructed for a two-state sysiem, and an clecronic coupling i
lmmdu«d ‘hich il be used 20 2 mean to sy ke wensfr
system

4.LIntroduction
For billions of years, plants and photosynthetic bacteria have continuously advanced

their ability (o0 harvest solar cnergy and convert this cnergy into ATP and other

compounds for the organism to survive. The energy to biomass efficiency for this process
i5~0.05%; small when one considers the global impact of photosynthesis. However, on a
global scale, this limitation is overcome by the vast number of organisms that convert
light into redox equivalents which s then used to form biomass. Given that 120 000 TW
of energy is supplied to the earth from the sun in a given year, solar energy is therefore a
readily abundant energy source in which our current energy consumption (15 TW per

‘year) could easily be achieved simply by covering 0.1% of the carth's surface with a solar

108



Chapter 4 — Electron Transfer Theory

energy conversion system operating at 8% efficiency!"! This natural process, known as
Pphotosynihesis (equation 4.1 where A is an oxidized electron donor), wilizes a variety of
fundamental phenomena whercby light is absorbed by antenna chromophores and
funnelled 10 a reaction center (via excitation energy transfer discussed in Chapter 7)

where optical energy is ultimately converted to chemical energy. ¥/

20.C05 4 20 H:0 + hy ———> 2 [CH:OJ, + 20 0 + 20 A Eqn. 4.1

Photosynthetic organisms are ubiquitous in nature and form the foundation for all
higher-order life on this planet. The photosynthetic apparatus is composed of many light-
harvesting components and a reaction center where the conversion of photonic energy to
chemical energy takes place. The key components of the reaction center include a special

pair of bacteriochlorophylls (P), an unpaired bacteriochlorophyll (BChI),

in (BPH), and i ies (Q). 71 are held ina
fixed geometry which allow for various electron transfer processes 1o oceur at optimal

efficiency. OF these electron transfer processes, photoinduced electron transfer may be

onsidered as the most pivotal in terms of the overall progression of photosynthesis.

Photoinduced electron transfer is a process by which an electron s transferred from
an electron donor (D) to an electron acceptor (A) through light excitation of one of the
components prior to the actual electron transfer event. Through this process, excitation
energy s converted into redox energy through the creation of a charge transfer state

consisting ofa radical cation and radical anion.
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D+A e pria

D*+A—= D+A’
Elecron Transter

Figure 4.1. Photoinduced electron transfer involving donor excitation.

A charge transfer excited state can undergo further electron transfer (or charge

separation) in an approprately designed molecular assembly  prior to relaxation. For

example, in . the primary charge separation process is a
consequence of the specific arrangement and the fundamental nature of a special pair of
bacteriochlorophyll molecules, which upon excitation, transfers an electron to an adjacent
BChl molecule within ~3 ps.”! Further electron transfer from the BChI to an adjacent
BPh occurs in ~1 ps, with direct back electron transfer (or charge recombination) o
reform the special pair ground state occurring in ~10 ns.” This charge recombination
pathway s intercepted via further charge separation with electron transfer from the BPH

10 a quinone (Q4) occurring in ~200 ps and then to a second quinone (Qs) in ~200 s,
“These electron transfer processes are illustrated in Figure 4.1.2. This quinone then takes
up protons to compensate for the charge disparity associated with the transferred
clectrons, traverses the cell membrane, and releases the protons o create
transmembrane potential. I i this transmembrane potential which leads 1o the formation

of ATP through ATP synthase (Figure 4.1.3),
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Figure 4.1.2, Charge separation process in purple bacteria. BChI a; refers o the special

pair. The presence of the carotenoid (Car) represents an environmental difference

between the A and B side causing the B side to be deactivated. Reprinted with permission
3]. Copyright 2006 A

In many organisms, solar energy is converted to chemical energy through the
formation of a bond between ADP and phosphate. The electron hole lef on the special
pair is refilled by the initally trnsferred electron through an electron transfer cycle
involving an array of nearby cytochrome molecules and the quinone which has traversed
the cell membrane. However, in other species such as cyanobacteria and plants, this
electron hole is sed to pump the oxidation state of a nearby MO cluster. In these
species, through a series of oxidation state pumping, the electron hole is ultimately

refilled through the oxidation of water (Figure 4.1.3).
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chloroplast stroma

onvsenavsing complex

thylakoid lumen

Figure 4.13, y

In essence, electron transfer processes provide  pivotal means to susaining life
on this planet, as exemplified by photosynthesis. Given societies dependence on fossil
fuels, not only is energy derived from the conversion of carbon dioide and water to form
carbohydrates, energy is also derived from the photosynthetic organisms which fixed the
fossil fuel in place. Thus, studying electron transfer in well-defined molecular systems,
such a the grid-type complex, may lead to key insights into the fundamental processes

By scale.

4.2, Electron Transfer

Electron transfer reactions are ubiquitous in chemistry, biochemistry, and a

‘myriad of other pr Redox reactions result in a change of ~

an electron is transferred from an electron donor 1o an electron acceptor. This process

n2
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‘may ocur thermally via adiabatic electron transfer or via a non-adiabatic process such as
quantum mechanical tunnelling where light s used o drive the electron transfer event

‘These pathways are illustrated in Figure 4.2.1

VTRV
S

Figure 4.2.1

‘The formation of a charge separated state is coincident with the formation of &
radical cation and radical anion via electron transfer between an electron donor and
acceptor. Excited state charge transfer is thus in direct competition with the radiative and
non-radiative relaxation processes of the locally excited states of the electron donor and
acceptor. As such, as illutrated in the Jablonski diagram below, excited state electron
transfer i a non-radiative deactivation pathway of the locally excited state of a donor or
acceptor in direct competition with emission, intemal conversion, and intersystem

crossing (ie. ST conversion)

i8]




Figure 4.2.1.Jablonski diagram for an excited electron donor or acceptor.

Electron transfer theory may be viewed as combination of Mulliken's charge
transfer theory!”, Hush's intervalence theory!® 7, Marcus's electron transfer theory™'*)
and Taube's innerfouter sphere electron transfer mechanisms'"”. Other notable
contributions include Kochi’s interior sphere mechanism™®] Sutin’s semi-classical
treatment,"” Closs and Miller's" experimental verification of the inverted region, and
the Robin-Day ~classifications for eleciron transfer systems!"”. These theories,
mechanisms, and electron transfer classificaion schemes will be discussed in the
following sections. Other notable contributors 1o electron transfer theory include Jortner
and Bixon™ 1 for non-radiative decay theory. However, this theory will not be

discussed here.

4.2.1. Mechanisms of Electron
Taube demonstrated electron transfer processes occurred in terms of two
distinctive pathways which differ depending on the transition state through which the

process proceeds. ™ These pathways are illustrated in Figure 42.1.1. One of these

na
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distinct pathways involves an outer-sphere mechanism where the electronic interaction in
the bimolecular [D,A] encounter complex is considered o be weak and the transition state
is traversed such that the coordination spheres of both the donor and acceptor remain
unchanged. In contrast, the second pathway involves the inner-sphere mechanism where

jand. It is for this reason that the

the electron transfer event is mediated by a bridging
encounter complex for the inner-sphere mechanism i typically referred to as the bridged-
activated complex.

In discussing inner-sphere and outer-sphere electron transfer, the degree of
electronic interaction between the donor and acceptor was used o differentiate between
the two pathways. Conceptually, it is useful to sce how increasing the clectronic

imeraction in the [D,A] encounter complex will move from one mechanism 1o the

other " By progressively increasing the electronic interaction in the [D.A] encounter
complex, three distinct cases become apparent. For the weak electronic. interaction (or
weak electronic coupling) between the donor and aceeptor,the “outer-sphere” mechanism
dominates. For the relatively moderate electronic. coupling between the donor and
acceptor, the “inner-sphere” mechanism dominates and includes the formation of the
bridged-activated complex. Finally, as introduced by Kochi,""!a subelass of the inner-
sphere mechanism derives from strong electronic. coupling between the donor and
acceptor and is referred o as the “interior-sphere” mechanism. In this mechanism, the
encounter complex s considered to be delocalized forming a delocalized electron-ransfer
complex whercby the electron-transfer event i solely limited by diffusional encounter of

e clectron-ransfer mechanisms are llustrated in Figure

the donor and aceeptor. These:

4211
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Encounter Complex

Figure 4.2.1.1. Mechanisms of electron-transfer.

422, Classical Theory

Overal, a bimolecular electron transfer process may be summarized as follows.
Iniially the donor and acceptor collide under diffusional control to form a precursor
complex. The electron transfer process then occurs to form an activated complex at the
transition state. The actvated complex is composed of isoenergetic D-A partners where
the cleciron hops. Vibrational and solvent relaxation accompanies the formation of the
successor comple which then dissociates (0 form the bimolecular electron transfer

products. This process is summarized in scheme 4.2.2.1.
.
K S Ko g0 o
D+A <= DAl o DA = DVA"] == 0+ A
hoved  Succoscr
Com Compex Compin

‘Scheme 4.2.2.1. Overall process for a bimolecular redox process
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1. Mulliken Charge Transfer and the Encounter Complex

Mulliken™™ envisioned the diffusional encounter of an electron donor (D) with an

electron acceptor (A) to form an encounter complex [DA] which is detectable via the

optical charge-transfer transition shown below resulting from a mixing of the HOMO of

he donor with the LUMO of the acseptor.
hver
D+A == DA == [0A] .ﬂ.
D
Scheme 4.2.2.1.1. llustration of Mulliken charge-transfer.

The first report of the outer-sphere charge transfer complex was that reported by
Benesi and Hildebrand™ ! in which a benzene donor and a variety of halogen acceptors
formed 1:1 charge-transfer complexes "l This constituted the experimental basis for the
development of Mulliken's charge-transfer theory which is predicated on the ground- and

excited-state wavefunctions being expressed as:

W= a¥{par + a¥ipea + as¥ioe ) + b + eqn 42211
Wa=bi¥ioa + ba¥ip a1+ bi¥ioea + ba¥ioAy eqn. 422.1.2
Yo and Yoo the ground pos

the unperturbed sate Wi an electron transfer sate ¥y~ a locally excited donor
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state ¥ioe.y, and a locally excited acceptor state ¥ip v+, Terms a, and b correspond to

the wavefunctions for the ground and excited

contribution coefTicients which d

states. Thus, the optical colours which were observed are based on the ¥y, 5 We

transition in which W, ~ bx¥(p A and Wy, ~ ¥(o.x i.e. by >y, bs, by and a >> a3, a5,

).

A correlation between the energy of the optical charge-transfer transition (the

HOMO-LUMO gap) and the oxidation-reduction potentials of the donor and acceptor
h of absorption

provides the expe basis ing
bands resuling from complexation of a donor with an acceptor. This s illustrated below

for a TMDO donor with various aromatic acceptors.

T™MDO

Figure 42.2.1.1. Mulliken plot for a TMDO donor with various aromatic acceptors.
Reprinted with permission from reference [16). Copyright 2008 American Chemical

Society.

4.2.22. Electron self-excl
Self-exchange processes were one of the first electron transfer reactions.
studied. > These studies illustrated that electron transfer reactions are not solely driven

by the free energy change associated with the reaction. In these studies, isotopically
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labelled species were used to probe the overall self-exchange reaction. The process is

ustrated in Figure 4222.1.

Fe*+Fe? Fol*+Fe™

Coordinate

Figure 42221, surface for a 5 P

4223, Mareus Theory

“The field of electron transfer evolved rapidly due to the unique synergy between
Marcus” theoretical formalisms and the experimental study of bimolecular redox
reactions.”! The approach taken by Marcus™'*) employed the harmonicoscillator
approximation and assumed that a reaction will only oceur if the potential energy surface

for the res

nts intersects the potential energy surfuce for the products. This point of
inersection was defined as the transition state with the cnergy at this point being the

activation free encrgy (AG" or AG). Through application of transition state theory 10 the

coupled surfuces, the rate constant for electron transfer was derived 10 give cquation

42.23.1 below.* ¥ The potential energy surface associated with these coupled parabolas

i
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is given in Figure 4.2.1.3.1 along with associated thermodynamic parameters. It should be
noted that Marcus derived the electron transfer equations using statistical mechanics and
transition state theory.*"* Therefore, at all points along the reaction coordinate, the
system s in thermal equilibrium with the surroundings and the transition state s in

equilibrium with the reactants.

eqn 42231,

In equation 4.2.2.3.1, K is the electronic transmission coeflicient which represens the
probabiliy for electron transfer normalized to the number of times a complex achieves
the correct configuration 1o pass through the transition sate; and vy is the collisional
frequency or vibrational frequency depending on whether the electron transfer is
intermolecular o intramolecular.

Mechanistically, the donor and acceptor need to adopt nuclear (\y) and solvent

() configurations such that the redox partners are isoenergtic, The electron then “hops”
from the donor 10 the acceptor. This is required so that energy is conserved during the

reaction.

120
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Figure 4.2.2.3.1. Thermodynamic parameters in adiabatic electron transfer.

“The derivation of Marcus theory for electron transfer using intersecting parabolas s given
in Appendix B. The more famous Marcus expressions for AGY and ky are shown

below.*14!

AGH=GEmAE gy 42232

Ke=vye ST eqn 42233
Thermodynamically, the more negative the free energy for a process, the more
energy s released, therefore the more exothermic and fwvoured the  reaction.
“Thermodynamic intuition would suggest that the more exothermic a reaction, the greater
the magnitude of the rate constant for electron transfer. The relationship between the rate
constant for electron transfer and the driving force was predicted by Marcus. The
dependence of ku and AGYis llustrated in Figure 4.2.2.3.2 by noticing the change in the

location. Gt of
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“l

ad>o

ad-0 >0
6<% 26,3 26,5 %
o oo

Figure 4.2.23.2. Diagram illustrating the effect of increasing the exothermicity of a
reaction on the free energy of activation for a process. A i constant

A more familiar plot illustrating the effect on the rate constant for an increasingly

exothermic process is shown in Figure 4.2.2.3.3 which clearly illutrates that at a certain

point,

the speed of a process decreases as the process becomes more exothermic. In

addition, three distinct regions become apparent.

Region 1: The normal region where the rate constant, ke, increases as the process

becomes more exothermic. This is due to the fact that -AGa < A

Region 2: The activationless region where the reaction proceeds without an

‘energetic barrier. This is due 10 -AGo = A resulting in ke = vyx.
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Region 3: The Marcus inverted region where the electron transfer rate constant is
attenuated with an increasing AG?. This is due to the fact that -AGy >

A

A6

Figure 4.2.2.3.3. The effect of exothermicity on the rate constant for clectron transfer.

At the same time Marcus theory was formulated, Hush developed a similar

treatment for electron transfer.* ) Although the formalisms of both Hush and Marcus

were different, both theories result in the same expression as in equation 4.2.2.32 (tis
expression is commonly referred 1o as the Marcus-Hush equation). For the Marcus

expressions, it was assumed that nuclei (from both the solvent and system) must rearrange

before electron transfer oceurs. As such, the distribution in electron density was assumed

10 not be in equilibrium with the nuclear configuration. In contrast, Hush assumed that the

aribution of electron density would be in equilibrium with the nuclear coordinates and
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that the electron density is partly delocalized between the donor and acceptor in response

to the changes i “The main di these theories
is that Marcus theory predicts an inverted region whereas the theory presented by Hush
does not lead (0 inverted region behaviour as the electron density is assumed 1o be
delocalized between the donor and acceptor. " Marcus theary, however, is the accepied
theory for electron transfer as a result of experiments presented by Miller™ 2% which

provided evidence for the existence of the inverted region. Combining Marcus and Hush

Marcus theory p

42.2.4. Reorganization Energies
As introduced above, the reorganizational energy X, is divided into contributions

from oscillations within the molecule (A) and the solvent ().

N=NEN eqn 42241

“The oscillations from within the molecule may be calculated using the vibrational force
constants (f) associated with each of the molecular vibrations in both the reactant and
product, and the corresponding bond length changes (Ade) within the clectron donor and

acceptor.

1 M,
15y e azaan
SIS e

o
[ARYS)

eqn 42242

Ady= a4 eqn 42243
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‘The solvent reorganization energy, however, may be solved using dielectric

continuum theory assuming @ cerain shape for the solvent cavity. The simplest
assumption for the solvent cavityis that i is spherical with a donor and aceeptor radii of
and b respectively, which lie at a center-to-center distance R at the transition state. By
including the optical (co,) and static (c;) dielectric constants for the solvent, Marcus'”!
showed that:

A= @R (E+g

. ) ems22es

Equation 4.2.2.3.3 in conjunction with equation 4.2.2.4.3 predicts that the rate of electron
transfer will be dependent on the properties of the solvent and on the distance between the

donor and the acceptor.

42.3. Semi-classical Theory
In the limit where AG" < & with Hoy << X, the clectron transfer may oceur via a

classial thermal barrer crossing. However, if Ho is small, the eectron transition i the

activated complex may occur via quantum mechanical tunnelling and thermal activation.
“The correction required for quantum mechanical wnnelling is given by T in cquation

i for the

4231, vy is the vibrational frequency and K is the transmission coefl
event. Note that for tnnelling, the Born-Oppenheimer approximation s no longer valid,
as electron and nuclear motion oceur on the same timescale. Quantum mechanical

tunnelling i ilustrated in Figure 4.2.3.1

Kete = VoukeaTe 86" eqn. 4231,
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Figure 4.2.3.1. Quantum mechanical tunnclli

4231 The inverted region

Marcus theory predicts an inverse parabolic dependence of the clectron transfer
rate constant with the free cnergy change associated with the process. Experimentally, the
plot in Figure 4.2.3.1.1 is observed. ") The observed rate constant for clectron transfer is
greater than that predicted due to the quantum mechanical tunnelling effect discussed

above.

Figure 4.2.3.1.1. Inverted region behaviour.
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42.4. Quantum Mechanical Theory

The quantum mechanical treatment of electron transfer begins with the Fermi
Golden Rule formulation for the probability for a transition between states. In this
treatment, the rate constant for electron transfer is expressed as the product of the
electronic. coupling matrix clement Viy (which represents the degree of electronic
coupling) and the nuclear coordinates of the system and solvent (i the Franck-Condon

Weighted Density of States (FCWD))

ke = V3, FWD) en 1241

Using this expression, the rate constant for electron transfer may be expressed in terms of
the electronic coupling, the total reorganizational energy, and the free energy of reaction

assuming the solvent behaves classically as follows:"" *!

ket = S ViaGie

s eqn 4242

Likewise, the rate constant for electron transfer may be expressed as that given in

quation 4.2.4.3 which includes vibrational modes from the solvent. § is the Huang-Rhys
factor or clectron-vibrational coupling constant defined by equation 4.2.4.6 where S, is
the electron-vibrational coupling constant for the j* vibrational mode. S, is defined by
cquation 4.2.4.7 where M, is the reduced mass and AQu, is the change in cquilibrium

displacement between the ground and excited state potential energy surfices.

BRI
& eqn 4243,
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eqn 4244,

eqn 4245

eqn 4246

HOIC) eqn 4247

As illusrated in equation 4.2.2.43, the rate for electron transfer decreases as the
distance between the donor and acceptor increases for a bimolecular electron transfer
process. However, how about in covalently-linked donor-acceptor complexes? As
illustrated in equations 4.2.4.2 and 4243, the rate of electron transfer is expliitly
dependent on the clectronic coupling matrix clement Vor. As the amplitudes of
wavefunctions decrease with increasing distance, then the coupling between the donor

and acceptor wavefunctions decreases with increasing distance. As such, the electronic

coupling and accept
by the empirical expression for the distance dependence on the electronic coupling where
/34 s the electronic coupling at the optimal donor-acceptor distance o and i the

distance between the donor and acceptor. !

Vi = 30 eqn 424
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425, Electron Transfer and Electronic Coupling

The classical and quantum mechanical theories of electron transfer have been
presented in the previous section. Here, we consider the concepts relevant o the potential
energy surfaces for the electron donor and acceptor which are characterized as a function
of the electronic coupling. Potential energy surfaces are initially derived for a general and
unsymmetrical (AGoo#0) two-sate electron transfer system in which there is a net free
energy change accompanying electron transfer between an initial state and final state (or a
ground and excited state). Using this general expression, potential energy surfaces are

defined for a symmetrical (AGog=0) system. Through these surfaces, a

ation energies

rate constant is reformulated to
coupling. Electron transfr systems are then classified as class I, class 11, and class Il

depending on the strength of the electronic coupling between the donor and aceeplor

4251 Potential Energy Surfuces
For a detailed derivation of potential enerey surfaces, see appendix C. The energy

functions for two adiabatic states (i.¢. the ground and excited state) are given below. ™ *!!

{Gon + ) = [y = G + 4HEE} eqn 42513

{(Gun + Gu) + (G = Gan)? + 43,2} eqn 42514

Where Gy is the free energy associated with the electron transfer products and Gu is the
free energy associated with the encounter complex. Hi is the electron transfer coupling

matrix element which arises from mixing reactant and product diabatic states.
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In a more workable form, the free energy surfaces for the ground and excited
states are equated below where A = ££d? and the reduced coordinate X = 3721,
6o = $(8Gog + 42K = 2X + 1) = H{{(AGo0 + 212X ~ 1)* + AHZFeqn 42515

G = (8000 + A12X7 =20+ 11) + H{{(4Gon + 02X = 1? + 41 Fleqn. 42516

The cquations derived above for the free energies for a twostate system
consisting of a ground and excited state can be applied to both unsymmetrical (AGu#0)
and symmetrical (AGq=0) systems. For a symmetrical system, the free cnergy surfaces
are given below. For simplicity, the remaining discussion will focus on symmetrical

systems only.

Lalzxt - 2x + 1) - H{{ORK -1+ 4HLT]  eqn 42507

1012x? - 2x + 1) + H{{(Rx - 1) + 1) eqn. 4.25.1.8,

For a symmetrical system, the point of intersection for each of the diabatic curves

oceur at X=172 (

/2). At this reduced coordinate,

GosX =9

ale=)

—Hy  eqnd2519.

d4Hy e 425100

As a result of electronic coupling between diabatic states, the splitting at the
intersection between curves is 2Hi. As discussed in the previous section on Marcus

theory, the energy at the point of intersection is the activation eneray. This energy is
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derived below for a symmetrcal system with the incorporation of electronic coupling
between states. In deriving this equation, the energy minima are corrected for electronic
coupling. The rate constant for electron transfer i also given for a symmetrical system

when coupling is accounted for. Figure 42511 illustrates electronically coupled

surfaces for a symmetrical system.

a6t = G2l eqn. 4.25.1.11.
el e 2512

Reduced Coordinate X

Figure 425.1.1. Potential energy suface for an electronically coupled symmetrical

[DA] electron tranfer system.

A similar expression for the activation energy in an unsymmetrical electron

transfer system can be defined as that given below."” For simpliciy, the expression is

given. A detailed derivation is provided elsewhere. 1"

Chapter 4 — Electron Transfer Theory
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e Mihlon oy 45113

. A Hdp , _adkh g
AGingymm =3~ Hao + oo+ Gaman * 2~ Ghracet

Substitution of this cquation into the Arthenius equation with A-

HEy yields

e

the rate constan for electron transfer which includes AG, A, and Hiy dependencies.

42.52. Classific

n of electron transfer systems

As discussed above, electronic coupling between the diabatic states associated

with electron transfer reactants and products results in two adiabatic states in which one
adiabatic state is lower in energy than the other. AU the point of intersection between
diabatic sates, electronic coupling results in an energy splitting of 2Hs. Thus, the greater
the coupling between the diabatic states, the greater the energy difference between
adiabatic states, and the lower the activation energy for electron transfer. With this trend
i mind, three classes of electron transfer systems may be distinguished depending on the
magnitude of the electronic coupling between the donor and acceptor these are class 1,
class 1, and class 1L % ¥ These classes have been described for mixed-valence
complexes; however, the general methodology behind defining ach class remains the
same, irrespective of the type of chemical system.

In class | systems, Huy~0 and the potential energy surfuce representing the electron
transfer process resembles those of the diabatic states (i the properties of class |
Systems resembles those of the separate states)"” ** !l In class I systems, however,

0<2HA LT

¥ ique propertics are expr arein

addition to the properties of the separate diabatic states. As a result of the degree of

red as valend

electronic coupling in class 11 systems, they are cor rapped or charge-
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Tocalized systems and are adequately described by a double-well potential energy surface

o adiabatic state."™ ™ For class IIl systems, 2H.>, and the interaction between the

donor and accep has
a single potential energy minimum."” **! As such, class Il systems are considered as
charge-delocalized and no barrier exists for thermal electron transfer."™ ™ *' Figure
4252.1 provides an illustration of the potential energy surfaces for each class in a

symmetrcal system. In addition (0 this classification scheme, additional electron transfer

classes I systems (e “This class will
e
1 \ll/ m

Figure 42.52.1, Potential energy surfuces for a class 1, 11, and Il electron transfer
complex in a symmetrical system.
42,6, Excited State Charge-Transfer

In addition to thermal lectron transfer discussed in the previous sections, lectron
transfer between a donor and acceptor can also be activaed optically. ") As opposed to
electron transfer being dictated by the transition state structure, through the interaction of

a donor-acceptor system with light, electron density is allowed o be globally
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redistributed within the boundaries of the complex to form the electronic structure of the
clectron transfer products prior to nuclear rearrangement. The parameters and
terminology presented previously for thermal electron transfer are the same for optical
electron transfer. However, the difference between the two lies i the energy source: light

Versus heat.

42.6.1. Radiative electron transfer
A schematic representing radiative electron transfer is given in Scheme 4.2.6.1.1
For radiative clectron transfer, a precursor complex is formed through which clectron
transfer occurs.
[DV'A"]
Vaps| NVorm
D+A == [DA]

Scheme 4.26.1.1. Radiative electron transfer.

As expressed in cquation 4.26.1.1, single photon absorption is governed by the

{ransiton dipole moment (i) and the intensity of the lectric ield (W (v))!*"
W) = g LR) eqn. 426.L1.

“The transition dipole moment is given by equation 4.2.5.1.2. The transition dipole i is
given by equation 42.6.1.3 where ¢ X7 i the dipole operator and W is the clectronic
wavefunction which contains spin.*"

V=R < W > eqn 42612
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W Sle ST vE > eqn 42.6.1.3
rated band intensity for a radiatve transition i given by equation 426,141
[ewydv m‘m eqn. 4.2.6.1.4.
Likewise, for emission, !
ky = Brhen* (En)B eqn. 42.6.1.5.

where the Einstein parameter B is given in equation 4.2.6.1.6."

eqn 42615,

426,

Non-radiative decay

In addition to the ra

ive decay expressed in equation 42.6.1.4, an excited state

may also decay non-radiatively. For non-radiative decay, the electronic energy of the
excited state is funnelled into vibrational and solvent modes in the ground stae. This

process s induced by promoting vibrational modes i the excited state which
serve 1o perturb the electron density in the stae. This pertrbation effectively mixes
vibrational wavefunctons associated with excited siate promoting modes and ground
state accepting modes. The net result s tha the excess energy of the excited stae is
channelld into the solvent and the vibrational structure n the ground siate. This excess
energy is ulimately dissipated in the form of hea. For this type of decay, the Bom-
Oppenheimer approximation is no longer valid. Non-radiative decay i ilustated in

Figure 4262.1.
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3
1. Potential energy surfaces illustrating non-radiative decay. Q is the

which includes both solvent and system coordinates.

Using energy gap law, the rate constant for non-radiative decay s given by

equation 4.2.62.1 where Vi is the vibrationally-induced clectronic coupling matr
clement which ariscs from the effect of mixing the excited and ground state

wavefnctions by sclect vibrations. "™ 1 R is the average quantum spacing in the.

ground and excited states and  is the Huang-Rhys foctor which reflects the degree of
distortion (i.c. AQ) associated with the ground and excited state potential energy surfaces.

y is given by equation 4.2.6.2.2.

o] g 262

eqn 42622
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4.2.63. Classifying excited state electron transfer systems
In general, for class | symmetrical and unsymmetrical systems, the optical energy.
for charge-ransfer is given by the equation below. Optical energies for class |

symmetrical and unsymmetrical systems are shown in Figure 4.2.6.3.1

V= 2 (Symmetrical system) eqn 42631
V= & + Gy (Unsymmetrical system)  eqn. 426,32
|
o e
Roduced Coordnte X ER—

Figure 4.2.6.3.1. Potential energy surfaces and optical energies for a class | symmetrical
(left) and unsymmetrical (right) system.

For class 11 (charge-localized) systems, the expression for the optical encrgy
associated with charge transfer for a symmetre system is equivalent 10 that for a
symmetrical class 1 system. Although electronic coupling resuls in a lowering of the
energies of the diabaic states, ther is no net effect for a symmetrial system as both
reactant and product curves are lowered. However, the situation i diffrent for an
unsymmetrical system as both surfaces are offet. Therefore reactant and product curves

are afected t0 a different degree by electronic coupling. As such, the optial encrgy for
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charge transfer in a class Il unsymmetrical system is given below.” Class Il potential

energy surfaces are illustrated in Figure 42632,

Y ) [+ M| Mt e 42655

Roduced Coordinte X Reducad Coordinate X

Figure 4..6.3.2. Potential energy surfaces and optical energies for symmetrical and
unsymmetrical class 1 systems.

Optical transitions in a class 111 (delocalized) system, however, are directly related
10 the electronic coupling as given below for both symmetrical and unsymmetrical

systems " The class 111 systems are illustrated in Figure 42.6.3.3.

v = 2Hp (symmetrical) eqn 42634,

V= 8Goo + 2Hap (unsymmetrical) egn. 4.2.6.3.5
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Reduced Coordinate X

Figure 4..63.3. Potential energy surfaces and optical energies for symmetrical and
unsymmetrical class Il systems.

Hay for class I and class 11l syste

the Mulliken-Hush equation can be applied in which Huy i directy related to the optical

charge transfer absorption profile "'

. eqn. 42636

Hap(em™) = [MMIA'I

“Therefore, by analysis of the optical charge-transfer absorption profiles, the electronic.

pling el then be determined.

43. Conclusion
In this chapter, the electron transfer formalisms proposed by Mulliken and Marcus
have been presented, along with the mechanisms proposed by Taube. Potential energy

surfces for which

BGoo, N, and Ha were defined. Using these parameters, optical electron transfer in
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=0)and i G0 # 0) I,

1L, and 11l depending on the value of Hy relative to that of A; much akin to the
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Chapter §

“GROUND AND EXCITED STATES IN THE [3X3] Zn(i1), GRID-
TYPE COMPLEX”

Abstract: The purpose of this chapter is 1o develop an understanding of the
ligand excited states in [3x3) grid-type complexes. These states will be shown
1o involve excited siate electron transfer. With the electron transfer
formalisms presented in the previous chaper, the igand-based excited states
of [3x3] Zn," grid-type complexes will be classified. 1D 'H-NMR, 2D
correlated NMR, variable-temperature 'H-NMR, and crystal structural data
will initally be presented to formalize insights into the grid ground-state
structure. Excited state data will then be presented and discussed.

5.1, Introduction
“The structure o the [3x3] gid-type complex [Zn(I}2POAP-2H)* is given in
Figure 1.1, This structure may be subdivided into two distint substructures: the metal

core and the ligand framework.

Figure S.1.1. Structure of the [3x3] grid-type complex [mn).(zrou 2H)]*". The data
‘were obtained from the CIF file atached with references
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In [Zn(I1s(2POAP-2H)e]*, the metal core consists of 9 metal centers arranged in

a flat grid-like motif; each separated by a distance of ~4 A (when M=Zn") and connected
through an oxide bridge. As a consequence of this structural motif the core may be.
considered to contain three types of metal centers: the four comer metal atoms (), the 4
periphery central metal toms (1), and the central metal atom at the core (7). A structural

representation of the metal core is given in Figure 5.1.2.

Figure 5.1.2. Structure of the metal core for a [3x3] [Zn,"(2POAP-2H)]" grid-type
complex. The data were obtained from the CIF file attached with references (1, 2]

For the ligand structure in (Zn(Is(2POAP-2H)e]"", ligands are arranged in a -
stacked fashion whercby cach side of the grid consiss of 3 ligands stacked i a face-to-
face manner separated by a distance of 3.5 A. As 3 ligands constiute cach side o the
complex, [3x3] grids (and larger)contain chemicaly incauivalent ligands inherent 10 ther
5D structure such that the lgand framework conssts of inner and outer ligands. In

addition, in the grid-ype complexes of Zn(Il,

(1), and Ma(IyMn(1) studied in this
thesis, the coordinated 2POAP ligand exhibits exposed NH; groups. As is demonstrated

later in this chapter, these exposed groups allow for the presence of unique dynamic and
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optical properties. In Chapter 8, these exposed groups are exploited to form higher-order

supramolecular adducts

5.2. Results and Discussion
52.1.1D and 2D NVR

For the [3x3] grid-type complexes studied, the [Zn(11W(2POAP-2H)]" was the
only complex that was NMR active as Zn" ions are closed-shell d'” sysiems that are
diamagnetic. As such, this complex offers a unique opportunity o explore the properties
associated with the ligand framework. NMR data on this complex is presented below.
NMR data for this complex has not been previously reported and is thercfore thoroughly
discussed.

“The 'H-NMR spectrum of [Zn(11)y(2POAP-2H)]*" and its associated ligand in ds-

acetonitrile are given in Figure 5.2.1.1. The absence of an OH resonance at 11.1 ppm on

formation of the grid is consistent with the loss of the hydroxy! protons. The chemical

shifts associated with the ligand protons on coordination with Zn(ll)is in agreement wit
the expectations for metal coordination. As all proton peaks for [Zn(I(2POAP-2H).]"
were located in the aromatic region, this suggests that the ligands in [Zn(II(2POAP-
2H).J* are composed of aromatic groups. However, of interest is the presence of an
approximately two-fold number of proton peaks for the Zn grid relative 1o tha of the
uncoordinated ligand. This two-fold number of peaks is assigned to the presence of
chemically inequivalent ligands within the grid-like architecture, and is attributed to the
presence of exterior and interior ligand environments. This is as expected given the.

erystal structure presented in the introductory section of this chapter when one considers
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the symmetry associated with the arrangement of ligands in the complex. However, this
NMR data confirms the presence of chemically inequivalent ligands from both a nuclear
and clectronic perspective. The notion of chemicaly inequivalent ligands in inner and
outer environments has also been observed with other grid-like arrays.”! The assignment
of peaks as originating from inner and outer ligands was based on peak ntegration of the
NMR signals. This peak integration yields an even number of peaks with integrals which

peaks (Table 2.1.1) atributed to signals
resultng from the outer ligand given that there is  2:1 ratio between outer and inner

ligands.

" " |
l m" | mo mes  neo

85 80 70 65

s
Chemical Shift (ppm)
Figure S2.1.1. 'H-NMR specira of [Z0,(2POAP-2HN]* (top) with its uncoordinated

4 i orefer

ligands.
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In order to correctly assign the proton peaks presented in Figure 5.2.1.1, 2D NMR
data were collected and are presented in Figure 52.1.2 and Figure 5.2.1.3. The overall
method employed for peak identificaion (a5 used in Chapter 3 for the uncoordinated
ligand) was to first use ('H-""C) COSY data presented in Figure 5.21.2 to determine
‘which peaks originate from C-H bonds. After C-H peaks were identified, (‘H-'H) COSY
dta presented in Figure 5.2.1.3 were used to determine which protons were adjacent to

one another.

84 80 64 60

7 72 68
Cremial Snif pprn)
Figure 5.2.1.2. (H-°C) COSY data for [Z0s(2POAP-2H)|" in d-acetonitrile.
(HC) COSY data presented in Figure 52.1.2 suggests that all peaks are
attibutable to protons involved in a C-H bonding interaction with the exception of both

the Hy' and Hs" peaks. Therefore, these Hs' and Hs° peaks may be attributed to NHy

‘groups located on the inner and outer ligands, respectively. Since integration of these
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‘peaks results in a value of 8 for Hs' and 16 for ", Hy' is assigned to the NH; groups on

igand and Hs® ligand. In addition, the
triplet present at 7.53 ppm and multiplet at 7.31 ppm exhibits two (‘H-""C) COSY peaks
‘which is consistent with the presence of two different C-H environments within each of

these chemical shifts

s
€
20E
£
759
3
sk
85
w0 75 70 65
Chenical Shift (ppm)

Figure 5.2.13. (H-'H) COSY data for [Z0y(2POAP-2H)|" in ds-acetonitrle

('H-'H) COSY data presented in Figure 52.1.3 suggests that both Hy' and Hy"
protons are not coupled to any of the peaks present. Therefore, these protons are not
adjacent to any of the other protons present in the coordinated 2POAP structure. This is
consistent with assigning these peaks o NH; groups located on the inner and outer

ligands. (H-'H) COSY data Table 5:2.1.1
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i that of the peaks which have lower integral values (designated with a superseript i),
peak H' is coupled to peak Hy', which in turn is coupled to Hy'. A proton contained in the

‘multiplet assigned as H.' is coupled to Hs' given the ('H-"’C) COSY data discussed above

Which suggests that this peak is the result of two overlaying C-H signals. I additon o
the above coupled peaks, the data also indicates that proton H! i only coupled to Hy'
which in turn is only also coupled to Hy'. As the coupling constant for Hy' is about the
same as that for Hy' (Table 5.2.1.1), H,' is coupled to Hy'. Moreover, since the coupling
constant for H' is about the same as that for Hy', H' is coupled to Hy'. Therefore, the
assignment of the inner peaks in Figure 52.1.1 is justfied.

‘The assignment of peaks associated with the outer ligands follows this same
approach. The ('H-'H) COSY data and the data listed in Table 5.2.1.1 suggest that of the
peaks which have upper integral values (designated with a superscript o), peak H” is
coupled to peak Hx', which in tum is coupled to Hs'. Moreover, this peak is coupled to
H.®. I addition to the above coupled peaks, the data also indicates that proton Hi’ is only
coupled to Hy* which in turn i only coupled to . Since the coupling constant for H,* is
about the same as that for H* (Table 5.2.1.1), Hi* i coupled to Hy'. Moreover, since the
coupling constant for Hq® is about the same as that for Hy', e’ is coupled to Hy"
Likewise comparisons of coupling constants may also be made from the data listed in

Table

1. Therefore, the assignment of the outer peaks in Figure 52.1.1 is also

justified.
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‘Table 5.2.1.1. NMR parameters for [Zn(11)(2POAP-2H)¢|"" in dy-acetonitrile.
Peak” Chemical Shift— Multiplicity I Integral”
«
T 632 50 T
! 644 55 4
' 730 65 4
H 732 75 4
' 6 - 8
H 769 75 4
' 753" 73 *
e 717 s §
s 666 53 8
e 753 73 &
He 760 80 8
H 693 - 16
He 826 75 8
X 811 riplet 80

4
T There are 2 inner ligands () and 4 outer igands (0) i the complex. " These peaks have
protons in the same environment but are due to different protons, as given by (C, H)-
correlated NMR data previously). © The actual integral for this peak is 5. The integral
values have been separated to reflect the two convoluted NMR signals for this peak. ¢
Coupling Constant.

5.2.2. Temperature dependent "H-NMR

Temperature dependent 'H-NMR data for [Zn(I1{2POAP-2H).]"" arc given in
Figure 5.2.2.2 and Table 5.2.2.1. For this comples, the inner and outer NH; groups appear
10 exhibit exchange broadening. As the temperature is varied, the NH; groups appear to

become broadened and shift upfield.

10 be expected that both the inner and outer NH;
protons will exhibit exchange between two chemically inequivalent conformers, with one
conformer corresponding to the protons in-plane with the ligand, and the other conformer
cormesponding (o protons out-of-plane with the ligand with protons exposed o the metal

pocket, These protons appear
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for both inner and outer NH; groups,indicating that these protons are n the fast-exchange
regime for the temperatures utilzed. Due to symmetry arguments, both protons contained
in the in-plane and out-of-plane conformations of the inner NH; groups are chemically

cquivalent (Figure 5.223). However, for the outer NH protons, the in-planc

conformation contains
plane conformation alleviates the proton chemical equivalencies due to the exposure of
one of the protons 1o the metal pocket (Figure 5.2.23). As a resul, for the outer NH;
groups, the out-of-plane conformation exhibits two proton peaks corresponding 10 a

proton pointing away from the metal pocket while the other proton points towards this

pocket. The in-plane conformation for this group, however, only exhibits one proton peak
corresponding to both protons in-planc with the ligand. Given the clectronic structure of
the grid complex, the out-of-plane conformers are suggested 10 be upfield from the in-
plane conformers. A plot of peak position versus temperature for the NH; groups is given
in Figure 52.2.1. NMR shifls in other protons with temperature in Table 52.2.1 are

attributed 10 the effect of NH; rotation on the interactions between the inner and outer

ligands.
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Table 52.2.1. Variable temperature NVIR shifts for [Zn(I)s(2POAP-2H)["" in ds-
acetonitile.

308K SISK
6326 6324
6448 6458
7.300 7301
7317 7317
6714 6709
7.706 7718
7.530" 7.529"
7168 7176
6.664 6673
7.530" 7529"
7,602 7.608
6912 6895
8270 8278
8114 8114

There are 2 inner ligands (1) and 4 outer ligands (o) in the complex. © Peaks are
convoluted.

- —

Figure 5.2.2.1. NMR shifts for H' (2) and Hs’ (b) from 278 K t0 318 K.
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Figure 5.2.2.2. Temperature dependent "H-NMR on [Zn;"(2POAP-2H),]*". See Figure
52111 (nrpu\(un
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5.2.3. Excited States of the Ligand Framework
With an understanding of the structure for the Zn(Il)s grid-type complex studied in

this chapter, the optical states for this complex is now described.

5231, UV-Vis spectral deconvolution

The absorption spestrum for [Zn(11u(2POAP-2H),J(NO), and its uncoordinated
ligand in acetonitrile are shown in Figure 5.2.3.1.1. The observed red shift of the ligand
absorption bands on binding Zn'" fons to form the rid-type structure is atributed to

structural effects associated with ligand rigidity induced by metal ion coordi The

UV-Vis spectrum for [Zn(I1)(2POAP-2H)J(NOs)s was deconvoluted using first and

second derivatives and is given in Figure 52.3.1.2. The first and second derivative plots
with the proposed locations of transitions are given in Figure §.23.1.3. For a discussion

on using first and second derivatives for deconvoluting spectra, see appendix D. The

deconvoluted spectrum shows transitions located at 20151 em" (496 nm, 2013 M”en
23066 em” (433 nm, 18800 M"'em!), 26289 cm! (380 nm, 161008 M'em!), 30629 !
(326 nm, 57588 Mem’), 40110 em’ (249 nm, 67890 Mem!), 48226 e’ (207 nm,
206863 M'em), and 51429 em" (194 nm, 340363 Mem”). These transitions are
designated as G, G, G, G, G G, and G respectively. Al proposed transition maxima
can be justified with the first derivative s zero and the second derivative as negative
except for Gu, Gu, Go, and G G, G, and G, are justified from the second derivative

pattern where at the location for these transitions, the second derivative displays @

positive-negative-positive pattern suggestive of a maximum. G may also be justified

using the patiern displayed by the second derivative, yet the second derivative at Gy is not
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clear enough to make this determination succintly. However, not defining a gaussian
fumction at this energy does not result in an adequate it of the spectrum. Therefore, this

suggests that a transition is located at Gy, This transition has been designated with a * in
Figure 52313

ex 104 - em)

(wo W 01 x5

o
2000 60 o0 50000

Wavenumber (cm)

52311 Overlay of UV-Vis absorption spectrum for 2POAP and
[Zn(ID/2ZPOAP-2H)5|(NO:)sin acetonitrile.

ex10f (ulem)

24000 32000 40000 48000 56000

Wavenumber (cm)
Figure 52312 Deconvoluted UV-Vis_absorption specirum for_[Zn(ID2POAP-

2H)J(NOs)s i acetonitrile. The inset is an expanded spectrum from 18000 — 22000 c
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As the Zn(IIVII) potential s t0o high and the Zn(Il1) potential is too low, the
absorption spectrum for [Za(I1)(2POAP-2H);J(NOs)s are not associated with charge
transfer involving the metal center and are dominated by the transitions associated with
the coordinated ligands and their corresponding interactions with one another. The

bandwidth at half

U (85,,) for cach transition s related 10 the solvent
reorganizational energy (A,) via equation 5:23.1.1. J is defined by cquation 52312
where a is the radius of the solvent cavity assuming a spherical cavity, fys and flgs are
the transition dipole moments for the ground and excited states respectively, and D, and

Dy are the static and optical dielectric constants of the solvent, respectively. !

(89,72)" = 16ksT2,In2 eqn 52311

A= gy i) (B - 2E)  ean 52312

Given that the armangement of ligands in the grid architecture allows one to partition the
ligands in terms of inner and outer, through equation 5.2.3.1.1, outer ligands are expected
to cxhibit broader transiions (larger A, values) than those same transtions on the
inner ligand. This is because they are susceptible o the solvent and will exhibit a solvent
reorganization energy that is approximately double that for the inner ligand. This “double

approximation” is based on the dimensions of the ligand which is accessible to the

Solvent, assuming that the contribution of the solvent through cach dimension is identical
fimespective of the location of the ligand and that there are no specific solvent interactions
with the ligand. IF each ligand was analyzed separately and the solvent coordinates around

cach ligand defined in terms of the solvent encompassing the cdge and facial dimensions
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of the ligand, then the solvent reorganization can be defined in terms of components
which interact with the edge and fuce of the ligand as follows. For each of the outer
ligands, the solvent will interact with the ligand through both the ligands" edge and facial

dimensions. However, for the inner ligand, the ligands facial dimension s occupicd by

the outer ligands due 1o the nature of the -stacking arrangement in the complex.
Therefore, the solvent is only accessibl 10 the ligand along the ligands edge dimension,

Since there are 4 outer ligands in the complex. there are a total of § solvent reorganization

e

parameters corresponding to reorganization in terms of edge (A5°°) and
coordinates. Likewise, since there are 2 inner ligands in the complex, there are a total of 2
solvent reorganization parameters corresponding 10 reorganization in terms of the edge
coordinates. This is shown in Scheme 5.23.1.1. The solvent reorganization energy for the
outer ligand (237) and the solvent reorganization energy for the inner ligand (A4"°")
are given by cquations 5.2.3.1.3 and 5.2.3.1.4 where 2207 is the solvent reorganization
associated with each coordinate system defined by equation S23.1.5. As given by
cquation $.2.3.1.6, the band width for the outer transitions should be double that for the

same transition located on the inner ligand,



Face

U‘_ i

N “YQY” Téﬁg
O g0z N

!
2

(= =

S

Scheme 523.1.1. Solvent coordinate system for each ligand in [Zn(IDy(2POAP-
2H),J(NOs)s. One side of the complex i illustrated for lariy.

Aguter = 42510% 4 42]%* = gagoord eqn.5.23.1.3.
240t eqn. 52314

en 52315

n 52316

[

Based on the solvent accessibiity of the ligands, inner and outer ligand ransitions.
have been assigned based on A7 values. The oscillator strength () and transition
dipole moment () for each transition were calculated via equations 52317 and
52318, fuo f0r Gy, G, G, G, Ge, Gy, and Gy were calculated 10 be 0,022, 0.10, 299,
212,152,955, and 5.3 respectively. Likewise, i for Gu, G, G, G, G, Gy, and Gy were
calculated 0 be 032 €A, 0,62 eA, 325 €A, 2.53 eA, 187 A, 428 ¢A, and 3.10 eA
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respectively. Given the large oscillator strengths and transition dipole moments for G,
G, Ge, G, and Gy, these transitions have been assigned as (x-*). Furthermore, given that
A8y, for Gy (8487 e is approximately double that for G, (4290 cm), and A5, for
G (1061 e is approximately double that for G (5174 em"), Gy and Gy have been
assigned 1o a (x-x*) transition specific 1o the outer ligand, and G and G, have been
assigned to these same respective (z-x*) transitions specific o the inner ligand. OF the

remaining unassigned transitions, since A7y for G, (2488 e is approximately double

that for Gy (1167 cm”), G is assigned to a transition specific o the outer ligand and G is
assigned 10 a transition specific 10 the inner ligand. These transitions are not assumed to
be (x-2*) in origin duc to their relatively small oscillator strengths and transition dipole.
‘moments (table 5.2.3.5.1). G has been assigned to a (x-x*) transition specific to the inner
ligand due to the relatively small band width and the inner/outer pattern associated with

the (x-x") tansitions.

fore = 433X 1072 [ €)= 433 X 107 (sl ) eqn.5.23.17.

A

eqn5.2318

[TETETET)
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5232, Fluorescence

The comrected fluorescence  spectrum for [Zn(1IM(2POAP-2HINOY) in
acetonitrile s given in Figure 5.2.3.2.1(a) and is normalized and overlaid with the UV-Vis
absorption spectrum in Figure 5.2.3.2.1(b). Spectra were normalized by sctting the
absorption and emission band maximums to 1 through multplication of the spectra by

for the transition. The overlaid spectra in Figure 523.2.1(b) illustrate that both

absorption and emission display similar gaussian band shapes. The normalized emission
and absorption spectra cross at 19149 cm”. This suggests that the emitting state is
associated with the same electronic state as the G, transition in the deconvoluted

absorption spectrum in Figure 5.2.3.1.2.
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oo wieo 000 2000
Wavenumber (em)

Wavenumber (cm')
Figure §.2.3.2.1. (s) Corrected emission spectra and (b) overlay of emission specira with
it

the deconvoluted G, transition.

5233, Effect of Protonation
The effect of protonation on the ground and excited states of (Za(ID42POAP-

2H)I(NO,); are given in Figure 5.2.33.1. In this study, 1 M trifluoroacetic acid was
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progressively added in L additions o a solution containing [Zn(ID(2POAP-

2H)(NOsin acetonitrile.

Absorption

3 & B

Intensity x10% cps)

Wavelength (nm)

Ppur S233.1 Effct ofpucion 00 441 i (26122042 2H)* solution in

mkl"nZ%Kuaf\mcnmuf[TFAr lﬂuM 204M, 3.0 uM, 40 4M, 50 4M, 6.0
WM, 6.9 M, 7.9 uM, 89 M, and 9.9 M, respectively. (b) Overlay of absorption spectra
before and after acid addition. (c) steady-state emission spectra for [Zn(IDy(2POAP-
2H),J° a1 298 K. 1 atm air, Aew = 380 nm, and the same [TFA] given in (a). (d) overlay of
UV-Vis and steady-sate emission spectra

‘There does not appear to be an appreciable global effect on the ground state

structure of [Zn(D(ZPOAP-2H)J* with the exception of the loss of the outer ligand
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transition at 496 nm (Figure 5233.1(b)). This would indicate that at higher [TFA]
values, the outer ligand appears to be more appreciably affected. Not unexpected given

that the outer ligand is more exposed 1o the solvent. The fuct that [TFA] effects the G,

transition and not any of the assigned (x-x*) transitions suggests that this UV-Vis

transition is not solely due 1o (x-x*) on the 2POAP ligand. The functional group which is
most affected by [TFA] would be the NH; group. Thus, Gy, the UV-Vis transition at 496
nm, must involve the NH; group. Given the donating capacity of NHs groups, and that

transitions

wolving this group typically involve intramolecular charge-transfer where

this group serves as the charge donor,"**! G, is assumed 10 be associated with a charge-

transfer transition located on the outer ligand. It is assumed that the accepting group is a

‘periphery pyridine given that the 2POAP ligand exhibits no other discenible structural

features which would likely serve as an electron accepor.

Analysis of the protonation effect on the excited states in Figure 5.2.3.3.1(c)
indicates a more dramatic effect, As the [TFA] is increased, a loss of the emission
ransition at 552 nm is observed with growth of an emission band at 465 nm. Given the
Toss of the UV-Vis absorption transition at 496 nm under the same protonation conditions
(Figure 5.2.3.3.1(b)). and that this transition exhibited charge-transfer character involving
the NH; group on the outer 2POAP ligand, the emission band centered at $52 nm is
assumed to involve this same charge-transfer transition. Therefore, the assignment of the

emitting state as G, is justified. Moreover, the loss of the G, transition coincides with Gy

as the new lowestlying sate. As such, the new emiting state at 465 nm is assigned 10 the

Gy trans
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Further evidence 1o suggest that G, is associated with charge transfer involving
the amino groups is given in Figure 5.2.3.3.2 where the emission data in Figure 5.2.3.3.1
was plotted as a function of the [TFA] added. The data in Figure 5.2.3.3.2(a) suggests that
the emission band centered at 552 nm saturates after addition of ~8 kM of TFA, This

This 8:4 ratio s consis

coincides 1o an 8:4 (or 2:1) ratio of TFA to ent with the

number of amino groups in the grid on the outer ligands. What i interesting is that
‘growth of the band at 465 nm saturates after a 4:4 (or 1:1) ratio of TFA to grid. This is

probably due to protonation of one of the amino groups on each of the outer ligands



3] ype complex

Intensity at 852 o (cps)

(®)

Intensity st 455 o (cps)

T
e

Figure 52.33.2. Plot of [TFA] with the intensitis of the emission bands at (3) 552 nm
and (b) 465 nm using the data in Figure 5.2.3.3.1

52340

Vis Band Analysis
“Thus far, G, has been assigned as charge-ransfer, and Go/Gy and G/Gy have been
assigned as (n-x*) stuated on the inner and outer ligands. However, how is Gy assigned?

In order to assign this transition, an extended analysis of the deconvoluted transitions is
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required. This analysis is presented below. The spectroscopic paramaters obiained from
this analysis are summarized in table 5.2.3.4.1
The deconvoluted UV-Vis spectrum for [Zn(ls(2POAP-2H)JNOs) in

was analyzed as follows. Fos, the difference in energies between the ground
and excited state v = 0 vibrational staes, was estimated by drawing a tangent 10 the
deconvoluted band on its low energy side and recording the point at which this tangent
intercepted the baseline for the spectrum.™'? Using equation 5.2.34.1, the total

reorganization encrey (i) was calculated by t

ing the difference in the optical transition

energy (Eep) and Eco.

eqn.5234.1

eqn 52342

As given by equation 5.2.3.4.2, the

al reorganization energy contains inner and outer
reorganization components (k, and %) which result from vibrational and solvent
reorganization, respectively. As such, by directly extracting the band width at half
maximum for each of the deconvoluted bands, the solvent reorganization energy was
calculated via equation 5.2.3.4.3 and the vibrational reorganization energy was calculated

by rearranging equation 5.2.3.4.2

TegTing 2%

Jolem eqn 5.23.43.

Using a Franck-Condon analysis, the oscillator strength (fu) was calculated using

equation 5.2.3.4.4 and the transition dipole was calculated by equation 52345 where
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Eamax 5 the maximum extinction coefficient for the transition. The electronic coupling
clement (Hp) was then calculated via cquation 523.4.6 where oy is the distance

between the donor and acceptor. This distance was estimated 1o be 3.7 A from crystal

structural datal™ assuming that the NH; group serves as the donor and the nearest

periphery pyridine group serves as the acceptor. Note that Hox values caleulated using
these distances are lower limits as these distances are based on the ground state structure
and do not include the effect of donor-acceptor orbital mixing associated with the charge

transfer excited state."!!

fose = 433 X107 [ )y ~ 433 X 107 (tnga eqn. 52344

uehy qn5.2345
ep(en~emart]

Hyqtem eqn 52346
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Table 52341 Summary of the spectroscopic parameters for [Za(II(2POAP-
2H)J(NOs)e in acetonitrile using the absorption analysis described above.

G. G G G G GG
Rewum 496 433 380 3% 29 207 194
Enem’ 20151 23066 26289 30629 40110 48226 51429
com'M' 2013 18500 161008 S7S8S G790 206863 340363
Avipem! 2488 1167 4200 8487 SI74 10661 3609

o 002 000 299 202 182 955 530
neA 032 062 325 253 1§ 428 300
Hpyem' 1768 3961
Ewem’ 18280 21790 22515 19217 35519 39212 48476
Apem! 1765 593
Neem? 106 683
Moem! 18711276

o) 3737
Assignment CT,  CT,  (mn)y (wn%)o (en%)e (wnt)e “(a-r*)s

T asignment assumed given The band width and fhe (%) ransition patien

The difference in the ligand electronic structures appears pronounced when
comparing Eoo values for (z-x*) transitions on each ligand. The difference between the (x-
%) transition energics for the inner and outer ligand (3298 e’ for the G/G pair and
3693 e for the GJ/G pair) is nearly equivalent (0 the difference in energy between G,
and Gy transition energies (3510 cm). Furthermore, the Eoo value for the (x-x*)
transition (19217 cm") is nearly the same s the Eoo value for the CT, transition (18280
em!) and the Eqy value for the (x-n*), transition (22515 em!) is nearly the same as that
for the Gy transition (21790 cm). Therefore, based on these energy arguments, and the

fact that the inner and outer ligands are structurally identical, Gy is assigned o a charge
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transfer transition specific to the inner ligand. This transition is assumed 1o involve the
same donor and acceptors as that for G, except it is located on the inner ligand. This
difference in the ligand environments  predisposes a ligand elecironic. iransition
asymmerry within the [3x3] grid-type complex which is mainly controlled by the
accessible nature of the ligand to the solvent. A Jablonski diagram illustrating this model

is given in Figure $2.3.4.1

£| 398em | (5T
T4l
by
Ey| |m
E

s

Figure 5.2.34.1. Model or symmetry
2H)INO3)
5235, Emission spectral fitting.

The emission spectral analysis on_ [Zn(IIn(2POAP-2HKI(NOs)e is shown in
Figure 5.2.3.5.1 and uses a Franck-Condon line-shape analysis in which the emission

band is fit with a number of gaussian functions. For a discussion on emission spectral
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fiting, see section 2.4 of this thesis. This analysis has been formulated for a two-state
system. As discussed in section 5.2.3.3 above, the emitting state for [Zn(I)y2POAP-
2H)J(NOs)e s @ composition of two charge-transfer transitions (at 465 nm and 550 nm)
corresponding to a four-state system. However, the emitting state is dominated by the

outer ligand charge-transfer state. Thus, the purpose of this analysis is to show the general

similarties to the parameters calculated for this charge-transfer transition through the
absorption analysis. The analysis should not be taken rigorously. A summary of the
analysis is given in table 5.2.3.5.1 and includes the spectroscopic parameters obtained
from the absorption analysis for comparison.

For the fitting emission spectra, unis linear in energy are preferred over units
linear in wavelength as the vibrational spacing becomes clearer."! The fluorescence
instrument used detects data in terms of quanta per interval wavelength (dQ/dN). As sich,
the data must be converted from an output of quanta per interval wavelength to an output
of quanta per frequency interval (4Q/du) via equation 5.2.3.5.1 as reported by Parker and
Rees!"

@

eqn 52351

where, A = Sand & =

Therefore, the cmission data for [Zn(Is(2POAP-2H)JNOy)s were reduced by
multiplying the data by a factor of I to correct for tis interval and then renormalizing to

100

0
o

1000 by multiplying the data by the factor
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Reduced Intensity

et e

15000 16000 17000 18000 19000 20000 21000
Energy (cm”)

Figure 5235.1. Emission spectral fitting for [Zn(I(2POAP-2H)INO), in
acetonittile

For the emission spectral analysis shown in Figure 5.2.35.1, a one mode spectral
fitting analysis was performed by consistently varying ho between 1000 cm” and 1400

e’ and o converge. The fit was with aho

of 1300 cm”. The results of this analysis are summarized in Table 5.2.3.5.1. The obtained

values of Ex, Sa, A%,/;, and ho were then used to calculate the Franck-Condon

F(C 3

] - su- (29 + 228 25500

m
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where,

v=in(E) -1 e 5235200

These vibrational overlap factors are related to the rate constant for non-radiative decay

of the excited state and the vibrationally induced clectronic coupling matrix element

contained in i, via equation 5.2.3.53.

Inky = InB, +InF(calc) eqn 52353
To calculate the solvent reorganization energy (A,) and the inner-sphere reorganization

energy (), cquations 5.2.3.5.4 and equation 5.2.3.5.5 were used. These reorganization

energies were then summed 10 yield the total reorganizational energy via cquation

5.2.3.5.6.
g
o= Tt eqn 52354,
4 = Snho eqn. 5.2.3.5.5.
A=kl eqn. 5.2.3.5.6.
Radiative and non-radiative rate constants were calculated using cquations

52.3.5.7 and 523,58, The electronic coupling matrix clement Hpx was calculated via

cquation 5:2.3.4.6 in the absorption analysis while Hox in the emission analysis was
calculated using equation 5.2.3.5.9. The frequency factor for electron transfer (ver) was
calculated by equation 5.2.3.5.10 in addition 1o equation 5.2.3.5.3 above where B is

equivalent 10 vz,

]
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fem eqn52357.
Ky = e eqn 5.23.58.
eqn 52359,

eqn 5.2.3.5.10.

‘Table 5.2.3:5.1. Spectroscopic parameters using an absorption analysis and an emission
spectral analysis on the emission profile for [Zn(11{(2POAP-2H)cJ(NOs)s in acetonitril.

“Absorption Emission

CT, CT,  (a) G T,

Ry i
Eapyy e
eoem' M
Avipem”
Soe

meA
Hoy, em™
Eag, e
Ay em!
Ay em!
Aoem”

ons (A)

W6 a3 380 326 Agam 580
20151 23066 26289 30629 | Eemem” 17240

2013 18800 161008 S7S88 | D ~10*
2488 1167 4290 8487 | Avigem’ 2559
002 010 299 202 inps 250
032 062 325 253 [he,em’ 1300
1768 3961 Hpgem” 1794
18280 21790 22515 19217 | Eepyem’ 18575
1765 593 Avem! 2852
106 683 Noem? 1929
18711276 Moem! 4781
37 37 1484
193
22
ax10°
4x10°




Chapter § — The [3x3] Zn(l) grid-type complex

Based on the spectroscopic parameters given in Table 523.5.1, the Eoo value
obtained through the emission analysis is equivalent 1o that alculated for the outer-ligand
charge-transfer transition (CT,) from the absorption analysis. In addition, Aviz calculated
for the CT, band s approximately the same as that obiained from the emission spectral
fiting analysis. This suggests that the emitting state and the CT, absorption sate involve
transitions between the same states. The differences obtained for the inner and outer
sphere reorganization energies are assumed to be duc 10 the contribution from the inner-
ligand charge-transfer to the emission profile.

Comparison of the elestronic coupling matrix clement (Hoa) with that of the total
reorganizational energy (V) would suggest that 2Hoa > A, (2How/ A = 2) for the CT, band
while 2Hpa >> N (2How/ A= 7) for the CT; band. This would suggest that the clectronic

structure consttuting that between the donor and acceptor in the ground state i initally

delocalized.

analysis should be taken lightly as the transitions have not been
comected for statstcal effecs.

‘What i the meaning behind the term “delocalization” presentcd above? One may
argue that coordination of Zn(l1) to 2POAP would invoke an inductive effect on the
Tigand whereby the lone pair on the NH; group becomes “delocalized” onto the 2POAP.
structure and is stabilized by resonance energy (Ha). This statement is certanly true. The
real question is: by how much i resonance energy dictating the structure? The resonance

energy (or electronic coupling) is dictated by the coupling between the resonance

structures associated with the molecule reltive 1o the reorganization energy associated

with moving from one resonance structure (0 the other. If we use aniline as an example,

1



Chapter 5 - The [3x3)

the common chemist would draw the resonance structures of aniline by pushing clectrons

10 give the structures in Scheme 5.235.1.

o @ i
NL, NH, NH, 0 NH,
S —
P ©
> ]
1 2 3 a

Scheme 5.2.3.5.1. Resonance structures for aniline.

If we allow structure | 1o be described by wavefunction ¥y, structure 2 to be described by
wavefunction s, and structure 3 to be described by wavefunction ¥s, then the total

n des

wavefunct

ing a state (¥ is given by equation 523501 These

designations are justified since each structure really represents a different state as each

defined resonance

Yo =¥y o ¥ty ¥y eqn 523511

“The contribution of each structure to a given state is determined by the coeflicient

corresponding to each individual wavefunction. For example, if ai, &, and as were all the
same in the ground state, then each structure will contribute the same degree 10 the
structure in the ground state. The result s the commonly drawn structure 4 shown in

Scheme 5.2.3.5.1. However, this structure is unlikely since structure 1 is lower in energy

than structure 2 and structure 2 s lower in energy than structure 3 due (0 the “separated”
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charges being closer. This s due to the quantum mechanics of the situation. Quantum
mechanically, the coupling between wavefunctions corresponding 1o states which differ
in energy i less than the wavefunctions which aresimila in energy. Thisi ilustrated by

" § Fi 352for¥, ting of W) and ¥,

Energy

Vor=arvyagu;

Nuclear Coordinate.
Figure 5.235.2. Potential energy surface illustrating coupling between structure | and
structure 2 in Scheme 5.23.5.1 for aniline. The potential energy surface for ‘e has been
ignored for claity

‘Therefore, in [Zn(I1(2POAP-2H)I(NOs), the delocalized nature of the NH,
‘group with the periphery pyridine is associated with a ground state structure similar 0
structure 4 in scheme 5.2.3.5.1 whereby ay and ayay have values which are on the same
order of magnitude. The excited state is likely associated with a structure similar to

structure 2 or 3 in scheme 5.2.35.1 whereby a; and ay are on the same order of magnitude
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and larger than a,. A detailed discussion of localization versus delocalization was

presented previously in chapter 4.

52.3.6. Spatial Confinement

“Thus far, the UV-Vis spectrum for [Zn(11)s(2POAP-2H)c|*" has been assigned in

terms of the transitions speciic to the inner and outer ligands based on band widths. For
example, the transition located at 326 nm has been assigned as (x-2*) on the outer ligand
and the transition at 380 nm has been assigned as (x-%*) on the inner ligand since the
band width for the transition at 326 nim is approximately double that of the value at 380
nm. The molar absorptvities for these transitions were 57588 M'em™” and 161000 M
e, respectively. Since there is a 2:1 ratio between the outer and inner ligands, one
Would predict tha the transition associated with the outer ligand should display greater
intensites since there are more outer ligands than inner ligands in the complex. However,
assignments based on band widihs suggests otherwise. How s it true that transitions
specific (o the inner ligand display greater inensities than those same transitions on the
outer ligands even though there are lss inner ligands than outer ligands?

The integrated band intensity for a radiative transition is given by equation

5.2.3.6.1 where M is the transition dipole moment defined by equation $.2.3.6.2 with fi as
the transition dipole.!") The integrated band intensity is proportional to the oscillator

strength for the transition."!!

fose~ J eW)dv = A eqn. 523,611
M= < Wi, > eqn 5.2.362.

”
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The vibrational overlap term < WEL|W, > is dictated by the details of the
‘wavefunction. Using the harmonic oscillator approximation and the particle in a box
model, the wavefunction in a one dimensional box of length L. is defined by equation

523631

where ky = 3 and f corresponds to the amplitude of the wavefunction. Extending this

‘model into three dimensions yields the following wavefunction:''*!

‘ll,}“=(Exm(k,.xl)(‘Fxxn[k,,yyl)( ainlko, ) ean 52364

qn 52365
Ky =30 eqn. 5.2.3.66.
ke, = eqn. 52367,

“The total amplitude for this wavefunction is defined by equation 5.2.3.6.8

Arotal = Ay X Ay X Ay eqn. 5.2.3.68.

iyt

As illustrated in Figure $.2.3.6.1, if we place both inner and outer ligands in
separate boxes and set the boundaries of the box such that 0 < ¥ < Ly and 0 < ¥ < Ly,

¢ boundaris.

then both inner and outer ligands display the same x and y coord

However, for the z-coordinate, if we allow the inner ligand o be defined by 0 <z <
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Linger and the outer ligand to be defined by 0 < z < Loyger. and assume Linner < Louter.
then the amplitude of the wavefunction which describes the inner ligand is greater than
the amplitude which describes the wavefunction for the outer ligand. This assumption is
Justified if We assume Lyotuent > 3 Linner. SINGe Ataner > Aouter, then it follows that

<WE W, > s greater than < W%, WSk > Thus, [M]

aner > Mlgyer a0
1 €)dVlinner > 1 €AV ouer. This is the justification behind the observation that fu
for the inner transitions are greater than those observed for the same transitions on the

outer ligand. See appendix D and Figure 5.2.3.6.2 for further details

Solvent cage.

Figure 5.2.3.6.1. Particle in a box model for the ligands in
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Outer Ligand Inner Ligand

Energy

Nuclear Coordinate

Figure 5.2.3.6.2. Potential energy surfaces forinner and outer ligands in [Zn(1D{2POAP-
2

52.3.7. Solvent dependence
Data reflecting the effect of solvent dielectric on the excited states of

[Zns"(2POAP-2H),]* is given in Figure 5.2.3.7.1. A deconvoluted spectrum for a 3:1

chloroform:acetonitrile solvent mixture is given in Figure 5.23.7.2. The spectrum was
deconvoluted using the first and second derivatives given in Figure 5.2.3.7.3. Transitions
are proposed at 19648 cm”, 22890 cm”, 26090 cm”, and 29481 cm'” and are labelled G,

G, G, and G, respectively:
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Normalized Absorption
8 8 % 38 8

«338R8888

Corrected Intensity (x105 cpe)

0 60 60
Wavelength (nm)
Figure 5.2.3.7.1. Solvent effect on the excited states of [Zn(I«(2POAP-2H),]* in 100:0
MECN:CHCl;, 75:25 MeCN:CHCls, 50:50 MeCN:CHCI;, and 25:75 MeCN:CHCh. (a)
normalized UV-Vis spectra; (b) normalized spectra for CT, band; (c) emission for
[Zn(I1)o(2POAP-2H),]*" solutions; and (d) change in emission intensity for each of the
solvents. Emission spectra were recorded at 2983 K at an excitation at 380 nm. The slt
widih controling the light level from the excitation source and to the detector was held
constan
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i

Extinction Coefficient (M'em”)

TOR0 24000 78000 32000 36000 40000
Wavenumber (cm’)

Figure 5.2.3.7.2. Deconvoluted UV-Vis spectrum for[Z0'(2POAP)I(NO)s ina 3:1

chloroformacetonirle solvent mixture

o e 7060 o008 15000 20000 7000 Z2000
Wavenumber (em) Wavenumber (o)

Figure 52373, Detralvs plos fx (e UV-Via specrn of & (Za0ZPOAP-
ZHMINO,), soluon i 31 ilorowmaosoitle s s the UV-Vis socrum
derivtive plotsand (b s this same spectrum expanded from 17000 et 22000 e’
T Gt e ot ¥ e e o  SERIOR,
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“The data indicate that on lowering the dielectric constant of the medium, a shift to
Tower energy and coincident growth of the outer ligand charge-transfer absorption band at
496 nm s observed (Figure 5.237.1(b)). In addition, the emission band shift to lower
energy (Figure 5.2.3.7.1(c) and (d)). These observations suggest that lowering the solvent
dielectric results in a decrease in the energy gap between the ground and excited states
Within the grid. More precisely, a lowering of the solvent diclectric appears to resultin a
decrease in the energy gap between the ground and excited state potential cnergy surfaces
on the outer ligand but not on the inner ligand (as it is not appreciably accessible (0 the
solvent). Intuitvely, one would imagine that the energy gap associated with a charge-
transfer state would move to higher energy (ic. lower wavelength) in lower dielectric
solvents. However, the opposite is apparent in this study. One must remember that this
intition i valid when considering the energy difference between the diabaric surfaces

corresponding to the electron transfer event. In addition, one must keep in mind that in a

100:0 acetonitrile:chloroform solvent mixture, the ground state potential energy surface is
heavily delocalized (as discussed previously) such that we must take into account the
contribution of the electronic coupling 1o the optical transition (equation 4.2.5.5) in an
unsymmetrical system.

In this study, when decreasing the solvent dielectri, it s reasonable to conclude
that the energy difference between the diabatic surfaces representing the electron transfer
reactants and products inreases (.. AF aabate) inreascs. However, what s the effect on

the electronic coupling for a heavily delocalized system when the solvent diclecr
lowered? Quantum mechanically, one would predict that when two states are more

divergent in energy, the mixing between those states is reduced. Since Eqy and Eqp are
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related 10 AEaasase and 2Hpy in a delocalized system, it would appear that in the
[Z0((2POAP-2H)I" system, the effect of lowering the solvent dielectric on Eew
appears (o be reduced by Hix more so than it is increased by AEasase. This is llustrated
in Scheme 5.2.3.7.1 and Figure 52373,
cr cr

Hoa | £

Hon lower diclectic

ET
O
Em ‘{E
— = "
Hor
Scheme 523,71, Enegy diagam llstrating he effct of dctesing solvent dilectric
and

on the excited states in ", CT and ET refer
electron transfer states, respectively.

Reduced Coordinate.

Pigwe 2373, Poental evergy sutacs for [Z0(1,(2POAP- 2H))" in a 31

chloroform: an acetonitrile solvent mixture. Surfaces were constructed

using the dnln T 32371 &5 and es refer to the ground state and excited state,
respectivel
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The data in Table 523.7.1 is given for the deconvoluted spectrum of
[Z0(1)5@POAP-2H),]" in Figure 5.2.3.7.2 using the same absorption band analysis
presented in section 5.2.3.4. The data indicate that on lowering the solvent dielectric from
acetonitrile to a 3:1 chloroform:acetonirile mixture, Eqo, Hox, and Eas for CT, decrease.
There does not appear to be any appreciable change associated with the remaining
transitions. As discussed above, this would suggest that a lowering of the dielectric
constant of the solvent serves to shift the electronic. coupling associated with the
transition to involve less delocalization. This decrease in the electronic coupling provides

a means to decreasing E.es since the system is heavily delocalized in the inital solvent

“This is llustrated in Table 5.23.7.1 by the value of 2How/ A, As presented in chapter 4,

2Hpy/ A > 1, the system is considered (o exhibit a substantial degree of delocalization. If
2How/ A, < 1, the system s considered to exhibit localized behaviour. Since 2Hon/ A,
decreases 10 1.6 in a 3:1 chloroform:acetonitrile mixture from that of 1.9 in acetonitrle,
this would suggest that the system is exhibiting a reduction in the degree of
delocalization. Overall, by controlling the dielectric of the solvent, it would appear that
in the [Zn(I1)s(2POAP-2H)e]* system, one can control the electronic coupling between
the donor and acceptor and potentially probe the class 11l (delocalized) to class 111l
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Table 5.237.1. Summary of the spectroscopic parameters oblained by from analysis of
the absorption profiles for ~(Zn,"(2POAP-2H).]"in 3:1 ~ chloroform:acetonitrile.
Acetonitrile data are presented for comparison.

T chloroformeacetonitrile acctonitrile
G G G G 6 & G G

Nawnm 509 437 383 39 [496 433 30 3%

Eunom’ 19648 22890 26090 20481 [20151 23066 26289 30629

Gem'M! {1645 20819 166976 63045 [2013 18800 161008 57588

Aviem (1819 1345 3078 7556 2488 1167 4290 8487

o 0013 012 288 206 [002 010 299 212

s 025 070 320 254 [032 062 325 25

Hoyem' 1350 4457 1768 3961

Ewem’ 117972 21671 21671 22187 | 18280 21790 22515 19217

Aoem' L1441 788 (ent) 1765593 (et

Nem? {235 41 3 106 683 380

Moem! 11676 1219 26090 8711276 26289

rou (A) 3737 166976 3737 161008

Mpyd (16 73 97 19 62 a0

Assigoment | CT, €T, ety (enh [T CT0 at)y (et

52,38, Temperature-dependent fluorescence

Temperature dependent fluores;

ce data for [Zn(11s2POAP-2H)INOs)s in
acetonitrile is given in Figure 523.8.1. In this experiment, a 4.1 uM solution of

[Zn(11)52POAP-2H),(NOs)e in acetoniti

¢ was placed in a transparent glass rod and

sealed using parafilm. The rod was then placed the sample chamber of an OptistatDN-V.

liquid nitrogen optical cryostat supplied by Oxford instruments. The temperature

dependent fluorescence data were then measured using the PT1 Quantamaster 2400-4
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spectrofluorometer equipped with this cryostat, This instrument was discussed previously
in section 2.3.4.

The data

Figure 5238.1 indicate that on lowering the temperature, the
intensity of the fluorescence transtion increases; consistent with the dependence of
concentration on temperature in acctonitrile where the concentration increases due 1o
solvent contraction. However, what is of more importance is the shif of the emission
band to higher energy on increasing the temperature. More specifically, there appears to

be a dominant shift in the emission band profile once the temperature is raised beyond

ing excited state within [Zn(I)s(2POAP-

278 K. This would suggest that the lowest
2H),J"" is dynamically coupled to some other sate. Given that the lowest-lying excited
state has been shown to involve charge transfer located on the outer ligand, and that the
state closest in energy o this sate involves charge transfer located on the inner ligand,
this dynamic behaviour would suggest that both the outer and inner ligand charge transfer
states are dynamically coupled. In the excited state at 278 K, it would appear that both

charge transfer states are separated by ~186 em! (iic. kT where T is 298 K). As such,

based on encrey arguments, energy between
em! discussed previously) must originate through the energy difference between the
energies of the highest occupied molecular orbitals for the outer and inner ligands (a5

shown in Scheme 5.2.3.8.1).
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s 2 z

Corrected Intensity x 10° (cpe]

60
Wavelength (nm)

Figure 52381 szpauuwd:p:nduﬂ fluorescence for a 4.1 kM solution of
(205" (2POAP-2H)|*" in acetoniil

T,

L

cheme 5.2.3.8.1. MO diagram illustrating the dynamically coupled nature of the excited
states in [Znq(2POAP-2H)G|(NOs)s
5239, Near-IR spectral deconvolution and band assignments

As [Z0(I1)(2POAP-2H)|*" displays m-stacked ligands in a different electronic

environment, one may expect there to be an interligand charge transfer transition given
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that similar n-stacked organic complexes have displayed such transitions."”*! For
example, a unique organic -stacked system which displays charge separation includes
the SPDI; system in which electron transfer between the individual m-stacked SPDI units
occurs in 170 fs due 10 a symmetry breaking mechanism provided by an appended
pymolidine ring " To enhance and further integrate light harvesting and charge
separation within this dimeric unit, organic complexes with extended aromatic and
hydrocarbon groups were synthesized in which the charge transfer characteristics of the
SPDI; x-stacked core was maintained "™ ) As such, NIR data were collected and the
spectrum was deconvoluted using first and second derivatives. This deconvoluted
spectrum is given in Figure 52.3.9.1 and first and second derivative plots with the
proposed locations of transitions are given in Figure 5.23.9.2. For a discussion on using

first and second derivatives for deconvoluting spectra see appendix D.

Extinction coefficlent (M ‘cm”)

Wavenumbor (em’)

Figure 5.239.1. NIR (20" *
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1o 8888
$

Wavenumber (om')
Figure 5.2.3.9.2. Derivative plois for the NIR spectrum of a 4.0 uM [Zn(IDy(2POAP-

2H),J(NOs)s solution in acetonitrle. The dashed black lines correspond t0 the proposed
Tocation of  transition.

Deconvoluted NIR transitions are proposed at 6841 em”, 7053 em”, 7115 e,
and 7312 cm” and are labelled Gi, Gy, Gy, and G, respectively. All proposed transition
‘maxima can be justified with the first derivative as zero and the second derivative as
negative except for the Gy transitions. G; may be justified using the pattem displayed by
the second derivative, yet the second derivative at Gy is not clear enough to make this
determination. However, if a gaussian function is not defined at this wavelength, the
spectrum does not fit properly. Therefore, G must be present and this proposed transition
is justified. This transition has been labelled with a *in Figure 5.23.9.2,

A summary of the fitted data are given in Table 5.2.39.1 using the same

absorption band analysis described in section 5234, Avia for Gy, Gy, G, and Gy were

19



Chapter 5 — The [3x3] Zn(1l) rid-type complex

calculated 1o be 100 em”, 184 cm”, 78 cm”, 286 e directly from the gaussian

functions of the NIR spectrum. Extinction coefficients for these transitions were

determined to be 135 M'em”, 392 Mlem”, 313 M'em”, and 37 M'em” respectively.

Given the structure of the ‘and the NIR transitions P
#-stacked systems!" !}, these transitions are assumed 10 originate from ligand-to-ligand
charge transfer.

‘The complex under investigation contains an inner ligand confined to its spatial

coordinates. This crestes  focal “cage effeet” inhibiting translationl, vibrational, and
rotational motion of the ligand. As such, the rigid mature of this ligand allows one to treat
the grid-ype complex as a ligand surrounded by a rigid marix

In the clasical limit, the optical energy is iven by cquation 5.23.9.1 where &

and A,are the inner-sphere and outer-sphere reorganizational energies, respectively

B =B a4 e 52391

Following a treatment by Marcus, A, can be partitioned into frozen (4], and non-frozen

(Rag) contributions in a rgid matrs, a given by cquation 52.3.9.2./* 1

2o =5+ 20 eqn. 52392
The term AZE, originats from the collective displacements in the surrounding matrix that
are rozen in place. As such, 4% becomes part of Egg in a rgid matrix and no longer

contributes 1o the reorganization energy, cquation 523931 * 2 In contrast, 2,

originates from displacements that are not frozen.
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eqn 5.23.9.3.

Therefore, the optcal enrgy assocated with & comple i a rgid matix may be
reformulated as that given in equation 5.2.3.9.4. A more familiar expression is given in
cquaton 52395 using the reorganization energy term in a fozen mattx (A7) in

equation 5.2.3.9.6

Ely =Bl +dq+ 4 eqn 5.23.9.4.
Bl e Al qn 52395
A=ty td, eqn 52396

“The energy difference between the outer and inner ligand environments was
estimated (o be ~3300 cm" in section 5.2.3.5. Given that the inner ligand is spatilly
confined as a result of Zn(l) coordination and -stacking interactions with the outer
ligands, it s assumed 10 be frozen in a rigid framework. Therefore, 10 a reasonable
spproximtion, ths cnergy difference Is assumed to be cquivalent to AL%. Since the
energy of the electronic transitions were 6841 cm!, 7053 em, 7115 em”, and 7312 !

for Gy, G

35, and G respectively, this would suggest thatthe contribution of the energy
in fluid solution (EJ3) is 3440 cm”, 3568 cm”, 3739 em”!, and 3690 cm” for G, G, G,
and G respectively through use of equation 5.2.3.9.5

Calculation of the

on transfer matrix clement Hoa, the resonance ency

resulting from the mixing of wavefunctions between the donor and acceptor, proves

problematic without assigr

& appropriate transitions 1o cach of the gaussian functions.
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defined in Table 5.2.3.9.1 and Figure 5.2.3.9.1. This is duc 10 the issue associated the

interaction of 3 x-stacked systems. As such, the assignment of these transitions is made

below and is based on the methodology used previously o assign the transitions in the

UV-Vis portion of the spectrum. In addition, as was discussed in section 5.2.3., since the

HOMO for the inner igand s higher in energy than the HOMO for the outer ligand,

assumed that the interligand transitions occur outer-to-inner and involve a %* orbital on

the inner ligand.

In the 2POAP ligand. the main % components are the periphery and central
pyridine units. Therefore, when coordinated in a grid-type complex, the main -stacked
components are assumed 10 be these pyridine units. Based on this assumption, four
interligand or inter-pyridine transitions are possible: two may originate from interaction
of the outer ligand with that of one of the inner ligands (denoted as outer-inner or o,i)
while the other two transitions may originate from interaction of both outer ligands

(denoted as outer-outer or 0,0) bridged by an inner ligand unit. More specifically, of these

outer-inner and outer-outer transitions, one of the outer-inner and one of the outer-outer
transitions should originate from interaction of the central pyridine units (designated as

ILCT)), while the remaining outer-inner and outer-outer transitions should originate from

the interaction of the periphery pyrid i ey,
illustrated in Figure 52392 below. Based on solvent arguments, ILCT;** will have a
larger band width (8u;2) than ILCT;" as the outer ligands are more exposed to the
solvent. Likewise, ILCT:"® will have a larger band width than ILCT:" as the outer
ligands are more exposed 10 the solvent. Moreover, given that the outer-outer tranitions

 transitions are

idith for the ILC

span two equivalent ligand-ligand pockets, the band
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expected to be approximately double that of their ILCT* counterparts. In additon, since
the periphery pyridines have greater exposure 1o the solvent than the central pyridine

units, ILCT, bands are expected 1o have a larger solvent dependence than their ILCT;

'
;| l
neryee ILCT e

et et

counterpars.

vy

7

Fi 239.2. Possible ILCT transitions for [Zns'Y

Given the discussion above and the data in Table 523.9.1, since G has the
largest Avis, it is assigned as ILCT;™. In addition, G, has a vy value approximately
half that of Gy and is therefore assigned 10 as ILCT;*. Likewise, of the remaining
gaussian bands, since vy for Gy is approximately double that of G, Gy is assigned to
ILCT;*° whereas Gy s assigned to ILCT;"

‘With the NIR transitions assigned, a Mulliken-Hush analysis was used to calculate
the electronic coupling matrix element Hox for each interligand transition. These values

should be taken as lower limits as the electron transfer distances were estimated using

crystal structural data which overestimates

‘acceptor orbital mixing associated with the charge transfer transition."*) Hp values were
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determined to be 28 cm”, 77 e, 13 e, and 132 em” for ILCT,", ILCT*, ILCT*",

and ILCT", respectively. Since the reorganiz

energy for the frozen matrix was
determined to be 101 em”, 76 cm”, 322 cm, and 185 e, respectively for each of these
transitions, this would propose that 2H/, for ILCT;**, ILCT:", ILCT ", and ILCT;"
were 0.7, 2.0, 1.4 and 0.2. As such, these interligand transitions may be classified as class
IWILIH, DIV, 11, and 1 interligand charge transfer systems. See section 4.24.2 for a

discussion on classifying electron transfer systems. Note that the data have not been

corrected for statistical Therefore, ion of the i

has not yet been formaly finalized.

Table 5.2.39.1. Summary of the spectroscopic parameters obiained using a Rigid Matrix
and Mulliken-Hush analysis on the NIR bands.
G, G G, G,
1462 Ty Ta05 1368
6841 7053 715 12
135 ) 3 37
100 184 78 286
5.8010° 3Ix10* Lixio* 4.6x10°
0028 0038
2% 7
70 35
6740 039
101 7%
44 26
9% 7
3300 3300
3440 8 3739
e e Ier®
14 20
Wi T i

52,34 for a discussion on the absorption analysis.  See Figure 5.2 ST
uplnnull\m of band assignments. * The data has not yet been corrected for statistical
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53. Conclusion

The excited stats for the ligands in the [3x3] grid-type complex [Zn(II(2POAP-
2H),J"* have been adequately modelled in terms of discrete units which are energetically
offset as a result of the location of the ligand in the complex. It has been shown that both
inner and outer ligands display their own unique excited states as well as states which
result from inter-ligand interactions. For example, in [Z(I(2POAP-2H),|", the inner
ligand exhibits a (x-x*) transition at 26289 cm”' and a charge transfer transition at 23066
e, whereas the outer ligand displays these same (x-x*) and charge transfer transitions
a1 30629 em” and 20151 em”, respectively. Moreover, interligand transitions have been
proposed at 6841 cm”, 7053 cm”, 7115 cm”!, and 7312 em”.

Asa result of the effect of the solvent medium on the potential energy surfice for
the outer ligand, a ligand electronic transition asymmetry model has been proposed 10
describe the excited states in the [3x3] grid-type complex [Zn(IW(2POAP-2H)I". As
such, the difference in the Eco values for the (x-2*) and CT ansitions located on the
inner and outer ligands (<3500 cm” in the [Zn',2POAP)]® complex) has been
atributed to the effect of the solvent on the more exposed outer ligand.

In describing the lignd excited states in the [3x3] grideiype complex
[Zn(11)RPOAP-2H),]"", charge transfer behaviour has been observed on cach ligand and
between ligands. The electron donor for intraligand charge transfer has been suggested to
be the NH; group given the protonation effect on the excited state. The acceptor for this

transition has been tentatively assigned to the periphery pyridine group as the 2POAP

ligand do o Likewise, the
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electron donor and acceptor associated with the interligand transitions are assumed to

involve the pyridine units of the ligand. Based on the band widths and energies of the

charge transfer bands, it has been suggested that the intramolecular charge transfer states

may be considered as class 111 delocalized whereas the interligand charge transfer states

may be considered to range from class 1l 1o class 1l depending on the transition.

However, these classifications are tentative as the transitions have not been corrected for

statstical effects.
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Chapter 6;

“EXCITED STATES IN [3X3] Mn(I1)y AND Mn(I11);Mn(Il)s GRID-
TYPE COMPLEXES

Abstract: The purpose of this chapter is to develop an und:lsmnding arte
excited states in the_metal cores of the [3x3] g
[Mn(11),2POAP-2H),|*" and [Mn(I11;Mn(11)s(2POAP- znm““ me; states.
will be shown 1o involve excited state electron transfer. With the electron
transfer formalisms presented in chapter 4 and the ligand excited states
presented in chapter S, the metal core excited states of [3x3] Mn(1l) and
Mn(111);Mn(Il)s 2POAP grids will be classified.

6.1, Introduction
With the effects associated with the ligand framework in a closed:shell metal system
described in Chapter 5, the effects of an open-shell metal core on the excited states in

2POAP [3x3] grid-type complexes are now discussed.

6.2. Results and Discussion

2.1, [Ma(I4ZPOAP-2H)G|(CIO

1. UV-Vis spectral deconvolution and band assignments

“The UV-Vis absorption spectrum for [Mn(I(2POAP-2H)J(CIO,) s given in
Figure 6.2.1.1.1. This spectrum was deconvoluted using frs and second derivaves. The
fist and sccond derivative plts with the proposed locations of ransition are given in
Figure 6.2.1.1.2 For  disussion on using first and second dervatves for deconvoluing
spctra, se appendix ) and section 5.2.3.1. The deconvoluted spetrum shows transitions

Tocated at 23362 cm! (428 nm, 10282 M"'em), 26601 em! (376 nm, 108182 M"em),




Chapter 6 — [3x3] Mn(ID/Mn(II) grid-ype complexes

30733 o (325 nm, 47371 M''em), 399991 em” (250 nm, 59115 M”'em"), 46258 e

lom"), and 48839 cm” (205 nm, 128350 M), These transitions,

(216 nm, 53764

are designated as Gy, G, G, G, G, and G respectively. All proposed transition maxima
can be justified with the first derivative as zero and the second derivative as negative
except for Go, G, and Gy Gy is justified from the patter displayed by the second
derivative. Ga and Gy may also be justified using the pattemn displayed by the second
derivaiive, yet the second derivatives at Ga and Gr are not clear enough to make this

However, by not def function at these energies

results in an inadequate it 10 the spectrum. Therefore, this suggests the presence of
transitions at Ga and Gr. These transitions have been designated with a * in Figure

62112

Ga ‘.“T»

Wavenumber (cm)

Figure 62.1.1.1. Deconvoluted UV-Vis absorption spectrum of [Mn(I(2POAP-
2H)](CIO in acetonitrile at 298+3 K. The inset is the low energy portion of the
spectrum from 15000-21000 e
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‘Wavenumber (cm )
Figure 62.1.1.2. Derivative plois for the UV-Vis spectrum of a [Mn(Ib[2POAP-
2H)J(CIO04)s Solution in acetonitrile.

The deconvoluted absorption transitions Gy, Ge, G, Ge, Gr, and Gy in Figure
62111 have been assigned as CT, (x-a%), (R-2%or, (Fx%)a, (%o, and ()
based on the assignments made for [Zn(I1)(ZPOAP-ZH)I(NO)s in chapter 5. The UV-
Vis spectrum in Figure 6.2.1.1.1 lso shows low-energy transitions located at 16943 cm”
(590 nm, 100 Mcm"), 18314 c? (546 nm, 372 Menm"), and 19768 emi” (506 nm, 730
Mcm") which have been designated as Uy, Un, and G, respectively. Deconvolution of

this low-cnergy side of the UV-Vis absorption spectrum has proven problematic

However, given ligand environments
as the difference in Eoo values between the inner and outer (x-x*) transitions, the
difference in energy between the ligand environments is 2260 cm”, Therefore, Eoo for the

outer ligand charge transfer band (CT,) s expected 10 be at ~19935 cm” by sublracting
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the ligand environmental energy difference (2260 cm") from oo for the inner ligand
charge transfer band. This transition is thus expected 10 be in the midst of the spectral
congestion shown in the inset of Figure 6.2.1.1.1. As such, G, has been assigned to this
CT, transition. A summary of the photophysical parameters obtained on the deconvoluted
UV-Vis spectrum for [M(IIs(2POAP-2H).J(CIO). is given in Table 6.2.1.1.1

Table 62,111 Summary of the spectroscopic parameters for [Mn(I){(2POAP-
2H)eJ(CI04)e in acetonitile using absorption analysis described in section 5.2.3.

» G G G G GG
R nm 3% 3 0 216 208
Eupy e’ 23362 26601 30733 39991 46258 48839

10282 108182 47371 OIS 53764 128350
1280 4355 M6 76 sS4 2796
0057 204 153
047 266 215
3087

<1935 22195 22703 20443 35567 41420 46388
709
450
1167

ron (A) 37

Assignment | CT,  CT, (@at)y (enf)a (en)a (entha ‘(nnt)y

Tassigment assumed given the band Width and the (1) ransition patern.

62.1.2, NIR spectral deconvolution and band assignments

iven the existence of an interligand transitions at 1407 nm in the

[Z0()s@POAP-2H) " complex. and since the energies of the ligand transitions in
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[Mn(11)(2POAP-2H),]*" appear to be similar, then it is expected that [Mn(I1}(2POAP-
2H),J"" should also exhibit similar transitions. As such, the NIR spectrum was recorded
and s given in Figure 62.1.2.1 First and second derivatives for this spectrum are given

in Figure 62122,

Extinction Coefficient (M 'cm’)

Figure 62.1.2.1. NIR spectrum of [Mn(Is(2POAP-2H)|(CIO) in di-acetonitile at
room temperature.
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s
S3 \G3
%
1* Dariativg N
e
IRITA
T T e T

Wavenumber ()
Figure 6.2.1.2.2. Derivative plts for the NIR spectrum of [M(II»[2POAP-2H)](CIO)s
in acetonitrile a room temperature.

Deconvoluted NIR transitions are proposed at 6839 cm”, 7062 e, 7117 e,
and 7327 em” and are labelled Gy, G, Ga, and Gy, respectively. All proposed transition
maxima can be justified with the first erivative as ero and the second derivative as
negative except for the G and Gy ransitions. G; and Gy may be justifid using the patiem
displayed by the second derivative, yet the second derivative at these energies is not clear

enough He f h

energies, the spectrum does not fit properly. Therefore, this suggests the presence of

nd Go witha * in Fi 1
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A summary of the fitted data are given in Table 62.12.1 using the same.

absorption band analysis described in section 5234, 4

12 for Gy, Ga, Gs, and Gy were

calculated to be 130 em”, 187 em™, 73 em”, and 329 e respectively directly from the
‘gaussian functions of the NIR spectrum. Extinction coefficients for these transitions were

1262 Mem”, and 387 M'em!

determined to be 789 M'em, 2147 M'emi
respectively. Given the struture of this grid-type complex with the NIR transitons for
[Zn(I1)o(2POAP-2H),]"" discussed in chapter 5 and other comparable x-stacked systems'"

1, these transitions are assumed to originate as a result of igand-to-ligand charge tranfer.

Much like [Zn(I1)s(2POAP-2H),J"!, [Mn(ID(2POAP-2H)|"" also contai

an
inner ligand confined 1o its spatial coordinates, This creates a local “cage efect”
inhibiting translational, vibrational, and rotational motion of the ligand. As such,the rigid
nature of this ligand allows one o trat this grid-type complex as a ligand surrounded by

arigid matrix. A discussion on th

matrx effect s given in section 5.2.3.9.
The energy difference between the outer and inner ligand environments was
previously estimated to be 2260 em” (~2300 em”) from the difference in Eoo between G

and Gy, Given that the inner ligand is spatially confined as a result of Mn(11) coordination

and stacking interactions with the outer ligands, it is assumed to be frozen in a rigid
framework. Therefore, (o a reasonable approximation, this energy difference is assumed
10 be equivalent to 4[] Since the energy of the electronic transitions were 6839 cm',
7062 e, 7117 e, and 7327 e’ for G, G, Gy, and G respectively, this would

Suggest that the contribution of the fiee energy in fluid solution (Efg) is 4420 cm”, 4582

e, 4752 e, and 4668 e for Gy,

. G, and Gy respectively.
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‘The assignment of the NIR bands for [Mn(I1)s(2POAP-2H), " is made below and
is based on the methodology used previously to assign the transitions in [Zn(I1}2POAP-

2H)5]°". As with [Zn(11)5(2POAP-2H),]", since the HOMO for the inner ligand is higher

in cnergy than the HOMO for the outer ligand, it is assumed that the interligand
transitions for [Mn(1(2POAP-2H).J*”occur outer-to-inner and not inner-to-outer. They
are also assumed 10 involve % orbitals on the igands.

As discussed in chapter S, four interligand or inter-pyridine transitions are

possible through a -

ked 2POAP ligand framework: two assigned as ILCT, which
involve interaction of the central pyridine units, and two assigned as ILCT; which involve.
interaction of periphery pyridine units. These ILCT transitions may further be subdivided
into the outer-outer and outer-inner components ILCT\*, ILCT,®, ILCT", and
ILCT", These transitions have been illustrated in Figure 5.2.3.8.2. Based on solvent
arguments, ILCT;* will have a larger band width than ILCT|® as the outer ligands are
more exposed to the solvent. Likewise, ILCT** will have a larger band width than
ILCT* as the outer ligands are more exposed to the solvent. Morcover, given that the
outer-outer transitions span two equivalent ligand-ligand pockets, the band widihs for the

ILCT® transitions are expected to be approximately double those of their ILCT*!

counterparts. In addition, since the periphery pyridines have greater exposure to the

solvent than the central py

idine units, ILCT; bands are expected to have a larger solvent

dependence than their ILCT; counterparts.

iven the discussion above and the data in Table 62.1.2.1, since Gy has the

largest Avia, it is assigned as ILCT;"°. In addition, Gy has a Avyo value approximately
half that of Gy and is therefore assigned to as ILCT"". Likewise, for the remaining
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gaussian bands, since Avy2 for G is approximately double that of Gy, G s assigned to
ILCT,* whereas Gs s assigned to ILCT ™

With the NIR transitions assigned, a Mulliken-Hush analysis was used to calculate
the clectronic coupling mairix element Hox for cach interligand transition. These valucs
should be taken as lower limits as they are estimated using distances from crystal

structural data on the ground state. " Hoy values were determined to be 78 em”, 151 e,

90 cm”, and 313 em” for ILCT{*, ILCT,*, ILC

. and ILCT;", respectively. Since

the reorgani

ion energy for the frozen matrix was determined to be 119 e, 65 e,
359 e, and 180 em”, respectively for cach of these transitions, this would indicate that

2/ for ILCT®, ILCT:™, ILCT*, and ILCT:

were 13, 4.6, 3.5 and 0.5. As such,
these interligand transitions may be classified as class 1111, 11, 111 and 11 interligand
charge transfer systems. See section 4.2.52 for a discussion on classifying clectron
transfer systems. Note that the data has not yet been comected for statistical cflects
Therefore, the classification of the intervalence transitions has not yet been formally

finalized.
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Table Photophysical constants for [Mn(ID)s(2POAP-2H)J* using a Rigid
Matrix and an absorption analysis on the NIR bands. The data for [Zn(IIu2POAP-

2H),]* is given in brackets.

A ) ()
TI62 (1962)  T4T6(1418) 1403 (1905) 1365 (1368)
6839 (6841) 7062 (7053) 7117 (7115) 7327(7312)
I3 24769) 12602013 38737)
130 (100) 187 (184) 73(78), 329 (286)
44x10* 1.7x10° 40x10" 5.5x10°
(5.8x10°) G.Ix10%) (11x10%) (@.6x10%)
0077(0028)  0.150049)  0.072(0.038)  0.083 (0.024)
78(28) 313(132) 151 (77)
ron (A) 7.0 3.5 3.5 7.0
(Ew" (em) | 6720(6740)  6882(6868)  7052(7039) 6968 (6990)
A" (em™) 119 (101) 180 (185) 65 (76) 359 (322)
Aot (em™) 74(44) 15(15) 23(26) 47 (36)
Aem™)y 112 (96) 165 (170) 63 (73) 312(286)
Q)" (em™y 2300 (3300) 2300 (3300) 2300 (3300) 2300 (3300)
(Eq)" (em™) 4420 (3440) 4582 (3568) 4752 (3739) 4668 (3690)
T LCT"" et ILCT,™
1307) 35014 16020 0502)
LHLQCD gD i my nan

Tor explanation of band assignments. * The data

as ot yel been

oo Torsncal . Alhowgh heecosos re St ey 31 ot et

6.2.1.3. Metal core effects

A summary of the photophysical parameters obtained on the deconvoluted

spectrum for [Mn(11),(2POAP-2H)cJ(CIOx), using the band analysis described in scction
5234 are given in Table 62.1.1.1. Parameters obtained for selected transitions for
[Mn(11)s(2POAP-2H);|(CIO); are compared to those for [Zn(I(2POAP-2H)(NO3).

in Table 6.2.13.1.
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— Zn(g(zPOAP-2HG "
—— (Mn(i)g(2POAP-2H)g®*

ex10% (ulem™)

Wavenumber (cm)
Overlaid UV-Vis spectra of [Mn'(2POAP-2H)(CIO with
|Zm“12POAP zummon. in acetonitrle at 298:3 K.

3500, — EamgpoRP 2Hgi®*
‘E 3000 —— (Mn(i)g(2POAP-2H)gl®*
2 2500
5 oo
3w
38
§ 1000
H
£ w0
&

ol

6600 6300 7000 7200 7400 7600 7800
Wavenumber (cm)

62.132. Overlaid NIR spectra of [Mny"(2POAP-2H)J(CIO)  with
12" (2POAP-2H)J(NO)s in acetonitrie at 29843 K.
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Table 62.1.3.1. Photophysical constants from analysis of the absorption profiles for
[Mn(11),2POAP-2H);J(CIO:)s and [Zn(11)(2POAP-2H)GJ(NO)s in acetonitri

TMa(i2POAP-2H) " [Zn(I),2POAP-2H),
G G G |6 GG G
W 3% 35 96 45 30 ©

23362 26601 30733 | 20151 23066 26289 30629
10282 108182 47371 | 2013 18800 161008 S7588
1280 4355 7476|2488 1167 4290 8487
0057 204 153 [002 010 299 212
047 266 215 [032 06 325 25

3087 1768 3961
Ewem™  {~19935 22195 22703 20443 [ 18280 21790 22515 19217
Ay em” 709 1765 593
Mpem! 450 106 683
Mem? 167 1871 1276
Ton (A 37 3737

Assignment { CT, CT, (wn®)y (en)o | €Ty €T (ent)y (wn)a

In Figure 6.2.1.3.1, the absorption spectrum for this comples is overlaid with the
absorption spectrum for (Zn(11)s(2POAP-2H)J(NOs)s. The data in Figure 6.2.1.3.1 and

“Table 6.2.13.1 indicate that there s not much change in the ligand transition energies in

‘going from [Zn(11)s(2POAP-2H),|* 1o [Mn(11)/(2POAP-2H),|"" as the transition energies

are similar, Moreover, the intensities of the transitions corresponding to the inner ligand

are still larger than those corresponding to the outer ligand. However, the UV-Vis

intensites of the absorption transitions in [Mn(I,(2POAP-2H),]"are less that those
observed in [Zn(I1)2POAP-2H)J". NIR data given in Figure 62.13.2 illustrate the

 where the intensites of the transitions for [Mn(lI(2POAP-2H) " are
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greater than those in [Zn(I{2POAP-2H)|". As the metal-metal contacts in

[Z0(1,2POAP-2H).J*" and [Mn(II(2POAP-2H)|* range from 3.908  4.16 A and
3.909 - 3.956 A, respectively, the overall size of the metal core in [Zn(II(2POAP-
2H)cJ" is larger than that in [Mn(I(2POAP-2H)J*"" ) Therefore, the ligand-ligand
separation in [Mn(I1(2POAP-2H),|* should be shorter than in [Zn(11)s(2POAP-2H).]""
Since the NIR transitions have been assigned as interligand transitions, these transitions
are expected 1o become more intense in [Mn(IW2POAP-2H)I" than in
[Zn(1)s2POAP-2H),J* as the separation between the ligands decreases allowing for
greater clectronic coupling between the ligand donor and acceptor orbitals involved in the

transition (equations 6.2.1.3.1, 6.2.132, and 62.1.3.3).

Hpy = e eqn 62131

eqn 6.2.1.32.

foe
[T
0 = ([ WSl ) Wes]” = M2 < Wye|Wey >2 egn 62033,

Morcover, since the ligand-Jigand separation decreases in going from [Zn(I2POAP-
2H) to [Mn(I2POAP-2H)", and as discussed in section 5236 for
[Zn(11)s2POAP-2H).]", the effect of ligand confinement in [Mn(I1)}(2POAP-2H),*"

should be more drastic and the intensites of the ligand transitions should increase for

[Mn(I1)/(2POAP-2H),]"". However, the UV-Vis data indicate that the intensities of the
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In order to explain this phenomenon, the effect of spatial confinement should be:
revisited. In section $.2.3.6, it was shown that by spatially confining a molecule, the
amplitude of the wavefunction defining the molecule increases. As such, the overlap

between ground and excited states for this molecule increases, and therefore, the

intensities associated with the transition between these states increases. The potential

energy surfuce defining the confined molecule is expected to be narower than the same
molecule in a less confined state. In terms of the ligands in the grid-type complexes
studied here, the potential energy surface defining the inner ligand is narrower than the
potential energy surface defining the outer ligand. As such, the force constants defining
the inner ligand are greater than those defining the outer ligand. The observation that the
intensities of the ligand transitions are reduced when Mn(1l) replaces Znfll) in the grid
complex is presumably associated with the effect of Zn(ll) and Mn(ll) on the force

constants for the ligand. Tn order for the ligand transitions 10 become less intense, the

force constants associated with the ligand must decrease. This will only oceur when
ligand antibonding orbitals are involved in the binding event. In temms of the force
constants for the ligands in [Zn(1Ds2POAP-2H)" and [Mn(II(2POAP-2H)J", the
decrease in the intensities when Mn(ll) replaces Zn(11) is assumed 10 be due an enhanced
interaction of the metal with the x* orbitals on the ligand. Moreover,the difference in the
vigid matrix energies for (Za(11)(2POAP-2H).|" and [Mn(II)(2POAP-2H).I"* appears to
be reduction of this energy by ~1000 e, This difference is also assumed to be duc to
the decrease in the force constants in [M(IW2POAP-2H)[" through enhanced

interaction of the metal with the =* orbitals on the ligand.
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As the Mn(ll ions in [Mn(IQPOAP-2H)* arc all high spin"", dd

transitions involving high-spin d* complexes are spin forbidden and are expected to

very weak extinction coefficients. For example, for [Mn(H;0)", the d-d

ek
transition exhibits an extinction coeflicient of ~ 107 M'em™ at 18300 em™.""! The
interaction of the metal with the %* orbitals on the 2POAP ligand predisposes metal-to-
ligand charge transfer (MLCT) to be a prominent factor in [Mn(I1,2POAP-2H)*. As
such, the unassigned transitions Uy (16943 cm'”) and Us (18314 em) are assigned to
%)’ > d'x*)’ MLCT transitions. The fact that these transitions are not observed in
[Zn(11)/(2POAP-2H),]* suggests that these transitions are not solely ligand based and

‘must originate from Mn(11)-ligand interactions.

In order to assign the MLCT transions to a specific metal center, the

coordination spheres for Mn(ll in [Mn(II(2POAP-2H).|"" must be analyzed. The
coordination sphere associated with the Mn(l1) ions in [Mn(I1)s(2POAP-2H) " may be
divided into three specific coordination sites: cis-MAN,O; (comer metal fons labelled u),
trans-MaN;0s (the central metal ion labelled y), and mer-MaN;Os (side center metal ions

labelled f). This is shown in Figure 62.1.3.2. The specific coordination spheres

containing their respective coordinating atoms are shown in Figure 6.2.1.3.3,

EiE}
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"
Figure 62.13.2. for MnID) in 1(CI0g. The
e chned o v CIF e avchd wih e 18,91

NPP) B 9 B
% kg o >$<
MB’ NCP) mcv)
L= 5
Fig 2.133. rdinati ites for Mn(ll) in "

Since the intraligand and interligand charge transfer transitions have been assumed to
involve pyridine groups, it s likely that the MLCT transitions also involve these groups.

Moreov transitions (CT, and CT; buted to

periphery pyridine groups acting as electron acceptors, it is suggested that the MLCT
ransitions also involve the periphery pyridine groups as electron acceplors. Therefore,

Mn'(a) and Mn"(B) centers are likely to be associated with the transitions at Uy and Uy

214
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Furthermore, given the effect of spatial confinement on the intensiies of the inner ligand,
and that Uy is more intense than U, U is assigned 1o an MLCT transition involving
Mn"($) and an inner ligand. Likewise, Uy is assigned to an MLCT involving Mn"(a) and

an outer ligand

62.1.4. Emission

Coordination of Za(I) is very similar t0 coordination of Mn(1I) in that there is no
crystal field stabilization energy (CFSE) associated with the coordination event. As such,
all dorbitals are occupied equally and there i no basis for Jahn-Teller distortions. When
comparing emission spectra between [Zn(11(2POAP-2H)]* and [Mn(ID(2POAP-
2H)J"", the Zn(ll) complex is emissive whereas the Mn(Il) complex is not. The overlaid
emission spectra for the Zn(IDy grid and the Mn(I1), grid in acetonitrile is given in Figure
62141, The data for Ma(Il s atributed to ight scattering in the instrument

— 20, gia
= <o, grkd
-

3
s
§2
bt
. -
& W e e we
Wavslength (nm)

Figure 62.14.1. Overlay of emission spectra for [Mn(IDW(2POAP-2H)I* and
- th of 380 nm.
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The main spectral differences in the excited states for [Mn(INs(2POAP-2H);|"
are the proposed MLCT transitions. Given that these transitions are the lowest-lying
states, then the non-emissive nature of [Mn(IDs(2POAP-2H)|*" may be attributed to
these states. The MLCT transitions have been proposed to involve a d'Gr*)’ > d'*)!
transition. As the d-orbitals are not equally occupied in the d'(x*)", Jahn-Teller distortions
play a major role in the structure of this state. The result is that the MLCT state will be

highly distorted and relaxation of

the excited state. A Jablonski diagram is given in Figure 62142

(-Tuier

Figure 62,142, in [Mng"

622, (Mn"Vin"ZPOAP-2H)|(CIO )10
“The first report on the optical states in 2POAP grid-type complexes was that

presented for  [Mn,"Mns"(2POAP-2H)(|(CIO )" Tentative assignments  were
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originally reported for selected transitions. Therefore,in his section, with the information
presented in the previous sections of this chapter, conclusions are drawn with respect to

these tentative assignments.

6.2.2.1. UV-Vis spectral deconvolution and band assignments

The UV-Vis absorption spectrum for [Mn,""Mn<"(2POAP-2H),|(CIO)» is given

in Figure 6.22.1.1. This spectrum was deconvoluted using first and second derivatives.
The first and second derivative plots with the proposed locations of transitions are given
in Figure 622.12. For a discussion on using first and second derivatives for

deconvoluting spectra, see appendix D and section 5.2.3.1. The deconvoluted spectrum

shows transitions located at 23132 em” (432 nm, 4821 M''em), 26749 em” (374 nm,

81159 Mem”), 29750 e (336 nm, 61448 M'em"), 38903 e (257 nm, 43014 M

Tem'!), 47735 e (209 nm, 147635 M”'em), and ~52632 e (190 nm, 132073 M e

These transitions are designated as Gi, Ge, G, Geo G and Gy respestively. Al

proposed transition maxima can be justified with the first derivative as zero and the

G, and G, These transitions are,

sceond derivative as negative except for Gy, G

however, justified from the pattern displayed by the second derivative.
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ex104 (em)

000 | 3000 4000 50000
Wavenumber (cm )

Figure 62211 Deconvolued  UV-Vis  absoption  specium  of

[Mn(IIMn(11)5(2POAP-2H)g|(CIO4)so in acetonitrile at 29843 K.

e
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Figure 62212, Dervative plos for the UV-Vis spectum of a
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A summary of the photophysical parameters obtained on the deconvoluted UV-

Vis spectrum for [Mn(II1)Mn(Il2POAP-2H)J(CIO)o s given in Table 6.2.2.1.1. The

deconvoluted absorption transitions Gy, Ge, Ga. Go, G, and G in Figure 62211 have

been assigned as CT,, (va%)i, (©2)s, (1-7)a, (12, and (x

s based on the
assignments made for [Ma(I)(2POAP-2H)J(NOs)s  previously. The ~ previously
deconvoluted UV-Vis spectrum from 7200 e 10 20000 e is given in Figure 6.2.2.1.3
and shows low-energy transitions designated as band 1, band 11, band 111, and band IV,

respectively ")

Tabe G211, Summary of e spssopspraetrs o [MIDMSQPOAT-
H(C, iy in section 5.2
G 6 G 6 G G

Mmam (92 34 336 257 209 190
Eawem! (23132 26749 29750 38903 47735 52632
eoem!M' {4821 81159 61448 43014 147635 132073

Avem? (2479 4425 9776 6392 11120
S 002 156 260 119 7M1

s 046 232 284 16 371
Hyem 2027

Ewem’ (21126 22895 21259 33867 38284 48784
@) 37

Assignment | CT, (o) (en') (@7 (e (1)

estimated as transition 1s not Tully resolved.
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Experimental Data
- - -Gaussian it ;

M em)

7500 | 1000 | 12500 | 15000 | 17500 | 20000
Energy - v (em”)

Figure 6.2.2.1.3, Reassignment of the excited staes in the [Mn,"Mn:(2POAP-211)] *

complex. Reprinted with permission from reference [10]. Copyright 2006 Royal Society
of Chemistry.

Bands | and 11 have been assigned as ligand-to-metal charge transfer (LMICT) and
metal-metal charge transfer (MMCT) based on the Avia values for these bands and A,

Given the degree of Jahn-Tellr distortons associated with a Mn(11)->Mn(Il) tran

ion,

and given that one would expect a greater reorganization associated with a MMCT

ransito

and 1 is assigned as MMCT since it demonstrats the greatet reorganization
energy. Morcover, band 1 is assigned as LMCT given the solvent dependent data

assoct

td with this transition " In addition, bands I and 1 are lkely associated with the
metal core since transitions involving the ligand are not observed in this area of the

spectrum for [Mn(11)s(2POAP-2H)e]*" and [Zn(I1)s(2POAP-2H), |
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For the [Mn(IIMn(I1)sZPOAP-2H),|'™ system, bands 11l and IV were not

previously assigned. The high-cnergy transition was previously assigned to a metal-to-
ligand charge transfer. However, given the data presented in Figure 6.2.2.1.1, this high-
energy transition s reassigned as a (x-x*) transition located on the outer ligand.

As was a constant theme when analyzing spectra of [Za(I(2POAP-2H),|* and
[Mn(I),2POAP-2H)" the effect of the solvent on the ligand electronic structure
appears more pronounced when comparing Eco values for (x-5*) and charge-transfer
transitions on cach ligand. The Eoo values for the (x-x*), and (x-x*), transitions were
estimated 1o be 22895 e’ and 21259 e, respectively. Therefore, the difference
between the (r-x*) transition energies is 1636 e, Since the electronic excitation
energies for the previously classified grid-type complexes were offset as a result of the
specific location of the ligand within the complex. then we can assume that the energy
difference between the inner and outer (-x*) transitions is equivalent 10 the difference in
energy between the Eoo values for the intraligand charge-transfer transitions on the inner
and outer ligand. Therefore, the value of Eco for the CT, transition is expected to be at

19490 e This energy is located near band IV. Thus, band IV is assigned to the CT,

n which was designated G, in the previous complexes.
To assign band 1II, the excited states for [M(I)s2POAP-2H)" must be
evisited. In the Mn(11) system, the lowest lying excited states were attibuted the MLCT

tran

tions due to 7 back bonding associated with the metal. There were two MLCT states

which involved the comer Mn'(@) and side Mn"

) ons. In forming

[Ma(Mn(I)s2POAP-2H)e] ™, the four comer Mn"(«) ions were oxidized to

M), Therefore, it is antici

ted that the MLCT transitions associated with the side
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Mu'(B) ions should still be present. This transition was located at 18314 em” in
[Mn(I(2POAP-2H),]"". In the spectrum for [Mn(I11);Mn(I1)s2POAP-2H)e]"™ in Figure
62213, 18314 e is dircetly located at the position of band 1. Therefore, band I is
assigned to the MLCT transition involving the Mn"(B) ion. This is labelled as MLCTy in

Figure 622,13

6222.NIR spectrum

NIR absorption data on [Mn(IID:Mn(Ils2POAP-2H),]"™ is given in Figure
6222.1. A band centered at 1406 nm is observed: this is not surprising given that
[Mn(I1)EPOAP-2H)J" and [Mn(I1):2POAP-2H)" display this same transition.
However, what is apparent i that the inensity of this transition is low. This low intensity
is most likely due to the factthat the ligand siructure in [Mn(I):Ma(IDSPOAP-2H),]"™
is much more distorted than in [Mn(I12POAP-2H) " due 10 a distibution of Jahn-

Teller distortions along the comers of the metal core. As such, this will lead to @

significant increase in the ligand-ligand distances within the structure. This results in a
reduction in the orbital overlap between the orbitals involved in the transition and a

decrease in electronic coupling.
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1360 1440 1520
Wavelength (nm)

Figure 6.2.2.2.1. Vis-NIR absorption spectra of [Mn(IIDMn)IT)s(2POAP-2H)q]
acetonitile.

indy-

6223 Emission
Excited state analysis on [Mn(II;Mn(I)s(2POAP-2H)s]'*" has yet to detect any
type of emission. However, as the lowestlying state in the [Mo(IIDMn(Il{(2POAP-

2H)q]"™ system is attributed to a LMCT near ~700 nm, and the instrument used in

observed if one defects below 900 nm.  Unil such an analysis, the
[Mn(IDMn(IDs(2POAP-2H)]"™ complex is assumed 10 be non-emissive. This
assumption is plausible when considering the effect of Jahn-Teller distortions on the
LMCT state. The LMCT state is composed of a d'(* > ¢’()" transition. The initially

distorted Mn(IID) G.¢. d') M@ (ie. d)
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a Jahn-Teler distortion of the coordination sphere associated with Mn(ID). The result is
that the LMCT state will be highly distorted and exhibit enhanced non-radiative decay
due to vibrational relaxation of the LMCT state. A Jablonski diagram illusirating

electronic transition asymmetry i given in Figure 6.2.23.1

(R~

e

63. Conclusion

In this chapter, the effect of the metal core on [Mn(IDJZPOAP-2H)I* and
[Mn(IMn(ID)s(2POAP-2H)g]'" excited states has been discussed. Overall, in going
from a closed-shell metal system in [Za(IDy(2POAP-2H)]* 10 an open-shell metal
system in [Mn(I1(2POAP-2H) ], the energies of the ligand states were not appreciably
affected. The main effect appears 1o be the ntensity of the ligand transitons, which were

lowered in the UV-Vis region in going from a [Za(I1)(2POAP-2H)]* system 10 a
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[Mn(I1),2POAP-2H),]*" system. Moreover, the intensity of the interligand transitions.

were increased in the NIR region in going from [Zn(l)s(2POAP-2H)]

o

[Mn(I(2POAP-2H).J"". Given that Jahn-Teller distortions have a greater influcnce on

the coordination sphere:

Mn(111) metal centers than in Mn(l1) and Zn(l), the effect of

the metal core on the ligand excited states has been shown 1o provide a means to

‘modulate the Franck-Condon factors and the electronic coupling between intraligand and

interligand states,
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Chapter 7
“ELECTRONIC EXCITATION ENERGY TRANSFER”

Abstract: The purpose of this chapter is to introduce electronic excitation
energy transfer theory which will be utilized in the next chapter involving the
Zn(l)y grid-ype complex. I this chapter, electronic excitation energy
transfer wil be presented in terms of the formalisms proposed by Forster and
Dexter. Excitation energy transfer will then be discussed in terms of an
excitonic model which is typically used for compact nanoscale systems.

Introduction

“The hierarchy of life is ultimately driven by the photosynthetic organism through
which higher-order organisms obtain their energy needs. Moreover, it is through solar
energy that the photosynthetic organism meets its energy requirements. Solar energy s a
clean and abundant energy source; however, it s intermittent and dispersed over a large
area. In order for the photosynthetic organism to make use of solar energy, solar energy
must be concentrated and stored in the form of a readily consumable molecule (i.¢. a fuel)
within the organism. For billions of years, nature has implemented a light harvesting

process by which it concentrates solar energy to drive the formation of new chemical

bonds. This light light energ

electronic excitation energy transfer)

from their initial location to a reaction center (i
where this energy storage process oceurs. ! Electronic excitation energy transfer
typically oceurs over relatively large distances on the order of hundreds of Angstroms.
“This process is very fast s it must out-compete other excited state deactivation processes
such as intemal conversion and intersystem crossing which occur on the nanosecond

timescale. The photosynthetic apparatus in purple bacteria s illustrated in Figure 7.1.1
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.»»‘ o

150

‘The photosynthetic apparatus in purple bacteria. LH-1 and LH-II efer o the
ing complexes I and I1 respectively. RC refers to the photosynthetic reaction
center. Reprinted with permission from reference [2]. Copyright 2002 Cambridge
University Press.

‘The light-harvesting system in purple bacteria s expanded in Figure 712, The

overall energy transfer process is illustrated in Figure 7.1.3. In the photosynthetic

apparatus of this bacterium, photons are initally captured by a system of light-harvesting
antenna. which funnels electronic.excitation energy 10 a special pair of porphyrin
molecules Pa and Py, These antennac are composed of many chlorophyll and carotenoid

molecules, all of which are confined within the membran environment.
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Figure 7.1.2. Solar antennae system in bacterial photosynthetic apparatus. (a) the energy
‘ transfer scheme; (b) structure of LH-II; and (c) the structure of LH-L Reproduced with
permission from reference [3]. Copyright 1998 National Academy of Sciences.
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Energy (cm)

s s
T e

Figure 7.1.3. The energetics of energy transfer in photosynthesis. Solid lines imply

intermolecular transitions whereas dashed lines imply intramolecular  transitions.

Reproduced with permission from reference [3]. Copyright 1998 National Academy of

Sciences.

Within LH-IL, bacteriochlorophyll molecules (B800) and. carotenoids absorb. light

between 500-800 nm and transfer this electronic excitation energy 1o a cluster of B§SO

‘molecules within 700 f5.”*) This energy is then transferred to the B875 molecules of LH-

P

1 which surrounds the reaction center within 4 ps. wally, this collected energy is
transferred 10 the reaction center where charge separation occurs within 35 ps.™! The
confinement of B80O and B87S molecules allows for strong exciton coupling, giving rise
10 quantum effects such as exciton migration. !

‘Overall, photosynthesis is a process that utlizes a unique molecular construct in
which solar energy is absorbed by specifically placed chromophores. This energy is then
concentrated via funnelling excition energy to a reaction center where it is converted to

redox equivalents. The photosynihetic apparatus illustrates an important aspect of nature
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to carry out the intricate processes involved in life: useful functions

performed by biological systems result from chemical constructs which exhibit a high-
degree of organization in terms of space, time, and energy. Therefore, studying energy
{ransfer and ts conversion in highly-organized molecular consiructs, such as the grid-type
complex, inevitably allows one 10 study energy, and s subscquent transfer and
conversion, as a function of the spatial arrangement of atoms and molecules within the
construct. In the following sections of this chapter,the theoretical models which describe

excitation energy transfor will be presented.

7.2, Electronic excitation energy transfer

“The constructive overlap of molecular orbials (or wavefunctions) can result in a
stabilizing electronic exchange interaction between the electrons in these orbitals if the
orbital are not completely filled. For example, the interaction of a half-flled HOMO in
*D with that of the filled HOMO in A, and the half-filled LUMO in *D with the LUMO|
in A is stabilizing. The degree of this stbilization depends on the energy difference
between the interacting orbilals and the net. constructive overlap between- their
wavefunctions. The net efect can resul in cither the formal transfer of an electron or
ransfer of the electronic excitation energy. These net effects are dictated by the degree of
orbital overlap and electronic exchange. Therefore, interactions of excited state molecules
with other molecules may result in the transfer of excitation energy 1o form a new excited

state (cquation 7.2.1).
D+A—"5'D+ A—=5D¥'A  eqn 721
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In describing clectron transfer in Chapter 4, clectron transfer was shown to.

wolve orbital overlap. However, exciation energy transfer does not necessarily involve:

orbital overlaps it may occur by electron cxchange involving orbital overlap or by a

dipole-dipole interaction which occurs through an oscilltig electrc field in space. The
key difference between these mechanisms is that the lectron exchange mechanism
involves orbital overlap whercas the dipole-dipole mechanism does not and can occur

over longer distances.

There are three mechanisms by which excitation energy can be transferred from
one molecule to another. The first, trivial mechanism, occurs when a photon emitted by
D* is subsequently absorbed by A. The second, the Forster mechanism, requires dipole-
dipole coupling between the molecules involved. Lastly, in the third, the Dexter

‘mechanism, exchange coupling between molecules is heavily implicated.

. Trivial excitation energy transfer
Excitation energy transfer may occur in the absence of any electronic interaction
(. electron exchange or dipole-dipole) between the molecules involved in the energy

transfer event. In this mechanism, one of the molecules involved is promoted 1o its

excited state via electronic excitation and this excitation energy is transferred radiatively
from this molecule to an energy acceptor. This occurs through emission of a photon from

the excited molecule and absorption of this photon by the energy acceptor. This may be

casily visualized as a photon hopping mechanism and classified as radi

absorpton excitaion energy transfer " This occurs when there s substanial overlap of

the emission and absorption spectrum between the uncoupled emitting and absorbing
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molecules (eqn. 7:2.1.1 and 7.2.1.2)" This mechanism is similar 1o the Forster
‘mechanism discussed below except that the energy donor and acceptor are not coupled to

one another.

D—+D+ho  eqn 7211

ot A—sea eqn.7.2.1.2.

7.22. Forster excitation energy transfer

In the Forster mechanism for electronic energy transfer, a dipole-dipole resonance
interaction is involved which operates through an oscillating electric feld produced by a
‘molecule in its excited state (i.c. *D).”*) This mechanism may be viewed much like the
interaction of light and mater where the clectrons of a molccule oscilate along the

nuclear framework. In the ground state, electrons oscillate at some resting frequency.

However, in the excited state, electrons oscillte at a frequency which is governed by the

the by potential enerey surface. As a
result o such oscillations, an oscillating electric dipole i created.

‘Consider a system consisting of an energy transfer donor D and acceptor A.
Excitation of D produces *D. Since *D s oscillating at an increased frequency along the

nuclear framework of D, the magnitude of this oscillating electric dipole is much greater

than the oscillting electric dipole exhibited by a specics in ts ground state. Therefore,
the oscillating clectric dipole in *D can be assumed to possess a dominating oscllating
electric dipole over A and can be viewed to oscilate about the nuclear framework of D.

The net effiect of *D on A can be visualized as A being driven into resonance by the
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oscillating electric field generated by *D assuming that the frequency of this oscillation
‘matches the frequency for oscillation in A, and that D and A are suffciently close to
allow for resonance to take place.”! This, then, results in the flow of excitation from *D

10 A to form *A. As such, in the Forster mechanism, the transitions *D-D and A>*A

occur s D leads

Atoform *A. Figure 7.22.1.

Figure 7.2.2.1. Forster excitation energy transfer mechanism. The double-headed arrows
correspond to oscillating dipoles.

Quantum mechanically, the Forster mechanism (and energy transfer in general!)

gy tr

*D+A—+D+*A eqn 7.221.
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“The inital state and final state may be described in terms of the following wavefunctions

where ¥, and ¥ are the total wavefunctions describing the initial and final state for the
system.

W= WD) eqn 7.2.2.2.

W= HDI(PA) eqn 7.2.23,

“The operator which provides the dipole-dipole interaction and mixes the inital and final
states may be defined by Hys. Thus, according to the time-independent Schrodinger

cquation:

W Hai¥e = By ¥ N> = Eag<ulv><SISP<gly>  eqn7.

hat cnerey the must be orbitally
allowed (in that the orbitals involved cannot be orthogonal), spin allowed, and
vibrationally allowed. Therefore, singlettrplet excitation energy transfer is_highly
unlikely as spin must be conserved throughout the process.

To reduce equation 7.22.4, one may note that the energy associated with the
electrostatic interaction of two dipoles s related o the magnitude of these interacting

dipoles and the distance between them as given below!”.

eqn7.225

“Thus, equation 7.2.2.4 may be expressed as,
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s

VHul¥P = Ol <yly><SISe<yhy> eqn 7.2.2.6.

In equations 7.2.2.5 and 7.2.2.6,  is a proportonality constant, o s the ransi

n dipole
of the donor, uy i the tranition dipole of the acceptor, and R s the distance between the
donor and the acceptor. I addition, v, S, and  are the electronic, spin, and vibrational
wavefunctions, respectively.

From equation 7.2.2.6, one can conclude that excitation energy transfer via the

s primarily ass energy i

wransition” dipoles are relaively weak, and thercfore, highly improbable through

application of the Fermi Golden rule o energy transfer given in equation 7.22.7 which

reduces to equation 7.2.2.8.7%)

k= () <ottt = (3) [svolve<SorS ol ean 7227,

ke = () Vircppeieo? = (3) Ve Fecale) eqn.7.228
Based on the cquations 7.227 and 7.2.28, the electronic. wavefunctions camnot be

onthogonal and  therefore the coupling of the transition dipole moments is angle

dependent. In addition, spin must be conserved as <5,

> # 0. More specifically, the rate

constant for Forster energy tansfer is given by equation 7.2.2.9” ) where @y s the
emission quantum yield of the donor,  is the refractive index of the medium, o is the
donor lfetime, N is the Avogadro constant, Ro is the distance between the energy
ransfer donor and acceptor, and e is the orientation factor which is defined by the toal

angle () between the transition dipoles of the donor and the acceptor given in cquation
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722.10.7% " @y and @, are the angles linking the dipole moments of the donor and

acceptor with the distance vector between the two.

 _ SomiOlonty _ 11 1
K = et = o Vol lon eqn.7.229.
W = (cos ¢ — 3cos g cos ) eqn. 722.10,

‘ “This equation specifically reflects a resonance energy requirement; the energy emitted by

the donor must match that absorbed by the acceptor. Thus,

s required that the emission
spectrum of the donor overlaps the absorption spectrum of the acceptor. This s reflected
by Jox which is the spectral overlap inegral between the emission spectrum of the donor
and the absorption spectrum of the aceeptor defined by equation 7.2.2.11 where Fy s the
normalized emission spectrum of the donor, and cx(v) is the absorption profile for the

aceeptor in units of molar absorptivity.”*

oa=J

L) e 72211

7.2.3. Dexter excitation energy transfer

A similar quantum mechanical formulation as in equations 7.2.2.4 and 7.22.7
may be developed for energy transfer via the Dexter (or exchange) mechanism by
replacing Hys With Hocage and Egg with Ecumme!” * ') 1t may be viewed as a
simultancous two electron transfer process. As such, the formalisms associated with the

theory of energy transfer via the Dexter mechanism follows closely 1o those associated

with Marcus theory for sing transfer. In the . energy
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is induced by the electron exchange interactions of the donor and the acceplor resulting

acceplor (Figure 7.2.3.1) 7111

Figure 7.2.3.1. Dexter mechanism for excitation energy transfer

‘Consideration of these interactions yields the rate constant for energy transfer via.

the Dexter mechanism (equation 7.2.3.1)" "2

where . is the overlap integral defined by equation 72.2.10 and reflects the extent to

which the donor and acceptor absorption spectrums overlap; K is an experimental

constant atg the orbital interaction for Rox
i the distance between the donor and acceptor; and K’ s the sum of the Van Der Waals
radii of the donor and acceptor. The efficiency of energy transfer via the exchange

‘mechanism decreases exponentially with donor-acceptor distance.
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7.2.4, Driving force correlations in excitation energy transfer

In the Dexter mechanism, electron transfer was summarized a5 a two-clectron
wansfer process. As such, it is expected that drving force (AG) dependence should be
similar. The rate constant for energy transfer is related 10 the square of the electronic
coupling matrix element (V) and the Franck-Condon vibrational overlap (F(Calc)) as is

given by equation 7.2.4.1 where F(cale) is defined in equation 7.2.4.2"* !

) Vé,F(calc) eqn.7.24.1
() vk g

eqn 7.242.
In equation 7.24.2, S and S, are the electron-vibrational coupling constants, hwp and
hay are the donor and aceeptor quantum spacing, ky is the Boltzmann constant, m and n*
are the vibrational quantum numbers for the donor and acceptor, and A s the solvent
reorganization cnergy term given as the sum of the solvent reorganization terms

associated with the donor (A,p) and the acceptor (A,») in equation 7.2.4.3.")

ho=hapthoa  em 7243

As F(cale) ~ expl-(AGY'] and ker ~ F(calc), then it is expected that the rate constant for
energy transfer (ker) will exhibit similar Marcus behaviour and a Marcus inverted region.

Th

illustrated in Figure 7.2.4.1.
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Iy
Figure 7.2.4.1. Driving force dependence on the rate constant for excitation energy
transfer.

725, Comparison itation encrgy

The Dexter mechanism requires direct orbital overlap of the donor and the
acceptor for an electron exchange interaction to occur. However, the Forster mechanism
i primarily associated with energy transfer through a dipole-dipole mechanism and does

ot require direct orbital overlap of the donor and acceptor. In reality, both of these

mechanisms oceur to some extent. Thus, the observed rate constant for excitation energy
ransfer is actually a combination of both mechanisms and is given by equation 72.5.1
where Ko is the rate constant for Dexter energy transfer, K i the rate constant for

Forster energy transfer, and a and p are proportionality constants.” !

+ (0¥ Hocnmg VT + [B< VYT eqn
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Since kpesr ~ €Xp(-2Ron) and kssowr ~ I/Rou’, the relationship between these
mechanisms is illustraied by Figure 7.2.5.1 which shows that at short distances, the
Dexter mechanism is dominant whereas the Forster mechanism s the dominant energy

ransfer mechanism at longer distances

Inker f

Figure 7.2.5.1. Comparison of Forster and Dexter excitation energy transfer rale
constants as a function of donor-acceptor distance.

726, + The exciton

Up o now, excitation energy transfer and electron transfer have been shown to
exhibit many conceptual similarites in that both processes may involve orbital overlap
and electron exchange. In excitation energy transfer, the excited species is always the

energy donor. However, for electron transfer, tis excited species may act as an electron

transfer d acceptor

In this regard, because of the half-flled nature of the orbitals involved in forming an
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ted stat d reductant

state counterpart, This is easily explained using the exciton model for an excited state

“electron hole” (or y

and the half-filled LUMO contains the excited electron. Through this exciton model (or
electron-hole pair model), it is conceptually easy 1o rationalize why the dipole in an
excited state is generally greater than the dipole in the ground state: there is a greater
region of positive charge (or electron deficiency) and negative charge (or a surplus in
electron density). In using such a model 1o represent an excited state, electron transfer

may be visualized in terms of the transfer of the excited electron or the transfer of the

t =t Tt -
= =
SR SRR S ook

Figure 7.2.6.1. Charge transfer in terms of the exciton model

Therefore, in keeping with this exciton model, excitation energy transfer may be

visualized in terms of the transfer of energy donor




R
e T+

=
R

D+ A

Figure 7.2.6.2. Excitation energy transfer in terms of the exciton model.

73. Conclusion
In this chapter, electronic excitation energy transfer theory has been discussed in
terms of the Forster and Dexter formalisms. In the Forster mechanism, excitation energy

is transferred

a dipole-dipole interaction. In the Dexter mechanism, an electron
exchange interaction results in the transfer of excitation energy. In reality, both of these

‘mechanisms occur o an appreciable extent with Forster energy transfer dominating over

longer 2y distances.

I transfer with that of transfer,

the exciton model provides a simple link between the two processes. In excited state
electron transfer, an electron or electron hole may be transferred. However, in excitation
energy transfer, this electron-electron hole pair remains intact and i transferred from the

donor to the acceptor.
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Chapter 8:
“SUPRAMOLECULAR ADDUCTS INVOLVING THE [3X3] Zn(Il),
GRID-TYPE COMPLEX"

Abstract: In chapters 5 and 6, the excited states for the [3x3] rid-ype
complexes  [Zn(I(2POAP-2H)]*",  [Mn(I1)s(2POAP-2H)e]"",
[MA(HMn(I1s(2POAP-2H)]"™ have been described in terms of the ligand
framework and the metal core. Such states were shown 1o exhibit charge
ransfer whereby the excited states for the ligands in these compl
associated with charge transfer specific o each of the discrete ligands that
compose the molecule. With these excited states in mind, this chaper serves
o demonstrate excitation encrgy transfer using the excitation encrgy transfer
formalisms described in chapter 7 1o enhance the formation of 4 charge
transfer state within the Zn(ID)s grid. As such, excitation energy transfer
experiments are presented involving [Zn(11)s(2POAP),]"" and anthracene-
carboxyli acid. The interaction of these molecules is shown to result from the
formation ofa hydrogen bonded supramolecular adduct.

8.1 Introduction

The f itation energy o charg in reacti isa

ival. In the

fundamental process in the photosynthetc organism which allows for ts su
previous chapters, the grid-type complexes studied have been shown to possess accessible
charge transfer states via light excitation. In this chapter, the formation of a charge-

transfer state within [Zn(I1(2POAP-2H),|*" is shown to be enhanced through excitation

energy transfer. In the following sections, the excitation energy transfer theory discussed

in chapter 7 will be applied 1o the [3x3] Zn(l)y grid-type complex which displays
excitation energy transfer from anthracene-9-carboxylic acid through the formation of a
supramolecular hydrogen-bonded adduct. Intially, NMR data will be presented to

characterize the interaction in the ground state. Following this characterization,
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fluorescence quenching data are presented involving [Zn(I2POAP-2H).J"" and

anthracene-9-carboxylic acid

8.2, Results and Discussion
82.1. "H-NVR titration

THNMR titration of  anthracer

9-carboxylic  acid  (ANCO(H))  with
[Z(1)s@POAP-2H),J* s shown in Figure 8.1.1. For a discussion on the NMR
assignments in the Zn(l)s grid, see section S2.1. In this experiment, the amount of
[Z0(1)s2POAP-2H),]* remained constant and equivalent portions of AnCOx(H) were
varied. A plot of the relative splitting between Hy' and H." grid peaks is given in Figure

82.1.2, which suggests that the interaction saturates afler 4 equivalents of AnCOx(H)

added. Given that the NH; peaks are broadened and shift, this may suggest hydrogen
bonding between AnCOx(H) and the ligands in this grid. More specifically, since the
inner NH; groups are most. broadened, and that there are four of these groups, this
suggests that hydrogen bonding between AnCO(H) and the imner ligands of

[Zn(11)5(2POAP-2H),]* is the dominant interaction in the 4:1 mixture. Further analysis is

presented below to support this hypothesis
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Figure 8.2.1.1. "H-NMR itrtion of AnCO(H) with [Zn(I(2POAP-2H)e](NOs)s in d-
acetonitrile

05 0 0 0 %0

°
0
[—
°

5 (ppm)

T L]
Rato of AncO,H 2n 1

Figure 82.1.2. Change of splitting between Hy' and Hy' for [Zn(ID(2POAP-2H)I*"
relative to AnCO,(H) equivalents added.
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“The interaction of [Zn(1)o(2POAP-2H)g]** with AnCOx(H) is summarized

igure
82,13 the weak coupling limit between the grid and AnCOx(H), where no interaction
between the grid and AnCOx(H) exists, a calculated 'H-NMR spectrum of the interaction
may be given as the sum of cach of the individual free induction decay patterns

However, on interaction of [Zn(I1)y(2POAP-2H),]* with AnCOx(H), the observed 'H-

NMR spectrum does not match the calculated spectrum, indi

' that both molecules
are coupled 10 one another. The observed 'H-NMR spectrum for this interaction exhibits

three important features:

() Chemical environments of Hy" and Hy" are no longer equivalent while H,*
remains unaffected. This indicates that the interaction takes place on the

carboxylate side of the anthracene derivative whereby the interaction shields

H* causing an upfield s

(i) My and 1, of the grid are shified on interaction with the anthracene

derivative, This may suggest an opening of the grid along the periphery of the

ligand structure.

NH; protons (H, H) are shifled downfield and are broadencd.
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Figure 8.2.1.3. 2H)* in

dyacetonitile.

The temperature dependent 'H-NVR data for [Zn(ID(2POAP-2H)|*" interacting
with AnCO(H) is given in Figure 821.4(2). The data indicate a shift in ligand peaks
associated with Hs" and Hi' on lowering the temperature towards those exhibited solely
by the Zns(1) grid (discussed in Chapter 5). NH peaks associated with inner and outer
ligands appear 10 broaden and shift downfield on lowering the temperature, with a single
broad peak present at 278 K. The Hs" peak appears to shift on changing the temperature
as exhibited by the anthracene derivative in the absence of [Zn(I(2POAP-2H)|"
(Figure 82,1 4(5)). However, the chemical environment of this proton on interaction with

[Zn(ID)(2POAP-2H)|** does not match that exhibited by this molecule when present
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solely in solution. If one considers a hydrogen bonding interaction between the
anthracene derivative and the NH2 groups of the grid, then it s expected that proton peaks
should show a greater shift with respect 10 each other on lowering the temperature. This
was not observed, with proton peaks showing a greater shift at increasing temperatures.
Given the shifting pattern of the Hy** and H.'® peaks of the Zny(11) grd, and the shifting
pattern of Hs of the anthracene derivative, it is proposed that the ligand-stacked structure
of the grid preferentially opens at higher temperatures and preferentially closes at lower
temperatures on interaction with AnCOx(H). Furthermore, given the shifling pattern

associated with Hy of the anthracene derivative within this inters

ion, it may be

suggested that these molecules form a penetrating close-contact ion pair'! with the

AnCOS(H) inserting within the vacant pockets between ligands of the grid in an edge-on
“T-shaped fashion, causing these ligands 1o open in order to accommodate the inserting
molecule. However, a hydrogen bonding interaction s also plausible if one takes into
account the reorganization of the ligand-ligand framework associated with the interaction

of the grid with AnCOx(H). As the ligand-ligand distance is ~3.5-3.8 A, and the total

distance between the Hs protons of the anthracene derivative is ~5 A, formation of a
penetrating ion pair is not feasible. Furthermore, given the removal of the inner NH; peak
i lowering the temperature within this interaction, exchange of this proton through a

hydrogen bonding interaction with the inner ligand of the grid is highly plausible and is

therefore proposed (Scheme 8.2.1.1).
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Figure 82.14. Temperature-dependent 'H-NMR data for (a) the interaction of
1 and (b) Anc



Scheme 8.2.1.1. Proposed inner-ligand hydrogen bonding interaction. Structural data
were obtained from the CIF file attached with references [2, 3]

822, Spectrophotometric Titration

In order to further assess the ineraction between the Zns(ll) grid and the
anthracene derivtive presented in the previous section, the interaction was monitored
through a spectrophotomeic titration (Figure 822.1). On addition of [Zn(IDy2POAP-
2HK* 10 a solution of AnCOH) in acetonitile, growth of absorption bands
corresponding to [Zn(I1)2POAP-2H)J* are observed (Figure §22.1(a)). Emission
from the AnCO(H) appears 1o be quenched on addition of [Zn(I)s(2POAP-2H)|*"
(Figure 822.1(6)), with no observed emission from [Za(Io(2POAP-2H)]" even at
higher grid concentrations. This may suggest that the formation of the emissive charge-
transfer stae within the grid has been prevented on interaction with AnCO(H); however,
the lowest ying excited state between these two malecules is still the outer igand charge
transfer state in the grid. Therefore, this quenching may be considered as a consequence

of excitation energy transfer as discussed below.
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Assorsance 16)

IR
Wavelngth (m)

Figure 8.2.2.1. Spectrophotometric tiration of AnCOx(H) with [Zn(I(2POAP-2H)|"
in acetonitrle. (3) UV-Vis absorption data and (b) luorescence data. 5, 10, 20, 30, 40, 80,
140, and 220 . additons of a 72 kM solution were made 10 2.0 mL of an 89 M
solution of AnCOZH in acetonitrile.

822.1. Stern-Volmer Anlysis

A Stem-Volmer plot (Figure 822.1.1) of the spectrophotometric data using
equation 8.221* produces an pward curve suggesting the presence of both static and
dynamic quenching, The presence of static quenching is expected given the previous 'H-
NMR data suggesting ground state complexation. The data was fit 10 equation 82211 10
yield a static quenching constant (Ks) of 1.6x10° M and a dynamic quenching constant
(K of 1.9x10° M. In equation 8.2.2.11, i the initial emission intensity in the absence
of the quencher, s the emission inensity in the presence of the quencher, and [Qlra is

the total quencher concentration ¥

1+ Ks[Qroran) (1 + KalQlrota) eqn. 82211
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oz 4 & & 1
Zngrid) (M)

Figure 8.2.2.1.1. Stem-Volmer analysis of the interaction of AnCOx(H) with the Zn(Il)
grid in acetonitrle. R for the ft was 0.9,

| S —
Given the degree of UV-Vis spectral overlap between AnCO(H) and

‘ [Zn(I/(2POAP-2H);|*", and the degree of overlap associated with AnCO,(H) emission
| and UV-Vis absorption of the Zn(Ily grid (Figure 82221, it is expected that energy
transfer from AnCO(H) to the Zn(I) grid via the Forster mechanism will be a dominate

process. Additionally, rvial energy transfer o the grid charge-transfer state whereby the

emitted light from the AnCO,(H) is absorbed by the grid (Figure 8.222.1) may also

occur through uncoupled Zn(Iy grid and AnCO;H molecules in solution. Since e’ >>

6ea™, grid emission may be overshadowed by AnCO,(H) emission. A proposed energy

transfer pathway is given in Figure 8.2.2.2.1(b).
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® . —— AnCO,H Absorption
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Figure 8.222.1. llustration of spectral overlap and energy transfer between the Zns(ll)
grid and AnCO(H) in acetonitile. (s) Normalized absorption and emission spectra and
(6)a proposed energy transfer paihway.

“The Stem-Volmer expression in equation 8.2.2.1.1 may also be expressed as that
given in equation 8222.1 where Vo is the volume of the quenching sphere assuming a

spherical model for the quenching

(1 4+ Ks[Qlrora)MaValUruwa eqn. 82221,
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Using equations 8.22.1.1 and 822.2.1, Vo is expressed as that given in equation
82222

— Q) en. 82222

Vo = e

Since the volume of a sphere i related o the radius of the sphere (equation 8.2.2.23), the

radius of the quenching sphere (Ro) as a function of total quencher concentration is given

by equation 82224,

eqn 82223,

Vo =§n(Re)®

Ro(A) =[2G

Qo

As such, Rq was calculated using equation 8.2.2.2.4 using the static quenching value of
1.6 x 10° M determined previously. A plot of Rq as a function of the concentration of

Zn(11) grid added for the above Ster-Volmer analysis is given in Figure 8.2.2.2.2
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Figure 8.2.2.2.2. Quenching sphere radius for the AnCO;H/Zn(1)s grid interaction (a) as

a function of Zn(11)y grid concentration in solution, and (b) as a function of the ratio of
AnCO:H to Zn(l)y rid in solution. [ARCO:H] was constant at 8.9 M.

The data in Figure 82222 indicate that at relatively high Zn(Ily grid

concentrations and at low ratios AnCO;H:Zn(I1) grid, the radius of the quenching sphere




Chapter 8 — Supramolecular Adducts

is constant at ~8 A. However, as the ratio of AnCOsH:Zn(IDs grid increases, the
quenching sphere radius drastically increases up to ~50 A. This value s well beyond the
dimensions of each molecule and suggesis an extended quenching sphere of AnCO:H
encompassing the Zn(ll)s grid. As excitation energy transfer involves some degree of
coupling, this long-range excitation energy transfer is thought to occur via dipole-dipole
coupling through a Forster exciation transfer mechanism. Moreover, coupling between

the AnCO;H and the Zn(l1), grid over this long distance may also occur via a framework

of appropriately aligned dipoles of AnCO;H molecules. This may occur by alignment of

dipoles through interaction of a number of anthracene 7 systems

83. Conclu

In this chapter, the funnelling of excitation energy from an anthracene derivative
to an intraligand charge-transfer state in a Zn(ID) grid has been illustrated. The interaction
of the anthracene derivative with the Zn(l)y grid has been shown to occur via a
hydrogen-bonded interaction with on the inner ligands of the grid complex. The
funnelling of excitation energy 10 a charge-transfer state in a grid-type complex opens
new areas for the chemistry associated with polymetallic grids which may be heavily
linked to solar energy storage. Moreover, the formation of a hydrogen bonding interaction

involving these complexes suggests a methodology for further self-assembly of gri

P a

higher- grid-type architect
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Chapter.
“GENERAL CONCLUSIONS”

9.1. Conclusions

The work presented in this thesis encompasses the photophysical aspests of three
highly-organized multi-metallic grid-type nanoscale systems with respect 1o the
armrangement of metal ions and ligands. These three [3x3] grid-type complexes exhibit a
tich tapestry of unique excited state properties. OF these unique propertis, excited state

electron transfer appears 1o be the most dominant. Given the appearance of interligand

. the ligands in ¢ its, but
also as coupled units! As such, the ligand motif i this type of architecture has been
shown to_exhibit properties similar to the photosynthetic special pair. As such, these

as model 0 those

of the photosynthetic special pair

“The first part of this thesis (Chapters 1-2) was a review of photophysical theory
and grid synthesis. In chapter 1, the synthetic methodology, the structures available, and
the unique properties known for [nxn] polytopic grid-type complexes were presened. In
chapter 2, an overview of the photophysical theory and experimental techniques relevant
10 this thesis were presented.

The second part of this thesis (Chapter 3) discussed the photophysical propertics.

of the ligand in the [3x3] grid-type complexes studied. Studies were presented on the
uncoordinated ligand which demonstrated that the ligand was dominated by (x-x*)

transitions in the UV-Vis region. In addition, this ligand was shown to be non-emissive.
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‘Coordination studies were also presented via computational and experimental data which
suggest that metal on coordination greatly affect the photophysical propertes of this
ligand.

“The third part of this thesis (Chapters 4-6) classified the excited states for three
[3x3] grid-type complexes. These excited states were shown 1o exhibit charge transfer
phenomena. As such, electron transfer theory was described in Chapter 4 which included
the formalisms proposed by Mulliken, Marcus, and Taube. In chapter 5, the excited states
for (Za(11)(2POAP-2H)J(NOs)e were classified through pH, solvent, and temperature
studies. As Zn(l1) is a d" fon, properties of Zn(ll) complexes are associated with the

ligands encompassing the complex. Therefore, the ligand excited states for the [3x3]

2POAP gridtype complexes studied were defined in [Zn(1Dy(2POAP-2H)JNO). With
these ligand states classified, the excited staes associated with. the metal core of
[MA(IEPOAP2H)ICIONs  and  [Mn(IMA(ID(2POAP-2H)ICION 0 were

presented in Chapter 6. i for these open-shell metal

not only charge transfer phenomena attrbutable to the ligand framework, but also charge
transfer phenomena atributed (o the metal core.

The final chapters of this thesis (Chapers 7-8) f

used on enhancing the light-
harvesting properties of a [3x3] grid-type complex. Following a discussion of excitation
energy transfer in Chapter 7, titation data were presented in Chapter 8 on the interaction
of the Zn(11) grid with anthracene-9-carboxylic acid. This interaction was shown to oceur
through a_ hydrogen-bonded adduct involving the inner ligands of the grid. It was

demonstrated that Forster excitation energy transfer from the anthracene derivative 10 the
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Chapter 9 — General Conclusions

outer ligands of the Zn(11)s grid was a dominant feature associated with the excited state

relaxation within the supramolecular assembly.

Overall, this thesis represents a first step in the technology development sector

gridtype complexes. Discovery and innovation succinetly reflects. the
development of new technologies. It is through the discovery of the physical propertes of
new molecules and the optimization of these propertis that leads to new technological
milestones and new technologies. The discovery that [3x3] grid-type complexes exhibit

intramolecular and intermolecular charge transfer within the ligands and metals of the

complex bodes well for implementing grid-type complexes into new solar cell

technologies. However, before such technologies can be envisioned, the charge transfer

phenomena displayed by these molecules must be optimized.
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Appendices
Appendix A: Molecular Orbitals for [Zn(11),(2POAP-2H)]

Drawings of the main orbitals involved in excited states 1-5 for [Zn(ll)s2POAP-2H)]
‘based on TD-DFT calculations. See table 3.3.4.2 for further details.

@%&&%

1476 148
Excitd St
1484

Excited S 2

1476 — 149
Excited State 3
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Excited State 4
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Excited State 5
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Appendix B Derivation of Marcus Theory

I we let the parabolic function ¥, be centered at the origin, then the mathematical

expression for this function is given by:

Wiy eqn A-1.

Since ' s set at the origin, then the expres
relative to the origin s defined as follows:

for a second parabolic function ¥

Wi sl ex-dacead > yexidth e A2
To determine the activation free energy for the transition from W= ‘¥, the following is.

used to determine the coordinates for the itersection point between the parabolas,

AGH=yw=xad  eqn

ALAGH,
Yolt) = Y
X® = X' = 20 + 07+ b
we
Therefore,

eqn A5

I this expression, the parameter b represents the difference in energy between the
zero-point energies on each of the potential energy surfaces. Thus, b = AG. In contrast,
the parameter a represents the distortion of s relative to Wi, Therefore, the energy

ted with distorting ¥, 10 ¥ is given by:



@) =a? (for ¥, at the reaction coordinate @) eqn. 4-6

“This di i referred to as the ional energy A, which represents the

energy associated with reorganizing (or distoring) the clectronic and nuclear coordinates
of the system and the electronic and nuclear coordinates of the solvent from that of ¥ to
. With this parameter defined, the more famous Marcus expression for AG* and ke are

shown below.

act

G gy a7

ka=vye WE eqn A8,
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Appendix C: Derivation of Potential Energy Surfaces for Electron
Transfer

“The interac

n of two digbatic states (non-interacting wavefunctions) atributable
to the electron transfer reactants and products gives rise 1o two adiabatic. states

(interacting wavefunctions) which are associated with the wavefunctions for the ground

state (¥ -a iabatic state) and th

¥
W

cvatews  eqn Bl
- O eqn. B-2

Mixing coefficients are given by ¢, and ¢, with the functions normalized (c.” + ).

Wais the wavefunction for the [D,A] encounter complex and i is the wavefunction for
the [D",A] complex.

Application of the variational theorem! 1o the equations given above results in a
two-state secular determinant which when solved results in the energies of the two

adiabatic states (i.¢. the ground and excited state) given below.

Go. = (G + Gu) = (G = Gu)? + 4T egn 3
Gos. = 3{(Gon + Ga) + (G = Gan)? + 3,13} eqn B4

where Gy, is the fiee energy associated with the electron transfar products and G is the

free energy associated with the encounter complex. Hi s the elctron transfer coupling

matrix element which arises from mixing reactant and product diabti

As molecules readily oscillate, both Gy, and Gy, vary with the nuclear coordinate,

By defining x as the displacement from the energy minimum and assuming nuclear



nergics of the diabatic

motion is govemed by a harmonc oscilltion, the correspondi
states are given below where G, and Gg, are the free energies at the minima for each
diabatic state and d is the difference in displacemen between the minima of the diabatic
states for electron transfer.

Gop = Gy +5/27 eqn. B-5

Gaa = Ga+5f(x=d)*  cqnB6
With these expressions given above and assuming G, 1o be the zero of energy, the free

fd? and

energy surfaces for the ground and excited states are equated below where 1

the reduced coordinate X

(o= o) = 683 = G20 + 310 = G5 =)
= 8Gog + %/[x’ — (x? = 2ax +a?)]
= 860+ o =57 4 20— ]
= AGnn*%fﬂ‘[ZE— 1
AGoo +A[2X — 1] eqn. B-7
(oo ) = (G5 62 + 316+ (= )')
= 8600+ + (2 = 20 +.09)
It
=86 +5/2(3) -2(3)+ 1)
= 8Go +A[2X*—2X +1]  eqn B8
Gys =3 G+ Gua) = H{{(Gon = Gon)? + 413,17}
=106y +A[zx2 = 20+ 11) = 3{{(QGoo + 22X — 11)? + 413 B} eqn B9
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and,

Gos =3 G + Gar) + [~ Ga)® + 4131}
1(86oq + 42X = 2X + 1))+ 3{{(360g + 22X — 1) + 412, ) ) eqn B-10
The cquations derived above for the free energies for a two-state system
consisting of a ground and excited state can be applied to both unsymmetrical (AGug0)
and symmetrical (AGiy=0) systems. For a symmetrcal system, the free energy surfaces
are given below for the ground and excited state by substituting AGu=0 into the above

equations.

102X - 2x + 1) - H{{@A12X - 1) + 4 ,,]] eqn B-11
112K = 2K + 1)) + {312 — 1))7 + aH ,]} eqn B-12

In the energy coordinate curve for the ground state defined above, the minima
oceur at x=0 and x=d which correspond 1o a reduced coordinate X=0 and X=1 if Hy=0.

sti-a(tan) '

However, if Hig#0, the minima are shifted and oceur at X, L and have a

J——— Y
For a symmetrical system, the point of intersection for each of the diabatic curves

oceur at X=1/2 (x=a/2). At this reduced coordinate,

—Ha  eqnB13

HHy eqn B4
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As a result of electronic coupling between diabatic states, the spliting at the

tersection between curves is 2Hs. As discussed in the section on Marcus theory, the

energy at the point of intersection is the activation energy. This energy is derived below
for a symmetrical system with the incorporation of electronic coupling between states. In
deriving this cquation, the energy minima are corrected for electronic coupling. The rate
constant for electron transfer is also given for a symmetrical system when coupling is

accounted for.

A=y +4(’—’§B)

0
12— gy + 4HE,

4
[ETR "

ket = AR

oo = 4TS

1 g’
o R eqn. B-16

i
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Appendix D: Deconvoluting spectra using I and 2" derivatives

Experimentally, a UV-Vis-NIR spectrum consists of a convolution of gaussian-

type bands which correspond to specific electronic transitions. As such, using first and

. spectra can ing the

Mathematially, the fist derivariv for a curve represents the slope for that curve.
‘Coordinates where the slope is 0 corresponds o both maxima and minima. In contrast,the
sccond derivative represents the curvature for the curve. Values where this dervative is 0

corresponds to points whe

the curvature for the curve is changing whereas values where

it s negative/positive correspond 1o points at which the curve s curving inward/outward

(.. it is concave/convex). As such, to deconvolute a convoluted spectrum, one needs 1o
ocate the coordinates at which there are maxima. These coordinates correspond to where

both first and second derivatives are 0 and negative, res

ively. Likewise, maxima can
also be determined solely from the second derivative where a positive-negative-positive

pattern corresponds to a maximum,
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