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Abstract

In independence setup, the quasi-likelihood estimation of the regression parameters involved in the mean function requires only the specification of the mean and variance function of the responses. In the longitudinal setup, one also has to accommodate the underlying correlation structure in order to obtain consistent and efficient regression estimates. Under the independence setup, when the responses follow an asymmetric distribution with a heavy tail, it has been argued in the literature that the regression estimates using mean regression model can be inefficient as compared to those obtained using a median regression model. Subsequently, the median regression models have been extended to study the asymmetric longitudinal data, but the longitudinal correlation of this type of asymmetric data have been computed using the moment estimates for all pairwise correlations. By considering an autoregressive order 1 (AR(1)) model for longitudinal exponential responses, in this thesis, it is demonstrated that the existing pairwise estimates of correlations under median regression model may yield
inefficient estimates as compared to the simpler independence assumption based estimates. It is also argued in the thesis that the quasi-likelihood approach for median regression models may perform the same or worse than the mean regression models unless the data are highly asymmetric such as involving outliers. We illustrate the inference techniques discussed in the thesis by re-analysing the well-known labor pain data.
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Chapter 1

Introduction

1.1 Background of the problem

In the Independence setup, when the responses follow an asymmetric distribution with a heavy tail, it has been argued in the literature (Bassett and Koenker (1978) and Koenker and Bassett (1978)) that the regression estimates using mean regression model can be inefficient as compared to those obtained using a median regression model. Subsequently many researchers such as Morgenthaler (1992), Kottas and Gelfand (2001), Kottas and Krujajic (2009) and Reich, Bondell and Wang (2010), have studied various properties of the quantile regression estimates in the independence setup.
1.1 Background of the Problem

Suppose that a scalar response $y_i$ and a p-dimensional vector of covariates $x_i$ are observed for individuals $i = 1, 2, ..., K$. Let $\beta$ denote the $p \times 1$ vector of regression parameters which measures the effects of $x_i$ on $y_i$ for all $i = 1, 2, ..., K$. When the responses are continuous and their distributions are asymmetric, fitting a median regression model (Morgenthaler (1992), Section 3) to this type of data is equivalent to use the relationship

$$y_i = g(m_i) + \varepsilon_i,$$  

where $m_i$ is the median of $y_i$, $g(.)$ is a suitable known link function, and $\varepsilon_i$ is a model error component. Denote by $f_i$ the density of the distribution of the $i$th individual such that $f_i(m_i) > 0$.

For

$$g(m_i) = x_i'\beta, \hspace{1cm} (1.2)$$

Morgenthaler (1992) proposed an absolute-deviation quasi-likelihood (ADQL) approach to estimate $\beta$ consistently. To be specific, Morgenthaler (1992) suggested to solve the estimating equation

$$D^T\{\text{diag}[S_1, ..., S_i, ..., S_K]\}^{-1}\{\text{sgn}(y - m)\} = 0, \hspace{1cm} (1.3)$$


where
\[ y = (y_1, \ldots, y_i, \ldots, y_K)' \]
\[ m = (m_1, \ldots, m_i, \ldots, m_K)' \]

with
\[ \text{sgn}(y_i - m_i) = \begin{cases} 
1 & \text{if } y_i \geq m_i \\
-1 & \text{otherwise},
\end{cases} \]

for all \( i = 1, \ldots, K \). Furthermore, \( S_i = S(m_i) \) is a user-supplied dispersion function that models the scatter of the responses as a function of the median, and \( D = (D_{ij}) : K \times p \), with \( D_{ij} = \frac{\partial \mu_i}{\partial \beta_j} \), where \( \mu_i = x_i' \beta \).

Note that for any random variable \( y_i \) with density \( f_i \)
\[
E\{\text{sgn}(y_i - m_i)\} = 1 \cdot Pr(y_i \geq m_i) + (-1) \cdot Pr(y_i < m_i) \\
= 1 \cdot \frac{1}{2} + (-1) \cdot \frac{1}{2} \\
= 0
\]

implying that the estimating equation in (1.3) produces consistent estimates of the parameter \( \beta \). Under some regularity conditions, Morgenthaler (1992) computed the variance of \( \hat{\beta} \) (obtained from (1.3)) as
\[
\text{var}(\hat{\beta}) = \{D^T S(m)^{-\frac{1}{2}} F D\}^{-1} \{D^T S(m)^{-1} D\} \{D^T S(m)^{-\frac{1}{2}} F D\}^{-1}, \tag{1.4}
\]
where $F = \text{diag}[2f_1(m_1), \ldots, 2f_K(m_K)]$. If $S_i^{-\frac{1}{2}} = 2f_i(m_i)$, then the $\text{var}(\hat{\theta})$ in (1.4) reduces to

$$\text{var}(\hat{\theta}) = \{D^T S(m)^{-1} D\}^{-1}.$$ 

To illustrate the use of the estimating equation (1.3) Morgenthaler (1992) considered an example with the response $y_i$ following a gamma (asymmetric) distribution given by

$$f_i(y_i) = \frac{e^{-\frac{y_i}{\mu_i}} y_i^{\nu_i - 1}}{\left(\frac{\mu_i}{\nu_i}\right)^{-\nu_i} \Gamma(\nu_i)}.$$  

(1.5)

where

$$E(Y_i) = \int_0^\infty y_i f(y_i) \, dy_i = \int_0^\infty y_i \frac{e^{-\frac{y_i}{\mu_i}} y_i^{\nu_i - 1}}{\left(\frac{\mu_i}{\nu_i}\right)^{-\nu_i} \Gamma(\nu_i)} \, dy_i = \mu_i,$$

and

$$\int_0^{m_i} f(y_i) \, dy_i = \int_0^{m_i} \frac{e^{-\frac{y_i}{\mu_i}} y_i^{\nu_i - 1}}{\left(\frac{\mu_i}{\nu_i}\right)^{-\nu_i} \Gamma(\nu_i)} \, dy_i = \frac{1}{2} \implies m_i = \mu_i \left[\frac{3 \nu_i - 0.8}{3 \nu_i + 0.2}\right] = \mu_i m_{0i},$$

(Banachek and Ekanayake (2009)). It is clear that the median $m_i$ and the mean $\mu_i$ of the $i$th observation are linked by a proportionality relation $m_i = m_{0i} \mu_i$. Evaluating the density at the median they found

$$f_i(m_i) = \Gamma(\nu_i)^{-1} m_i^{\nu_i} \exp(-\nu_i m_{0i}) (1/m_i) \propto 1/m_i.$$ (1.6)
1.1 Background of the Problem

This (1.6) shows that a user, as suggested by Morgenthaler (1992), can choose \( S_i(m_i) \) as \( S_i \propto m_i^2 \) implying that, \( S_i = k_{0i}m_i^2 \), where \( k_{0i} \) can be computed easily. Consequently, the ADQL estimating equation (1.3) reduces to

\[
D^T \text{diag}((\hat{\mu}_i^2)^{-1}) \{\text{sgn}(y - \hat{m})\} = 0, \quad (1.7)
\]

which may be solved for \( \beta \) involved in the median function. Note that this ADQL approach appears to have several limitations. First \( S_i \) is chosen as \( S_i \propto m_i^2 \) which may be an appropriate choice only if \( m_i \) holds a proportionality relation to \( \mu_i \) so that \( m_i = m_{0i}\mu_i \) for a suitable constant \( m_{0i} \). Second, using a mean response based gradient matrix \( D \) in (1.7) is also dependent on such proportionality relation between means and medians, which may not hold in general.

We remark that if the density of the response \( y_i \) at median \( m_i \) were known, one could use suitable likelihood approach to estimate \( \beta \) involved in the median function. For example, Jung (1996) has considered a longitudinal setup, where the distribution of the responses at the median is assumed to be known at any given time, but in general the marginal density may not be known. This implies that there is no way to compute the joint distribution of the repeated responses. Thus, Jung (1996) has extended the QL approach to the longitudinal setup but with an added restriction on the distribution of the response at the median. We now describe this median
1.1 Background of the Problem

regression problem in the longitudinal setup as follows.

Suppose that for the $i$th individual, $y_i = (y_{i1}, \ldots, y_{iT})'$ is the $T \times 1$ response vector where elements are collected repeatedly over time. Let $X_i = (x_{i1}, \ldots, x_{iT})'$ be the $T \times p$ matrix of covariates. Let $\beta$ denote the $p \times 1$ vector of regression parameters which measures the effects of $x_{it}$ on $y_{it}$ for all $t = 1, 2, \ldots, T$ and for all $i = 1, 2, \ldots, K$. When the responses are continuous and their distributions are symmetric, one fits the linear model

$$ y_i = X_i \beta + \varepsilon_i $$

(1.8)

to estimate $\beta$. Suppose that $\varepsilon_i = (\varepsilon_{i1}, \ldots, \varepsilon_{iT})'$ in (1.8) has the mean vector 0 and covariance matrix $\Sigma_i = A_i^{\frac{1}{2}}C(\rho)A_i^{\frac{1}{2}}$ with $A_i = \text{diag}\{\text{var}(\varepsilon_{i1}), \ldots, \text{var}(\varepsilon_{it}), \ldots, \text{var}(\varepsilon_{iT})\}$ and $C(\rho)$ as the $T \times T$ correlation matrix. It then follows that the well-known generalized least square (GLS) estimator of $\beta$ is a solution of the estimating equation

$$ \sum_{i=1}^{K} X_i' \Sigma_i^{-1} (y_i - X_i \beta) = 0. $$

(1.9)

Note that the estimating equation (1.9) does not depend on the distribution of $y_i$. However, if the responses are continuous but their distributions are asymmetric such as Gamma (McCullagh and Nelder (1989, p. 300)), $\beta$ estimates of the mean regression model (1.8) can be inefficient (Bassett and Koenker (1978)). As a remedy, for the asymmetric data in the longitudinal setup, one may follow Morgenthaler (1992), among
1.1 Background of the Problem

others and model the median rather than the mean of the responses as a function of the covariates $x$. More specifically, let $m_{it}$ be the median of $y_{it}$ and $m_i = (m_{i1}, ..., m_{iT})'$. Furthermore, similar to (1.2), for some link function $g(.)$, let

$$g(m_{it}) = x_{it}'\beta.$$  \hfill (1.10)

For longitudinal data, Jung (1996), for example, suggests to solve an indicator function based quasi-likelihood estimating equation, where the indicator variable is defined as $I(y_{it} \geq m_{it})$ with $m_{it}$ is the median of $y_{it}$ as in (1.10). More specifically, in the cluster regression setup, Jung’s quasi-likelihood (QL) estimating equation can be expressed as

$$\sum_{i=1}^{K} \frac{1}{\phi_i} B_i' \Omega_i^{-1} \{I(y_i \geq m_i) - \frac{1}{2}1_T\} = 0,$$  \hfill (1.11)

where $I(y_i \geq m_i) = [I(y_{i1} \geq m_{i1}), ..., I(y_{it} \geq m_{it}), ..., I(y_{iT} \geq m_{iT})]'$ is the $T \times 1$ vector of indicator functions, $1_T$ is the $T \times 1$ unit vector, $\Omega_i$ is the $T \times T$ covariance matrix of $[I(y_i \geq m_i) - \frac{1}{2}1_T]$, $B_i$ is the $T \times p$ first derivative matrix of $m_i$ with respect to $\beta$, i.e., $B_i = \partial m_i / \partial \beta'$, where $m_i = (m_{i1}, ..., m_{iT})'$ with $g(m_{it}) = x_{it}'\beta$, and $\phi_i^{-1} \Gamma_i = \phi_i^{-1} \text{diag}[\gamma(m_{i1}), ..., \gamma(m_{it}), ..., \gamma(m_{iT})]$, where $\phi_i^{-1} \gamma(m_{it})$ is the probability density function (pdf) of $y_{it}$ evaluated at the median $m_{it}$. Jung (1996) refers to the solution of (1.11) for $\beta$ as the maximum quasi-likelihood estimate. Note that the QL estimating equation (1.11) may be treated as a generalization of the ADQL estimating
equation (1.3), from the independent setup to the longitudinal setup. However, one cannot compute \( \Omega_i \), the covariance matrix of the vector of indicator functions, as we cannot compute the pair-wise bivariate distributions of the elements of the asymmetric response vector \( y_i = (y_{i1}, ..., y_{iT})' \). This is because the correlation structure or the joint distribution of the repeated responses may not be available. To resolve this computational issue, Jung (1996) has estimated the pair-wise elements of \( \Omega_i \) matrix by estimating the bivariate probability of any two indicator variables using a distribution free moment approach. There are, however, several limitations to this pairwise probability estimation by using such a moment approach. First, if the repeated responses follow an auto-correlation model, which is most likely in practice, using pairwise probabilities based on the concept of unstructured correlations for repeated data may yield inefficient estimates, as in this approach one is computing too many correlations whereas auto-correlation model contains only a few lag correlations. Furthermore, in some situations when the pair-wise covariances will be a function of individual specific non-stationary covariates (such as under binary or count data models), one cannot take the average over the individuals to estimate the covariance or correlation matrix.
Note that in exponential failure times setup, some authors such as Hasan, Sutrathdar and Sneddon (2007) dealt with mean regression model under a class of autocorrelation structures for the repeated exponential responses. But, no median regression was considered by these authors.

1.2 Objective of the thesis

Our main objectives are as follows:

1. We develop the median regression model for longitudinal exponential failure time data considered by Hasan et al. (2007).

2. We develop median regression based estimating equations for the regression parameters involved in the median function. This will be done by computing the exact correlation matrix under the assumed correlation model for repeated responses.

3. We will also consider several 'working' correlation structures based estimating equations. For example, following Jung (1996), (a) we will consider a non-parametric correlation structure based estimating equation approach, where pair-wise correlations are estimated by simple method of moments; (b) Second an independence assumption based correlation matrix will be used to construct
1.2 Objective of the thesis

the estimating equations; (c) Also, a lag correlation based auto-correlation structure will be used to develop the desired estimating equations.

To examine the performance of the above mentioned inference techniques, we aim at a two-fold empirical study. First, the median regression estimation will be compared with mean regression based estimation. This comparison will also be studied by generating a few percentage of outlying observations, where in the absence of outliers the data are assumed to follow longitudinal exponential model. We also would like to compare the relative performance of the median based approaches, where these approaches differ from each other because of the correlation structures used to construct the respective estimating equations.
Chapter 2

Mean Regression Based GQL Estimation for Exponential Longitudinal Models

Some authors such as Geraci and Bottai (2007) have modelled the asymmetric data at a given time point by a Laplace distribution, and modelled the correlations through the common individual random effects shared by the repeated responses. However, even though the random effects generate an equicorrelation structure for the repeated responses, they do not appear to address the time effects (Sutradhar 2011, Section 2.4). This is because the individual specific random effect may remain the same
throughout the data collection period and hence cannot represent any time effects.

Some other authors such as Hasan et al. (2007, Section 2.1, p. 552) have considered a class of non-stationary auto-correlation models for longitudinal exponential failure time data, AR(1) [auto-regressive of order 1] model being an important special case. Suppose that \( y_{it} \) is the exponential response collected at time \( t (t = 1, ..., T) \) for the \( i \)th \( (i = 1, ..., K) \) individual and \( \mu_{it}(\beta) \) is the mean of \( y_{it} \). Let \( y_i = (y_{i1}, ..., y_{iT})' \) with its mean vector \( \mu_i(\beta) = (\mu_{i1}(\beta), ..., \mu_{iT}(\beta))' \). Next suppose that \( \Sigma_i(\beta, \rho) \) is the covariance matrix of \( y_i \) which has the formula

\[
\Sigma_i(\beta, \rho) = A_i^{1/2} C_i(\rho) A_i^{1/2}
\]

where \( A_i = \text{diag} [\sigma_{i11}(\beta), ..., \sigma_{iTT}(\beta)] \) with \( \sigma_{i11}(\beta) = \text{var}(Y_{it}) \) and \( C_i(\rho) = (c_{iut}(\rho)) \), \( c_{iut}(\rho) \) being the correlation between \( y_{iu} \) and \( y_{it} \). In (2.1), \( C_i(\rho) \) is the \( T \times T \) correlation matrix of \( y_i = (y_{i1}, ..., y_{iT})' \). Note that under a class of auto-correlation structures, this \( C_i(\rho) \) takes the form

\[
C_i(\rho) = \begin{bmatrix}
1 & \rho_1 & \rho_2 & \cdots & \rho_{T-1} \\
\rho_1 & 1 & \rho_1 & \cdots & \rho_{T-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\rho_{T-1} & \rho_{T-2} & \cdots & 1
\end{bmatrix},
\]

\((Sutradhar (2003))\) where \( \rho_{\ell} \) is known as the \( \ell \)th \( (\ell = 1, ..., T - 1) \) lag auto-correlation
between $y_{it}$ and $y_{i,t+1}$. Hasan et al. (2007) have shown that the longitudinal exponential data following ARMA $(p^*, q^*)$ [auto-regressive moving average of order $p^*$ and $q^*$] models satisfy the correlation matrix form in (2.2). For convenience, following Hasan et al. (2007), we demonstrate the validity of the general auto-correlation structure (2.2) for low order correlation models, namely, AR(1), MA(1), and EQC.

2.1 Exponential AR(1) Model - EAR(1)

Suppose that the response $y_{i1}$ follows an exponential distribution with parameter

$$\lambda_{i1} = h(x_{i1}; \beta),$$

for a suitable known link function $h(.)$. That is,

$$f(y_{i1}) = \lambda_{i1} \exp(-\lambda_{i1} y_{i1}). \tag{2.3}$$

Next for $t = 2, ..., T$, following Hasan et al. (2007, eqn. (2.1)) [see also Gaver and Lewis (1980)], we write a dynamic model in exponential variables as,

$$y_{it} = \rho_i y_{i,t-1} + I_{it} a_{it}, \quad t = 2, ..., T; \quad i = 1, ..., K \tag{2.4}$$

where, $\{a_{it}, t = 1, ..., T; \quad i = 1, ..., K\}$ is a sequence of exponential random variables with parameter $\lambda_{it} = \exp(-x_{it}; \beta)$ and $\rho_i = \rho \frac{\lambda_{i,t-1}}{\lambda_{it}}$ with $\rho$ as a probability parameter or correlation parameter $(0 \leq \rho \leq 1)$. In (2.4), $I_{it}$ is an indicator variable such that

$$I_{it} = \begin{cases} 0 & \text{with probability } \rho \\ 1 & \text{with probability } 1 - \rho. \end{cases}$$
and $I_{it}$ and $a_{it}$ are assumed to be independent.

Next we compute the mean, variance and correlations of the responses for the exponential AR(1) model (2.3)-(2.4). To be specific, following Hasan et al. (2007), one may write

$$
\mu_{it}(\beta) = E(Y_{it}) = E_{y_{i,t-1}}E\left[\{\rho_i y_{i,t-1} + I_{it}a_{it}\} | y_{i,t-1}\right]
$$

$$
= E \left[\rho_i y_{i,t-1} + E(I_{it})E(a_{it})\right]
$$

$$
= \rho_i \left\{ \frac{1}{\lambda_{i,t-1}} \right\} + (1-\rho) \left\{ \frac{1}{\lambda_{it}} \right\} = \frac{1}{\lambda_{it}},
$$

(2.5)

$$
\sigma_{it}(\beta) = \text{var}(Y_{it}) = E_{y_{i,t-1}}V\left[\{\rho_i y_{i,t-1} + I_{it}a_{it}\} | y_{i,t-1}\right]
$$

$$
+ V_{y_{i,t-1}}E\left[\{\rho_i y_{i,t-1} + I_{it}a_{it}\} | y_{i,t-1}\right] = \frac{1}{\lambda_{it}^2},
$$

(2.6)

and

$$
E(Y_{it}Y_{i,t-\ell}) = E_{y_{i,t-\ell}}E_{y_{i,t-\ell+1}}\ldots E_{y_{i,t-1}}E[Y_{it}Y_{i,t-\ell}|y_{i,t-1},\ldots,y_{i,t-\ell}]
$$

$$
= \rho^\ell \sqrt{\frac{1}{\lambda_{it}^2} \lambda_{i,t-\ell}^2} + \left\{ \frac{1}{\lambda_{it}} \right\} \left\{ \frac{1}{\lambda_{it-\ell}} \right\}
$$

$$
= \left\{ \frac{1}{\lambda_{it}} \right\} \left\{ \frac{1}{\lambda_{it-\ell}} \right\} [\rho^\ell + 1],
$$

yielding

$$
c_{iut}(\rho) = \text{Corr}(Y_{iu},Y_{it}) = \rho^{\mu-u}.
$$

(2.7)
2.2 Exponential Moving Average of Order 1 Model

- EMA(1)

Suppose that the repeated responses $y_{i1}, ..., y_{iT}$ follow an exponential moving average of order 1 (EMA(1)) process. The EMA(1) model may be represented as

$$y_{it} = \rho a_{it} + I_t \eta_t a_{i(t+1)}; \quad (2.8)$$

(Hasan et al. (2007)) where $\rho$, $I_t$ and $a_{it}$ are as defined under the exponential AR(1) model (2.4) and $\eta_t = \lambda_i(t+1)/\lambda_i$. Then the mean, variance and correlation for repeated responses under (2.8) can be found as,

$$E(Y_{it}) = E[\rho a_{it} + I_t \eta_t a_{i(t+1)}]$$

$$= \rho E(a_{it}) + E(I_t)E(\eta_t)E(a_{it})$$

$$= \rho \left\{ \frac{1}{\lambda_{it}} \right\} + (1 - \rho) \left\{ \frac{\lambda_{i(t+1)}}{\lambda_i} \right\} \frac{1}{\lambda_{i(t+1)}}$$

$$= \frac{1}{\lambda_{it}}, \quad (2.9)$$

$$\text{var}(Y_{it}) = \text{var}[\rho a_{it} + I_t \eta_t a_{i(t+1)}]$$

$$= \rho^2 \text{var}(a_{it}) + \eta_{it}^2 \text{var}(I_t a_{i(t+1)})$$

$$= \rho^2 \text{var}(a_{it}) + \eta_{it}^2 \left\{ E^2(I_t)\text{var}(a_{i(t+1)}) + E(I_t)\text{var}(a_{i(t+1)}) + \text{var}(I_t)\text{var}(a_{i(t+1)}) \right\}$$

$$= \frac{1}{\lambda_{it}^2}, \quad (2.10)$$
and

\[
\text{cov}(Y_{it}, Y_{i,t-\ell}) = \text{cov}[\rho a_{it} + I_{it}\eta_{it}a_{i,(t+1)-\ell}, \rho a_{i,t-\ell} + I_{i,t-\ell}\eta_{i,t-\ell}a_{i,(t+1)-\ell}]
\]

\[
= \text{cov}[\rho a_{it}, I_{i,t-\ell}\eta_{i,t-\ell}a_{i,(t+1)-\ell}]
\]

\[
= \frac{\rho(1 - \rho)}{\lambda_{it}\lambda_{i,t-\ell}},
\]

yielding

\[
\text{corr}(Y_{it}, Y_{iu}) = \begin{cases} 
\rho(1 - \rho) & \text{if } |t - u| = 1 \\
0 & \text{otherwise.}
\end{cases}
\quad (2.11)
\]

### 2.3 Exponential Equi-correlation Model - EEQC

Suppose that the initial response \(y_{i0}\) follow an exponential distribution with time independent parameter \(\lambda_{i0} (= 1, \text{say})\). Further suppose that the response \(y_{it}\) has a functional relationship with \(y_{i0}\) of the form

\[
y_{it} = \rho_{i}y_{i0} + I_{it}a_{it}
\quad (2.12)
\]

(Hasan et al. (2007)) where for all \(t = 1, 2, ..., T, a_{it}\) follows exponential distribution with parameter \(\lambda_{it}\) and \(\rho_{i} = \rho\lambda_{i0}/\lambda_{it}\). It can be shown under (2.12) that the mean,
variance and correlation have the form given by

\[
E(Y_{it}) = E[\rho_i y_{i0} + I_{it}a_{it}]
\]
\[
= \rho_i E(Y_{i0}) + E(I_{it})E(a_{it})
\]
\[
= \frac{1}{\lambda_{it}^2}, \quad \tag{2.13}
\]

\[
v(Y_{it}) = v[\rho_i y_{i0} + I_{it}a_{it}]
\]
\[
= \rho_i^2 v(Y_{i0}) + v(I_{it}a_{it})
\]
\[
= \rho_i^2 v(Y_{i0}) + \{E^2(I_{it})v(a_{it}) + E(I_{it})v^2(a_{it}) + v(I_{it})v(a_{it})\}
\]
\[
= \frac{1}{\lambda_{it}^2}, \quad \tag{2.14}
\]

and

\[
cov(Y_{it}, Y_{i,t-\ell}) = cov[\rho_i y_{i0} + I_{it}a_{it}, \rho_i y_{i0} + I_{i,t-\ell}a_{i,t-\ell}]
\]
\[
= cov[\rho_i y_{i0}, \rho_i y_{i0}]
\]
\[
= \rho_i^2 v(Y_{i0})
\]
\[
= \frac{\rho^2}{\lambda_{it}^2}; \quad \text{for all } \ell \neq 0
\]

yielding

\[
corr(Y_{it}, Y_{im}) = \rho^2. \quad \tag{2.15}
\]
It is now clear from (2.7), (2.11), and (2.15) that the correlations under all three processes, namely, AR(1), MA(1) and EQC models for exponential data, satisfy the general auto-correlation matrix $C_t(\rho)$ in (2.2).

## 2.4 Mean Regression Based GQL Estimating Equation

Turning back to the estimation of $\beta$ involved in the mean function $\mu_u(\beta) = \frac{1}{\lambda_u} = \exp(x'_u/\beta)$, we may follow Sutradhar (2003) and write the GQL (Generalized Quasi-likelihood) estimating equation for $\beta$ as

$$
\sum_{i=1}^{K} \frac{\partial \mu_{i}'}{\partial \beta} \Sigma^{-1}_{i}(\beta, \rho) (y_i - \mu_i) = 0
$$

(2.16)

where $C_t(\rho)$ involved in $\Sigma_t(\beta, \rho)$ has the auto-correlation structure form (2.2). Note that for known $\rho$, this equation (2.16) may be solved iteratively using

$$
\hat{\beta}(r + 1) = \hat{\beta}(r) + \left[ \sum_{i=1}^{K} \frac{\partial \mu_{i}'}{\partial \beta} \Sigma^{-1}_{i}(\beta, \rho) \frac{\partial \mu_i}{\partial \beta} \right]^{-1} \left[ \sum_{i=1}^{K} \frac{\partial \mu_{i}'}{\partial \beta} \Sigma^{-1}_{i}(y_i - \mu_i) \right]
$$

(2.17)

where $\left[ \right]_r$ is computed by evaluating the quantity in $\left[ \right]$ using $\beta = \hat{\beta}(r)$. Next, because $\rho_{t} (\ell = 1, ..., T - 1)$ is unknown in practice, it must be estimated. For the estimation of this lag correlation parameter, we may use the method of moments and solve the $\ell$th ($\ell = 1, ..., T - 1$) lag correlation based moment equation. To be specific, the
moment estimator for $\rho_t$ has the formula

$$\hat{\rho}_t = \frac{\sum_{i=1}^{K} \sum_{t=1}^{T-\ell} \tilde{y}_{it} \tilde{y}_{i,t+1}/K(T-\ell)}{\sum_{i=1}^{K} \sum_{t=1}^{T} \tilde{y}_{it}^2 / KT}$$

(2.18)

where $\tilde{y}_{it}$ is the standardized residual, defined as $\tilde{y}_{it} = \frac{(y_{it} - \mu_{it})}{\{\sigma_{stt}\}^{1/2}}$, with $\mu_{it} = \lambda^{-1}_{it}$ and $\sigma_{stt} = \lambda^{-2}_{it}$. 
Chapter 3

Median Regression Based Estimation

It is generally recognized that the mean regression based estimate for $\beta$ obtained from (2.16) may be biased when the responses $y_{it}$ exhibit an asymmetric pattern. See for example, Bassett and Koenker (1978) for a discussion on this issue in a cross-sectional setup (i.e. when $T = 1$). As pointed out in Chapter 1, to resolve this problem, Morgenstern (1992) has proposed ADQL approach to obtain median regression based estimates in a cross-sectional setup, and Jung (1996), for example, has proposed a median regression based QL approach to obtain unbiased and consistent estimator of $\beta$ involved in the median function in a longitudinal setup, where the pair-wise
longitudinal correlations are estimated non-parametrically. However, because of non-parametric estimation of the true correlation structure, the QL approach may produce less efficient regression estimates, especially when the true correlation follow a specific pattern, such as the correlation structure given in (2.2). Moreover, there is no simulation study in Jung (1996) to examine the performance of the QL estimation approach.

The purpose of this chapter is to consider a specific correlation model for exponential data and develop median based regression estimates, where the correlation matrix will be estimated in various ways. In Section 3.1, we consider the AR(1) exponential model discussed in Section 2.1 and develop a median regression model based GQL estimating equation. The construction of the estimating equation is given in details.
3.1 GQL Estimation for Median Regression Model with AR(1) (Known Correlation Structure) Exponential Data

To develop the median regression based estimation approach, we minimize the distance function

\[
|\delta(y_{it} \geq m_{it}) - E\{\delta(y_{it} \geq m_{it})\}|
\]

for all \(i = 1, \ldots, K\) and \(t = 1, \ldots, T\), whereas in the mean regression based GQL approach we have minimized the distance function

\[
[y_{it} - E(y_{it})]
\]

for all \(i\) and \(t\), where \(y_{i1}, \ldots, y_{iT}\) are correlated following the AR(1) model, that is, with correlation structure given by (2.7).

In (3.1), \(\delta(y_{it} \geq m_{it})\) is an indicator variable defined as

\[
\delta(y_{it} \geq m_{it}) = \begin{cases} 
1 & \text{if } y_{it} \geq m_{it} \\
0 & \text{if } y_{it} < m_{it} 
\end{cases}
\]

where the median \(m_{it}\) can be derived as

\[
\int_0^{m_{it}} f(y_{it}) \, dy_{it} = \int_0^{m_{it}} \frac{1}{\lambda_{it}} \exp(-\lambda_{it}y_{it}) \, dy_{it} = \frac{1}{2} \implies m_{it} = \frac{\log 2}{\lambda_{it}}.
\]
The mean and variance of this indicator variable are given by

\[
\tilde{\mu}_it = E[\delta(y_{it} \geq m_{it})] = 1 \cdot Pr(y_{it} \geq m_{it}) + 0 \cdot Pr(y_{it} < m_{it}) = 1 \cdot \frac{1}{2} + 0 \cdot \frac{1}{2} = \frac{1}{2}
\]

and

\[
\tilde{\sigma}^2_{it} = \text{var}[\delta(y_{it} \geq m_{it})] = E[\{\delta(y_{it} \geq m_{it})\}^2] - [E\{\delta(y_{it} \geq m_{it})\}]^2 = \left[1 \cdot Pr(y_{it} \geq m_{it}) + 0^2 \cdot Pr(y_{it} < m_{it})\right] - \tilde{\mu}_{it}^2 = \frac{1}{2} - \frac{1}{4} = \frac{1}{4}
\]

Furthermore, let

\[
\delta(y_{i} \geq m_{i}) = [\delta(y_{i1} \geq m_{i1}), ..., \delta(y_{iT} \geq m_{iT}), ..., \delta(y_{iT} \geq m_{iT})]' : T \times 1.
\]

It then follows that

\[
E[\delta(y_{i} \geq m_{i})] = \frac{1}{2} Y_i'
\]

Next, denote the covariance between \(\delta(y_{iv} \geq m_{iv})\) and \(\delta(y_{it} \geq m_{it})\) by \(\tilde{\sigma}_{ivt}\). That is

\[
\tilde{\sigma}_{ivt} = \text{cov}[\delta(y_{iv} \geq m_{iv}), \delta(y_{it} \geq m_{it})] = E[\delta(y_{iv} \geq m_{iv}) \delta(y_{it} \geq m_{it})] - \tilde{\mu}_{iv}\tilde{\mu}_{it} = Pr(y_{iv} \geq m_{iv}, y_{it} \geq m_{it}) - \frac{1}{4}.
\]
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The computation of \( Pr(y_{iv} \geq m_{iv}, y_{it} \geq m_{it}) \) under the AR(1) model (2.4) is given in the next subsection 3.1.1.

### 3.1.1 Formula for Joint Probability

Under AR(1) structure, the joint probability involved in (3.9) has the formula

\[
Pr(y_{iv} \geq m_{iv}, y_{i(v+j)} \geq m_{i(v+j)}) = \begin{cases} 
    e^{-\lambda_{iv}m_{iv}}, & \text{for } m_{i(v+j)} \leq \rho_{v+j}\rho_{v+j-1} \cdots \rho_{v+1}m_{iv} \\
    e^{-\lambda_{i(v+j)}m_{i(v+j)}}e^{-\lambda_{iv}(1-\rho^j)m_{iv}}, & \text{for } m_{i(v+j)} > \rho_{v+j}\rho_{v+j-1} \cdots \rho_{v+1}m_{iv}
\end{cases} 
\]

[Hasan (2004, Section 4.1.1, p. 59)] where \( \rho_v = \rho^{\frac{\lambda(v-1)}{\lambda_{iv}}} \) is the lag \( v \) correlation for all \( i = 1, ..., K \). For convenience, we highlight its derivation in the Appendix.

Note that for stationary case, \( \lambda_{i(v-1)} = \lambda_{iv} \), implying that \( \rho_v = \rho \). It then follows that the bivariate probability function in (3.10) reduces to

\[
Pr(y_{iv} \geq m_{iv}, y_{i(v+j)} \geq m_{i(v+j)}) = \begin{cases} 
    e^{-\lambda_{iv}m_{iv}}, & \text{for } m_{i(v+j)} \leq \rho^j m_{iv} \\
    e^{-\lambda_{i(v+j)}m_{i(v+j)}}e^{-\lambda_{iv}(1-\rho^j)m_{iv}}, & \text{for } m_{i(v+j)} > \rho^j m_{iv}
\end{cases} 
\]

### 3.1.2 GQL Estimating Equation for \( \beta \)

Note that under the AR(1) model, we have computed \( \delta_{ivt} = \text{cov}([\delta(y_{iv} \geq m_{iv}), \delta(y_{it} \geq m_{it})] \) by (3.9) (see also (3.11)). In matrix notation, we write

\[
\hat{\Sigma}_{i,\delta}(\beta, \rho) = (\hat{\delta}_{ivt}) = (\text{cov}([\delta(y_{iv} \geq m_{iv}), \delta(y_{it} \geq m_{it})])
\]

\[
(3.12)
\]
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Next, following Sutradhar (2003) (See also Jung (1996)), we write the median regression based GQL estimating equation for $\beta$ as

$$\sum_{i=1}^{K} \frac{\partial \delta'(y_i \geq m_i)}{\partial \beta} \tilde{\Sigma}_{i,\delta}^{-1}(\beta, \rho) [\delta(y_i \geq m_i) - E[\delta(y_i \geq m_i)]] = 0. \quad (3.13)$$

The formula for the derivative $\frac{\partial \delta'(y_i \geq m_i)}{\partial \beta}$ in (3.13) is given in the following subsection.

### 3.1.3 Formula for the derivative $\frac{\partial \delta'(y_i \geq m_i)}{\partial \beta} : p \times T$

Consider

$$\frac{\partial \delta(y_i \geq m_i)}{\partial \beta^r} = \frac{\partial \delta(y_i \geq m_i)}{\partial m'_i} \frac{\partial m_i}{\partial \beta^r}. \quad (3.14)$$

Note that $\frac{\partial \delta(y_i \geq m_i)}{\partial m'_i}$ may be computed by computing the general element $\frac{\partial \delta(y_{it} \geq m_{it})}{\partial m_{it}}$.

Because $\delta(y_{it} \geq m_{it}) = 1$ when $y_{it} \geq m_{it}$, and $\delta(y_{it} \geq m_{it}) = 0$ when $y_{it} < m_{it}$, it is equivalent to write $\delta(y_{it} \geq m_{it}) \equiv \text{sgn}(y_{it} - m_{it})$ with

$$\delta(y_{it} \geq m_{it}) = \begin{cases} 
1 & \text{if } \text{sgn}(y_{it} - m_{it}) = 1 \\
0 & \text{if } \text{sgn}(y_{it} - m_{it}) = -1 
\end{cases} \quad (3.15)$$

Next, let $F_{it}(y_{it}) = \int_{0}^{y_{it}} f(y_{i})dy_{it}$ be the cumulative distribution function. Then we may write

$$\delta(y_{it} \geq m_{it}) \equiv \text{sgn}(y_{it} - m_{it}) = [2F_{it}(y_{it} - m_{it}) - 1]. \quad (3.16)$$
This is because for $y_{it} \geq m_{it}$ one writes

$$\frac{1}{2} \leq F_{it}(y_{it}) \leq 1 \quad \text{where} \quad 0 < y_{it} < \infty.$$  

This implies that for $z_{it} = y_{it} - m_{it}$

$$\frac{1}{2} \leq F_{it}(z_{it}) \leq 1 \quad \text{for} \quad -m_{it} < y_{it} < \infty.$$  

That is

$$\frac{1}{2} \leq F_{it}(y_{it} - m_{it}) \leq 1.$$  

By the same token, when $y_{it} < m_{it}$, we write

$$0 \leq F_{it}(y_{it} - m_{it}) < \frac{1}{2}.$$  

Hence

$$2F_{it}(y_{it} - m_{it}) - 1 = \begin{cases} 
+ \text{ve} & \text{for} \ y_{it} \geq m_{it} \\
- \text{ve} & \text{for} \ y_{it} < m_{it} 
\end{cases} = \text{sgn}(y_{it} - m_{it}). \quad (3.17)$$  

It then follows that

$$\frac{\partial \delta(y_{it} \geq m_{it})}{\partial m_{it}} = -2f_{it}(m_{it}). \quad (3.18)$$
yielding

\[ \frac{\partial \delta(y_i \geq m_{i})}{\partial m'_{i}} = -2f_{i}(m_{i}), \quad (3.19) \]

where

\[ f_{i}(m_{i}) = \text{diag}\{f_{1i}(m_{i1}), ..., f_{ii}(m_{i}), ..., f_{iT}(m_{iT})\} : T \times T, \quad (3.20) \]

with

\[ f_{ii}(m_{ii}) = \left. f(y_{it}) \right|_{y_{it}=m_{ii}}, \quad (3.21) \]

is the density of the repeated response \( y_{it} \) evaluated at the median \( m_{ii} \). Hence the derivative in (3.14) has the formula

\[ \frac{\partial \delta(y_i \geq m_{i})}{\partial \beta} = -2f_{i}(m_{i})D'_{i} \quad (3.22) \]

where

\[ D_{i} = \frac{\partial m'_{i}}{\partial \beta} = \left[ \frac{\partial m_{i1}}{\partial \beta}, ..., \frac{\partial m_{ii}}{\partial \beta}, ..., \frac{\partial m_{iT}}{\partial \beta} \right] : p \times T \quad (3.23) \]

with

\[ \frac{\partial m_{it}}{\partial \beta} = \frac{\partial (\log2/\lambda_{it})}{\partial \beta}. \]

Consequently

\[ \frac{\partial \delta'(y_i \geq m_{i})}{\partial \beta} = -[2f_{i}(m_{i})D'_{i}]' = -2D_{i}f_{i}(m_{i}) \quad (3.24) \]
Turning back to (3.13), we solve this estimating equation for $\beta$ by using the Newton-Raphson iterative equation

$$
\hat{\beta}(r + 1) = \hat{\beta}(r) - \frac{1}{2} \left[ \sum_{i=1}^{K} D_i f_i(m_i) \hat{\Sigma}_{i,\delta}^{-1} f_i(m_i) D_i' \right]^{-1} \left[ \sum_{i=1}^{K} D_i f_i(m_i) \hat{\Sigma}_{i,\delta}^{-1} \{ \delta(y_i \geq m_i) - \frac{1}{2} I_r \} \right]
$$

(3.25)

where $[\cdot]_r$ is computed by evaluating the quantity in $[\cdot]$ using $\beta = \hat{\beta}(r)$.

### 3.2 GQL Estimation With Unknown Correlation Structure

Note that the GQL estimating equation in (3.13) is quite general, even though we have computed $\hat{\Sigma}_{i,\delta}$ for this equation under the AR(1) model. More specifically, if the correlation structure for exponential data are known, one may attempt to compute the $\hat{\Sigma}_{i,\delta}$ accordingly. However, because in practice one may not know the exact correlation structure, some authors such as Jung (1996) has used an unstructured correlation matrix and estimated pairwise correlations non-parametrically. But the performance of this approach was not adequately studied, for example, by comparing with any possible known parametric structure. As opposed to this type of 'working' unstructured correlation approach, there exist a GQL approach (Sutradhar (2003)) where it is assumed that the data follow a class of autocorrelation structures that accommodates AR(1), MA(1) and EQC types of correlations. But this and other
related studies were confined to longitudinal count and/or binary data. However, as explained in Chapter 2, because this auto-correlation class also holds for exponential data, it makes this GQL approach as a reasonable alternative estimation approach. In this thesis we consider the GQL approach for repeated exponential data and examine its performance with other approaches including Jung’s QL approach. We also will consider a simple 'independence' assumption based 'working' GQL approach. For convenience, we summarize these three approaches as in the following sections.

### 3.2.1 Jung’s Approach

To apply the QL estimating equation (1.11), Jung (1996) has estimated the pairwise elements of $\hat{\Sigma}_{i,\delta}$ matrix in (3.13) by estimating the bivariate probability of any two indicator variables using a distribution free moment approach. To be specific, the pairwise bivariate probabilities for $\delta(y_{iv} \geq m_{iv})$ and $\delta(y_{it} \geq m_{it})$ have been non-parametrically estimated by using the proportion as

$$Pr(y_{iv} \geq m_{iv}, y_{it} \geq m_{it}) = \frac{\sum_{i=1}^{K} \delta(y_{iv} \geq m_{iv})\delta(y_{it} \geq m_{it})}{K}. \quad (3.26)$$

Thus, to construct $\hat{\Sigma}_{i,\delta}$ matrix, one writes $\hat{\Sigma}_{i,\delta} = (\hat{\sigma}_{iit})$, where

$$\hat{\sigma}_{iit} = \frac{\sum_{i=1}^{K} \delta(y_{iv} \geq m_{iv})\delta(y_{it} \geq m_{it})}{K} - \frac{1}{4}. \quad (3.27)$$
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The QL estimate of $\beta$ is then obtained by solving (1.11) or equivalently using the iterative equation (3.25), where $\tilde{\Sigma}_{i,\delta}$ is computed by using (3.27).

3.2.2 Lag-Correlation Approach

Note that, when the repeated responses $y_{i1}, \ldots, y_{iT}$ follow EAR(1), EMA(1) or EEQC structures, their correlations become lag dependent as in the Gaussian case. Thus, $\text{corr}(y_{iv}, y_{it})$ depends on $|v - t|$ rather than individuals $v, t = 1, \ldots, T$. For example, in the EAR(1) case $\text{corr}(y_{iv}, y_{it}) = \rho^{|t - v|}$, in EMA(1) case

$$\text{corr}(y_{it}, y_{iu}) = \begin{cases} \rho(1 - \rho) & \text{if } |t - u| = 1 \\ 0 & \text{otherwise.} \end{cases}$$

and in EEQC case $\text{corr}(y_{iv}, y_{it}) = \rho^2$. All these correlations may be represented simply by $\rho_{|t-v|}$. Thus irrespective of the correlation structure in such an auto-correlation class, one may use the auto-correlation matrix from (2.2) as

$$\hat{C}_i(\rho) = \begin{bmatrix} 1 & \rho_1 & \rho_2 & \ldots & \rho_{T-1} \\ \rho_1 & 1 & \rho_1 & \ldots & \rho_{T-2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \rho_{T-1} & \rho_{T-2} & \ldots & 1 \end{bmatrix}. \quad (3.28)$$

When $\hat{\Sigma}_{i,\delta}$ computed using (3.28) is compared to the unstructured covariance matrix (3.27) used by Jung (1996), it is clear that $\hat{C}_i(\rho)$ based $\hat{\Sigma}_{i,\delta}$ matrix requires fewer
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elements. For the estimation of \( \rho_\ell \) \((\ell = 1, \ldots, T - 1)\), we use moment estimate as follows:

\[
\hat{\rho}_\ell = \left[ \sum_{i=1}^{K} \sum_{t=1}^{T-\ell} \delta(y_{it} \geq m_{it}, y_{it+\ell} \geq m_{i,t+\ell}) / K(T - \ell) - \frac{1}{4} \right] / (1/4).
\]

(3.29)

Consequently, \( \tilde{\Sigma}_{i,\delta} \) is computed as \( \tilde{\Sigma}_{i,\delta} = \frac{1}{4} \tilde{C}_i(\rho) \), and \( \hat{\beta} \) is obtained by solving (3.13) or equivalently using the iterative equation (3.25).

3.2.3 Using Independence among repeated responses

In this case, the correlation index parameter \( \rho \) is assumed to be zero. Consequently, the pairwise bivariate probabilities for \( \delta(y_{iv} \geq m_{iv}) \) and \( \delta(y_{it} \geq m_{it}) \) given in (3.11), for example, reduce to

\[
Pr(y_{iv} \geq m_{iv}, y_{it} \geq m_{it}) = e^{-\lambda_{iv} m_{iv}} e^{-\lambda_{it} m_{it}} = \frac{1}{4},
\]

(3.30)

because the median \( m_{it} = \frac{log_2}{\lambda_{it}} \) under the exponential model. Applying (3.30) to (3.9), one obtains zero covariances or correlations, i.e., \( \tilde{\sigma}_{iet} = 0 \). Thus, one may simply use

\[
\hat{\Sigma}_{i,\delta} = Cov(\delta(y_i \geq m_i)) = A_{i,\delta}^{1/2} \tilde{C}_{i,\delta}(\rho) A_{i,\delta}^{1/2} = \frac{1}{4} \tilde{C}_{i,\delta} = \frac{1}{4} I_T \text{ in (3.13) or (3.25) for the estimation of } \beta.
\]
Chapter 4

Simulations Based Empirical Study

Note that when responses are asymmetric, the mean based regression estimates may be inefficient (Bassett and Koenker (1978)) as compared to the median based regression estimates. For the purpose of obtaining efficient regression estimates, in Chapter 3, we have discussed various median based GQL approaches constructed by using different forms and/or estimates for the covariance matrix $\hat{\Sigma}_{i,j}$. As far as the mean based regression estimation is concerned in Chapter 2, we have discussed the GQL estimating equations approach for such an estimation for the regression parameters. In this chapter, we conduct an extensive simulation study to compare all the above approaches for the estimation of the parameters involved in a regression model for longitudinal exponential (asymmetric) data.
4.1 Simulation Design

For the generation of the repeated responses $y_{i1}, \ldots, y_{it}, \ldots, y_{iT}$, we follow the EAR(1) model (2.4), i.e.,

$$y_{it} = \rho_i y_{i,t-1} + I_{it} a_{it} \quad i = 1, \ldots, K ; \quad t = 2, \ldots, T$$

(4.1)

where, $\{a_{it}\}$ is a sequence of exponential random variables with parameter $\lambda_{it} = \exp(-x_{it}/\beta)$, $\rho_i = \rho \frac{\lambda_{i,t-1}}{\lambda_{it}}$ with $\rho$ as a probability parameter or correlation parameter $(0 \leq \rho \leq 1)$ and $I_{it}$ is an indicator variable such that $I_{it} \sim \text{bin}(1 - \rho)$. For our purposes, we choose

- $K = 100$ individuals, $T = 4$ time points
- Consider scalar $\beta = 0.5, 0.7, 1.0$
- For covariates $x_{it}$, we assume that they are stationary, i.e., they are not time dependent and consider

$$x_{it} = \bar{x}_i \sim U(0, 1)$$

where $U(0, 1)$ denotes the Uniform distribution in the interval 0 to 1.

- For correlation index parameter $\rho$, we choose $\rho = 0.0, 0.5$ and 0.7.
4.2 Steps For Data Generation

Step 1: Generate $y_{i1}$ such that $y_{i1} \sim \text{Exp}(\lambda_{i1} = \exp(-x_i'\beta))$. Note that in general marginally $y_{it}$ for all $t = 1, ..., T$ will follow $\text{Exp}(\lambda_{it})$ with

$$f(y_{it}) = \lambda_{it}e^{-\lambda_{it}y_{it}}.$$ 

Step 2: Generate $a_{it}$ for $i = 1, ..., K$; $t = 1, ..., T$ following

$$a_{it} \sim \text{Exp}(\lambda_{it}).$$

Step 3: Generate indicator variable $I_{it}$ ($i = 1, ..., K$; $t = 1, ..., T$) following binary distribution with probability $1 - \rho$. That is, for $I_{it}$ we follow

$$I_{it} \sim \text{bin}(1 - \rho).$$

Step 4: Using $a_{i2}$, $I_{i2}$ and $y_{i1}$, generated by following Steps 1 to 3, we generate $y_{i2}$ by using (4.1). Next using $a_{i3}$, $I_{i3}$ and $y_{i2}$, we generate $y_{i3}$. This continues until we generate $y_{it}$ for $t = T$.

To have some feelings about the asymmetry, we have used a selected set of parameters and with $\rho = 0$, and computed the averages of population means ($\text{pm}$) and medians ($\text{pmd}$) and sample means ($\text{sm}$) and medians ($\text{smd}$), and present them in the Table 4.1 below.
4.3 Simulation Results

Table 4.1: Mean and median comparison for selected $T$, and for $\beta = 0.5$, $\rho = 0.0$ and $K = 100$

<table>
<thead>
<tr>
<th>$T$</th>
<th>Average of</th>
</tr>
</thead>
<tbody>
<tr>
<td>pm</td>
<td>pmd</td>
</tr>
<tr>
<td>10</td>
<td>1.0993</td>
</tr>
<tr>
<td>50</td>
<td>1.0993</td>
</tr>
<tr>
<td>100</td>
<td>1.0993</td>
</tr>
</tbody>
</table>

In Table 4.1, the difference between the average of the population medians and the average of the population means shows asymmetry. But the degree of asymmetry does not appear to be high for this selected design.

4.3 Simulation Results

In this study, we have estimated the model parameters in 500 simulations using various combinations of the parameter values of $\beta = 0.5$, 0.7, & 1.0 and $\rho = 0.0$, 0.5, & 0.7. For the estimation of $\beta$, we first use the mean regression based GQL estimating equation (2.16) constructed by exploiting a class of auto-correlation models and denote the estimate as $\text{GQL(AC)}$ estimate, where AC stands for a general auto-correlation structure. Next, for the median regression based estimation for $\beta$, we use the GQL(TC) estimating equation (3.13) constructed by using true EAR(1) model, and three non-parametric correlation structures based estimating equations,
4.3 Simulation Results

namely by using Jung's QL approach (JQL) from 3.2.1; lag-correlation (LC) based
GQL (GQL(LC)) from 3.2.2; and by using independence among repeated responses
(IND) from 3.2.3. The simulated means (SM), simulated standard errors (SSE), simu-
lated mean square errors (SMSE), percentage efficiency ($E_1$) among median regression
based approaches, and overall percentage efficiency ($E_2$) as compared to mean regres-
sion based approach for the estimates of $\beta$ are reported in Tables 4.2, 4.3 and 4.4 for
$\rho = 0.0, 0.5,$ and $0.7,$ respectively.

Table 4.2: Comparison of mean regression and median regression approaches for the
estimation of regression parameter ($\beta = 0.5, 0.7, 1.0$) involved in an EAR(1) model
with a correlation value $\rho = 0.0$; based on 500 simulations.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta$</th>
<th>Regression</th>
<th>Estimation Approach</th>
<th>SM</th>
<th>SSE</th>
<th>SMSE</th>
<th>$E_1$</th>
<th>$E_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.5</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.4993</td>
<td>0.0748</td>
<td>0.0056</td>
<td>100</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>0.4995</td>
<td>0.0745</td>
<td>0.0055</td>
<td>98</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>0.4949</td>
<td>0.0839</td>
<td>0.0071</td>
<td>79</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>0.4992</td>
<td>0.0754</td>
<td>0.0055</td>
<td>98</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>0.4968</td>
<td>0.0535</td>
<td>0.0029</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>0.7</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.6993</td>
<td>0.0746</td>
<td>0.0056</td>
<td>100</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IND</td>
<td>0.6992</td>
<td>0.0744</td>
<td>0.0055</td>
<td>98</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>JQL</td>
<td>0.6947</td>
<td>0.0843</td>
<td>0.0071</td>
<td>79</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>0.6993</td>
<td>0.0753</td>
<td>0.0055</td>
<td>98</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>0.6968</td>
<td>0.0535</td>
<td>0.0029</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>1.0</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.9994</td>
<td>0.0745</td>
<td>0.0055</td>
<td>100</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IND</td>
<td>0.9994</td>
<td>0.0745</td>
<td>0.0055</td>
<td>98</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>JQL</td>
<td>0.9948</td>
<td>0.0841</td>
<td>0.0071</td>
<td>79</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>0.9993</td>
<td>0.0752</td>
<td>0.0055</td>
<td>98</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>0.9968</td>
<td>0.0535</td>
<td>0.0029</td>
<td>-</td>
<td>100</td>
</tr>
</tbody>
</table>
### Table 4.3: Comparison of mean regression and median regression approaches for the estimation of regression parameter \( \beta = 0.5, 0.7, 1.0 \) involved in an EAR(1) model with a correlation value \( \rho = 0.5 \); based on 500 simulations.

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( \beta )</th>
<th>Regression</th>
<th>Estimation Approach</th>
<th>SM</th>
<th>SSE</th>
<th>SMSE</th>
<th>( E_1 )</th>
<th>( E_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.5018</td>
<td>0.1003</td>
<td>0.0100</td>
<td>100</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>0.5021</td>
<td>0.0999</td>
<td>0.0100</td>
<td>100</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>0.5014</td>
<td>0.1125</td>
<td>0.0126</td>
<td>79</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>0.5016</td>
<td>0.1014</td>
<td>0.0102</td>
<td>98</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>0.5016</td>
<td>0.0726</td>
<td>0.0053</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>0.7</td>
<td>0.5</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.7016</td>
<td>0.1005</td>
<td>0.0100</td>
<td>100</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>0.7022</td>
<td>0.0999</td>
<td>0.0100</td>
<td>100</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>0.7015</td>
<td>0.1124</td>
<td>0.0126</td>
<td>79</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>0.7018</td>
<td>0.1014</td>
<td>0.0102</td>
<td>98</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>0.7016</td>
<td>0.0726</td>
<td>0.0053</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>1.0019</td>
<td>0.1002</td>
<td>0.0100</td>
<td>100</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>1.0021</td>
<td>0.1002</td>
<td>0.0101</td>
<td>100</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>1.0008</td>
<td>0.1127</td>
<td>0.0127</td>
<td>79</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>1.0016</td>
<td>0.1013</td>
<td>0.0102</td>
<td>98</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>1.0016</td>
<td>0.0726</td>
<td>0.0053</td>
<td>-</td>
<td>100</td>
</tr>
</tbody>
</table>
### 4.3 Simulation Results

Table 4.4: Comparison of mean regression and median regression approaches for the estimation of regression parameter ($\beta = 0.5, 0.7, 1.0$) involved in an EAR(1) model with a correlation value $\rho = 0.7$; based on 500 simulations.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta$</th>
<th>Regression</th>
<th>Estimation Approach</th>
<th>SM</th>
<th>SSE</th>
<th>SMSE</th>
<th>$E_1$</th>
<th>$E_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>0.5</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.5048</td>
<td>0.1148</td>
<td>0.0132</td>
<td>100</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>0.5055</td>
<td>0.1153</td>
<td>0.0133</td>
<td>99</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>0.4887</td>
<td>0.1784</td>
<td>0.0319</td>
<td>41</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>0.5000</td>
<td>0.1190</td>
<td>0.0141</td>
<td>94</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td></td>
<td>GQL(AC)</td>
<td>0.5054</td>
<td>0.0818</td>
<td>0.0067</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>0.7</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.7047</td>
<td>0.1146</td>
<td>0.0132</td>
<td>100</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IND</td>
<td>0.7057</td>
<td>0.1155</td>
<td>0.0133</td>
<td>99</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>JQL</td>
<td>0.6890</td>
<td>0.1716</td>
<td>0.0295</td>
<td>45</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>0.7053</td>
<td>0.1242</td>
<td>0.0154</td>
<td>86</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>0.7054</td>
<td>0.0818</td>
<td>0.0067</td>
<td>-</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>1.0047</td>
<td>0.1147</td>
<td>0.0132</td>
<td>100</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IND</td>
<td>1.0056</td>
<td>0.1153</td>
<td>0.0133</td>
<td>99</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>JQL</td>
<td>0.9848</td>
<td>0.2125</td>
<td>0.0454</td>
<td>29</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>1.0015</td>
<td>0.1248</td>
<td>0.0155</td>
<td>85</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>1.0054</td>
<td>0.0818</td>
<td>0.0067</td>
<td>-</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>
4.3 Simulation Results

The results of Tables 4.2, 4.3 and 4.4 show that the median regression based estimating equation produces less efficient (in the sense of MSE) estimates as compared to the mean regression based estimating equation. This is because median based approaches when compared to the mean based approach produce estimates with $E_2 < 100$, where the efficiency $E_2$ for a selected method $(M)$, is defined as $E_2(M) = \{\text{SMSE(Mean Based)}\}/\{\text{SMSE(M)}\} \times 100$. These results therefore do not appear to support the classical result (Bassett and Koenker (1978)) that a median based estimate may be preferable to the mean based estimate when data are asymmetric. This perhaps has happened because of the degree of asymmetriness in the present exponential data which is not so strong as indicated earlier based on Table 4.1.

However, to further explore the above contradiction, we have also generated asymmetric exponential data, but forced a small percentage (1%) of observations to be mean shifted outliers, such that for these observations $\tilde{x}_i$ was first generated from $U(0,1)$ and then for 1% of them ($\tilde{x}_i$) was shifted to $\tilde{x}_i + 1.5$. The mean and median regression based GQL estimates for these outliers oriented data are shown in Tables 4.5, 4.6 and 4.7 for $\rho = 0$, 0.5, and 0.7, respectively. These results show that mean regression based GQL estimates are now biased when compared to the corresponding estimates obtained in the outliers free case as in Tables 4.2, 4.3 and 4.4, whereas
the median regression based new estimates do not appear to be affected by outliers. This prompted us to compare the relative bias as opposed to MSE, for the mean and median regression based estimates. It is clear from the last columns of Tables 4.5, 4.6 and 4.7 that mean regression based GQL estimates have much larger relative bias, for example in Table 4.7, 66.85% when $\beta = 1.0$ and $\rho = 0.7$, as compared to 3.85% relative bias for the median based regression estimates. Thus, if the degree of asymmetry is high which is caused here due to added outliers, the median regression based approach appears to work better than the mean regression based approach.
Table 4.5: Comparison of mean regression and median regression approaches for the estimation of regression parameter \((\beta = 0.5, 0.7, 1.0)\) involved in an EAR(1) model with a correlation value \(\rho = 0.0\), in the presence of 1% outliers through shifted covariate values; based on 500 simulations.

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>(\beta)</th>
<th>Regression</th>
<th>Estimation Approach</th>
<th>Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.5</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.5094</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>0.5094</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>0.5062</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(LC)</td>
<td>0.5090</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GQL(AC)</td>
<td>0.5147</td>
</tr>
<tr>
<td>0.7</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.7126</td>
<td>0.0758</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IND</td>
<td>0.7120</td>
<td>0.0756</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JQL</td>
<td>0.7089</td>
<td>0.0862</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>GQL(LC)</td>
<td>0.7123</td>
<td>0.0769</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GQL(AC)</td>
<td>0.7258</td>
<td>0.0547</td>
</tr>
<tr>
<td>1.0</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>1.0162</td>
<td>0.0764</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IND</td>
<td>1.0160</td>
<td>0.0764</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JQL</td>
<td>1.0126</td>
<td>0.0864</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>GQL(LC)</td>
<td>1.0159</td>
<td>0.0776</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GQL(AC)</td>
<td>1.0481</td>
<td>0.0570</td>
</tr>
</tbody>
</table>
### Table 4.6: Comparison of mean regression and median regression approaches for the estimation of regression parameter \( (\beta = 0.5, 0.7, 1.0) \) involved in an \( \text{EAR}(1) \) model with a correlation value \( \rho = 0.5 \), in the presence of 1% outliers through shifted covariate values; based on 500 simulations.

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( \beta )</th>
<th>Regression</th>
<th>Estimation Approach</th>
<th>SM</th>
<th>SSE</th>
<th>SMSE</th>
<th>RB</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.5124</td>
<td>0.1023</td>
<td>0.0106</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>0.5130</td>
<td>0.1022</td>
<td>0.0106</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>0.5127</td>
<td>0.1137</td>
<td>0.0131</td>
<td>11.2250</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GQL(LC)</td>
<td>0.5127</td>
<td>0.1034</td>
<td>0.0108</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td></td>
<td>GQL(AC)</td>
<td>0.5194</td>
<td>0.0736</td>
<td></td>
<td>26.4000</td>
</tr>
<tr>
<td>0.7</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.7152</td>
<td>0.1026</td>
<td>0.0107</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IND</td>
<td>0.7161</td>
<td>0.1024</td>
<td>0.0107</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>JQL</td>
<td>0.7147</td>
<td>0.1153</td>
<td>0.0135</td>
<td>12.7520</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>GQL(LC)</td>
<td>0.7155</td>
<td>0.1036</td>
<td>0.0109</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>GQL(AC)</td>
<td>0.7302</td>
<td>0.0750</td>
<td></td>
<td>40.2970</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>1.0186</td>
<td>0.1039</td>
<td>0.0111</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IND</td>
<td>1.0195</td>
<td>0.1028</td>
<td>0.0109</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>JQL</td>
<td>1.0189</td>
<td>0.1152</td>
<td>0.0136</td>
<td>16.3980</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>GQL(LC)</td>
<td>1.0192</td>
<td>0.1037</td>
<td>0.0111</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>GQL(AC)</td>
<td>1.0515</td>
<td>0.0791</td>
<td></td>
<td>65.1340</td>
<td></td>
</tr>
</tbody>
</table>
### 4.3 Simulation Results

Table 4.7: Comparison of mean regression and median regression approaches for the estimation of regression parameter ($\beta = 0.5$, 0.7, 1.0) involved in an EAR(1) model with a correlation value $\rho = 0.7$, in the presence of 1% outliers through shifted covariate values; based on 500 simulations.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta$</th>
<th>Regression</th>
<th>Estimation Approach</th>
<th>Statistic</th>
<th>SM</th>
<th>SSE</th>
<th>SMSE</th>
<th>RB</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>0.5</td>
<td>Median</td>
<td>GQL(TC)</td>
<td>0.1156</td>
<td>0.136</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>0.1169</td>
<td>0.0140</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>0.1428</td>
<td>0.0171</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(LC)</td>
<td>0.1259</td>
<td>0.0159</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>0.0818</td>
<td>28.7700</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>Median</td>
<td></td>
<td>GQL(TC)</td>
<td>0.1162</td>
<td>0.0139</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>0.1172</td>
<td>0.0141</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>0.1518</td>
<td>0.0230</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(LC)</td>
<td>0.1304</td>
<td>0.0171</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>0.0802</td>
<td>41.4510</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>Median</td>
<td></td>
<td>GQL(TC)</td>
<td>0.1165</td>
<td>0.0146</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IND</td>
<td>0.1171</td>
<td>0.0146</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JQL</td>
<td>0.1529</td>
<td>0.0234</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(LC)</td>
<td>0.1186</td>
<td>0.0151</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>GQL(AC)</td>
<td>0.0845</td>
<td>66.8533</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
We now turn back to the results of Tables 4.2, 4.3 and 4.4 and compare the relative performance among the median regression based estimation approaches. All three approaches, namely IND, JQL, and GQL(LC) appear to produce unbiased regression estimates similar to that of median based GQL(TC) estimates. However, when the standard errors of these three approaches are compared to the median based GQL(TC) approach, Jung's QL (JQL) approach appears to be less efficient as compared to the IND and GQL(LC) approaches. Between the last two approaches, that is, IND and GQL(LC), IND appears to be slightly more efficient. Thus, for the AR(1) based exponential data, median regression based IND approach appears to be the best in producing efficient regression estimates and this approach is simpler as compared to the other approaches.
Chapter 5

Labor Pain Data Analysis: An Illustration of the estimation methods

The labor pain data reported by Davis (1991) consists of repeated measurements of self-reported amount of pain on $K = 83$ women in labor, of which 43 were randomly assigned to a pain medication (treatment) group and 40 to a placebo group. At 30-minute intervals, the amount of pain was marked on a 100 mm line, where $0 = $ no pain and $100 = $ extreme pain. The maximum number of measurements for each woman was 6, but there are some missing values at later measurement times. The
observed data under treatment and placebo groups are displayed in Figures 5.1 and 5.2, respectively.

Figure 5.1: Labor pain observed data for treatment group
It appears from Figure 5.1 that under the treatment group, the labor pain at any given time \((t = 1, \ldots, 6)\) have an exponential form, whereas the marginal observed distributions at different times under the placebo group do not tend to follow the same distribution.
Note that to understand the effect of times on the labor pain, Jung (1996, Section 6), for example, fitted a linear median regression model with errors having zero median. To be specific, Jung (1996) has fitted a model $y_{it} = \beta_0 + \beta_2 t + \epsilon_{it}$ for the treatment group, and obtained $\hat{\beta}_0 = 4.36$ and $\hat{\beta}_2 = 1.37$ by using pairwise correlation estimates based QL approach (JQL). In order to see how these estimates or model fit the observed data in Figure 5.1, we have generated $\hat{\epsilon}_{it}$ from uniform distribution $U(-\frac{1}{2}, \frac{1}{2})$ [to keep the distribution at median to be uniform as suggested by Jung (1996)] and estimated $y_{it}$ as $\hat{y}_{it} = \hat{\beta}_0 + \hat{\beta}_2 t + \hat{\epsilon}_{it}$. The fitted data for this treatment group are displayed in Figure 5.3.
Figure 5.3: Linear median regression based fitted labor pain data for the treatment group with $U(-\frac{1}{2}, \frac{1}{2})$ error

It is however clear that the histogram in Figure 5.3 do not exhibit the exponential form exhibited by Figure 5.1. Thus, even though JQL approach fits the median well, the overall distribution fitting appears to be unsatisfactory. Note that if the inference procedure fits the original distribution well, one may estimate other quantiles as well
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if needed.

For the aforementioned reason, we have re-analysed the data set using correlated exponential model given in Chapter 2. Note that when we have compared the IND, JQL and GQL(LC) approaches to the true model based GQL(TC) through a simulation study in Chapter 4, it was found that IND followed by GQL(LC) produce more efficient regression estimates. As shown in Tables 4.2, 4.3, and 4.4, among all approaches, Jung's (1996) QL approach was the worst as it produces more bias estimates along with large standard errors. For this reason, we have fitted IND, GQL(LC) and GQL(TC) approaches to this data set. Because our main concern is to see the effect of times in treatment group, we have fitted the exponential model, $y_{it} = \rho y_{i,t-1} + I_{it} \alpha_{i}$ following (2.4) with median $m_{it} = (log2) \exp(\beta_0 + \beta_1 t)$. The parameter estimates along with their estimated standard errors (shown in parenthesis) under these three approaches were found to be

<table>
<thead>
<tr>
<th>Method</th>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GQL(TC)</td>
<td>2.161(0.136)</td>
<td>0.138(0.034)</td>
<td>0.746</td>
</tr>
<tr>
<td>IND</td>
<td>2.208(0.114)</td>
<td>0.109(0.032)</td>
<td>-</td>
</tr>
<tr>
<td>GQL(LC)</td>
<td>1.799(0.118)</td>
<td>0.179(0.019)</td>
<td>0.785</td>
</tr>
</tbody>
</table>

and as displayed in Figure 5.4, the fitted medians by these three approaches appear to agree well with the medians of the observed data (OBS).
These approaches also appear to fit the overall data well. For example, using above mentioned $\hat{\beta}_0$, $\hat{\beta}_1$ in $m_{it}=(\log 2) \exp (\beta_0 + \beta_1 t)$ and $\hat{\rho}$ under both GQL(TC) and GQL(LC) approaches, when $y_{it}$ were generated following the exponential distribution with median $m_{it}$, they produce the distributions as in Figures 5.5 and 5.6, respectively.
These distributions appear to agree well with seemingly exponential distribution for the observed data displayed in Figure 5.1.

\[\text{Figure 5.5: Exponential median regression based fitted labor pain data for the treatment group under GQL(TC)}\]
Figure 5.6: Exponential median regression based fitted labor pain data for the treatment group under GQL(LC)

We also have estimated the parameters of the exponential model (2.4) using the mean regression based GQL(AC) approach. The parameter estimates along with the estimated standard errors under this approach were found to be \( \hat{\beta}_0 = 2.549(0.194) \), \( \hat{\beta}_1 = 0.129(0.051) \) and \( \hat{\rho} = 0.741 \). These estimates including correlation estimate appear
to be closer to the true model based GQL(TC) estimates but with larger standard errors for the regression estimates. The pattern of these standard errors to be different for this data set when compared to the simulation results reported in Tables 4.2, 4.3, and 4.4. However, in view of the simulation results reported in Tables 4.5, 4.6, and 4.7 and because the observed data are highly asymmetric, the median based estimates are preferable to the mean based estimates.
Chapter 6

Concluding Remarks

In a regression setup for repeated asymmetric data such as exponential data, there exists a pair-wise correlation structure (semi-parametric) based median regression QL approach (Jung (1996)) for the estimation of the regression effects. In this thesis, by using an AR(1) type correlation model for repeated exponential data, we have examined the performance of the simpler mean based GQL approach with several median based GQL approaches. The results of a simulation study indicates that the mean regression based GQL approach performs better than all median regression based QL approaches. This contradicts the classical result (Bassett and Koenker (1978)) that a median regression approach should be preferable to the mean regression based approach when the data are asymmetric. However, when the repeated exponential data
were contaminated through 1% outliers, the performances were reversed, that is, median regression based QL approaches were found to be better than the mean regression based QL approach. Thus, the study indicates that if the data are highly asymmetric then one should use median regression based approaches. Furthermore, when median regression based approach were compared among themselves (as opposed to mean regression based approach), it was found that independence assumption based QL approach performs better than the other competitive median based GQL approaches.
Appendix A

A.1 Derivation for Joint Probability in (3.10)

Following Hasan (2004, Section 4.1.1, p. 59), we first consider lag 1 apart repeated responses $y_{iv}$ and $y_{i(v+1)}$, where $y_{iv}$ and $y_{i(v+1)}$ must satisfy the relationship $y_{i(v+1)} \geq \rho v+1 y_{iv}$. Note that $m_{i(v+1)}$ (a realized value of the random variable $Y_{i(v+1)}$) can be either $m_{i(v+1)} > \rho v+1 y_{iv}$ or $m_{i(v+1)} \leq \rho v+1 y_{iv}$. Therefore the bivariate probability function of $y_{iv}$ and $y_{i(v+1)}$ may be computed as follows:

$$\Pr(y_{iv} \geq m_{iv}, y_{i(v+1)} \geq m_{i(v+1)}) = \int_{m_{iv}}^{\infty} \int_{m_{i(v+1)}}^{\infty} f(y_{iv}, y_{i(v+1)}) \, dy_{iv} \, dy_{i(v+1)}. \quad (A.1)$$
where \( f(y_{iv}, y_{i(v+1)}) \) is the bivariate probability density function of lag 1 apart non-stationary repeated responses \( y_{iv} \) and \( y_{i(v+1)} \), which has the form

\[
f(y_{iv}, y_{i(v+1)}) = \lambda_{iv} \rho e^{-\lambda_{iv}y_{iv}} \delta(y_{i(v+1)} - \rho_{v+1}y_{iv}) \\
+ \lambda_{iv} \lambda_{i(v+1)} (1 - \rho) e^{-\lambda_{iv}y_{iv}} e^{-\lambda_{i(v+1)}(y_{i(v+1)} - \rho_{v+1}y_{iv})}
\]  
(A.2)

where \( \delta(x) \) is the discrete Dirac delta function, i.e. \( \delta(x) \) is the distribution with atom of probability 1 at \( x = 0 \).

The lower limit of the integration with respect to \( y_{i(v+1)} \) should be the maximum of \( m_{i(v+1)} \) and \( \rho_{v+1}y_{iv} \). It then follows that

\[
Pr(y_{iv} \geq m_{iv}, y_{i(v+1)} \geq m_{i(v+1)}) = \int_{m_{iv}}^{\infty} \int_{\max(m_{i(v+1)}, \rho_{v+1}y_{iv})}^{\infty} f(y_{iv}, y_{i(v+1)}) \, dy_{iv} \, dy_{i(v+1)} \\
= \int_{m_{iv}}^{\infty} H(y_{iv}) \, dy_{iv} \text{ (say).}
\]  
(A.3)

Note that there are two cases to consider to evaluate the integral \( H(y_{iv}) \) in (A.3): (a) \( m_{i(v+1)} > \rho_{v+1}y_{iv} \) and (b) \( m_{i(v+1)} \leq \rho_{v+1}y_{iv} \). For case (a) \( m_{i(v+1)} > \rho_{v+1}y_{iv} \), \( H(y_{iv}) \) is
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computed as

\[ H(y_{iv}) = \int_{m_{i(v+1)}}^{\infty} f(y_{iv}, y_{i(v+1)}) \, dy_{i(v+1)} \]

\[ = \int_{m_{i(v+1)}}^{\infty} \left[ \lambda_{iv} \rho e^{-\lambda_{iv}y_{iv}} \delta(y_{iv} - \rho_{v+1}y_{iv}) \right. \]

\[ + \lambda_{iv} \lambda_{i(v+1)} (1 - \rho)e^{-\lambda_{iv}y_{iv}} e^{-\lambda_{i(v+1)}(y_{iv} - \rho_{v+1}y_{iv})} \left. \right] dy_{i(v+1)} \]

\[ = \int_{m_{i(v+1)}}^{\infty} \lambda_{iv} \lambda_{i(v+1)} (1 - \rho)e^{-\lambda_{iv}y_{iv}} e^{-\lambda_{i(v+1)}(y_{iv} - \rho_{v+1}y_{iv})} dy_{i(v+1)} \]

\[ [ \text{as } \delta(y_{iv} - \rho_{v+1}y_{iv}) = 0 \text{ for } m_{i(v+1)} > \rho_{v+1}y_{iv} ] \]

\[ = \lambda_{iv} \lambda_{i(v+1)} (1 - \rho)e^{-\lambda_{iv}(1-p)y_{iv}} e^{-\lambda_{i(v+1)}m_{i(v+1)}}, \quad (A.4) \]

whereas for case (b) \( m_{i(v+1)} \leq \rho_{v+1}y_{iv} \), \( H(y_{iv}) \) is computed as

\[ H(y_{iv}) = \int_{\rho_{v+1}y_{iv}}^{\infty} f(y_{iv}, y_{i(v+1)}) \, dy_{i(v+1)} \]

\[ = \int_{\rho_{v+1}y_{iv}}^{\infty} \left[ \lambda_{iv} \rho e^{-\lambda_{iv}y_{iv}} \delta(y_{iv} - \rho_{v+1}y_{iv}) \right. \]

\[ + \lambda_{iv} \lambda_{i(v+1)} (1 - \rho)e^{-\lambda_{iv}y_{iv}} e^{-\lambda_{i(v+1)}(y_{iv} - \rho_{v+1}y_{iv})} \left. \right] dy_{i(v+1)} \]

\[ = \int_{\rho_{v+1}y_{iv}}^{\infty} \lambda_{iv} \rho e^{-\lambda_{iv}y_{iv}} \delta(y_{iv} - \rho_{v+1}y_{iv}) dy_{i(v+1)} \]

\[ + \int_{\rho_{v+1}y_{iv}}^{\infty} \lambda_{iv} \lambda_{i(v+1)} (1 - \rho)e^{-\lambda_{iv}y_{iv}} e^{-\lambda_{i(v+1)}(y_{iv} - \rho_{v+1}y_{iv})} dy_{i(v+1)} \]

\[ = \lambda_{iv} \rho e^{-\lambda_{iv}y_{iv}} + \int_{\rho_{v+1}y_{iv}}^{\infty} \lambda_{iv} \lambda_{i(v+1)} (1 - \rho)e^{-\lambda_{iv}y_{iv}} e^{-\lambda_{i(v+1)}(y_{iv} - \rho_{v+1}y_{iv})} dy_{i(v+1)} \]

\[ [ \text{as } \delta(y_{iv} - \rho_{v+1}y_{iv}) = 1 \text{ for } m_{i(v+1)} \leq \rho_{v+1}y_{iv} ] \]

\[ = \lambda_{iv} \rho e^{-\lambda_{iv}y_{iv}} + \lambda_{iv} e^{-\lambda_{iv}y_{iv}} - \lambda_{iv} \rho e^{-\lambda_{iv}y_{iv}} \]

\[ = \lambda_{iv} e^{-\lambda_{iv}y_{iv}}, \quad (A.5) \]
yielding
\[
H(y_{iv}) = \begin{cases} 
\lambda_{iv}(1 - \rho)e^{-\lambda_{iv}(1-\rho)y_{iv}}e^{-\lambda_{i(v+1)}m_{i(v+1)}} & \text{for } m_{i(v+1)} > \rho_{v+1}y_{iv} \\
\lambda_{iv}e^{-\lambda_{iv}y_{iv}} & \text{for } m_{i(v+1)} \leq \rho_{v+1}y_{iv}
\end{cases}
\]

Next, by using the above formula for \(H(y_{iv})\) in (A.6) we evaluate the remaining integral in (A.3) over \(m_{iv}\) as follows. For case (a) \(m_{i(v+1)} > \rho_{v+1}m_{iv}\), the integral in (A.3) is evaluated as
\[
Pr(y_{iv} \geq m_{iv}, y_{i(v+1)} \geq m_{i(v+1)}) = \int_{m_{iv}}^{\infty} \lambda_{iv}(1 - \rho)e^{-\lambda_{iv}(1-\rho)y_{iv}}e^{-\lambda_{i(v+1)}m_{i(v+1)}}dy_{iv}
\]
\[
= \int_{m_{iv}}^{\infty} \lambda_{iv}e^{-\lambda_{iv}y_{iv}}e^{-\lambda_{i(v+1)}m_{i(v+1)}}dy_{iv}
\]
\[
= e^{-\lambda_{i(v+1)}m_{i(v+1)}}e^{-\lambda_{iv}(1-\rho)m_{iv}}
\]
\[\text{(A.7)}\]

whereas for case (b) \(m_{i(v+1)} \leq \rho_{v+1}m_{iv}\), we evaluate the integral in (A.3) as
\[
Pr(y_{iv} \geq m_{iv}, y_{i(v+1)} \geq m_{i(v+1)}) = \int_{m_{iv}}^{\infty} \lambda_{iv}e^{-\lambda_{iv}y_{iv}}dy_{iv}
\]
\[
= \int_{m_{iv}}^{\infty} \lambda_{iv}e^{-\lambda_{iv}y_{iv}}dy_{iv}
\]
\[\text{(A.8)}\]

It then follows that the bivariate probability function of \(y_{iv}\) and \(y_{i(v+1)}\) has the form given by
\[
Pr(y_{iv} \geq m_{iv}, y_{i(v+1)} \geq m_{i(v+1)}) = \begin{cases} 
e^{-\lambda_{iv}m_{iv}} & \text{for } m_{i(v+1)} \leq \rho_{v+1}m_{iv} \\
e^{-\lambda_{i(v+1)}m_{i(v+1)}}e^{-\lambda_{iv}(1-\rho)m_{iv}} & \text{for } m_{i(v+1)} > \rho_{v+1}m_{iv}
\end{cases}
\]
\[\text{(A.9)}\]
Similarly, after some algebra it can be shown that the bivariate probability function of lag 2 apart repeated responses \( y_{iv} \) and \( y_{i(v+2)} \) is

\[
Pr(y_{iv} \geq m_{iv}, y_{i(v+2)} \geq m_{i(v+2)}) = \begin{cases} 
 e^{-\lambda_{iv}m_{iv}} & \text{for } m_{i(v+2)} \leq \rho_{v+2}\rho_{v+1}m_{iv} \\
 e^{-\lambda_{iv}m_{iv}}e^{-\lambda_{iv}(1-\rho^2)m_{iv}} & \text{for } m_{i(v+2)} > \rho_{v+2}\rho_{v+1}m_{iv}
\end{cases}
(A.10)
\]

Following (A.9) and (A.10), it can be shown that the bivariate probability function of lag \( j \) apart repeated responses \( y_{iv} \) and \( y_{i(v+j)} \) is

\[
Pr(y_{iv} \geq m_{iv}, y_{i(v+j)} \geq m_{i(v+j)}) = \begin{cases} 
 e^{-\lambda_{iv}m_{iv}} & \text{for } m_{i(v+j)} \leq \rho_{v+j}\rho_{v+j-1}\cdots\rho_{v+1}m_{iv} \\
 e^{-\lambda_{iv}m_{iv}}e^{-\lambda_{iv}(1-\rho^2)m_{iv}} & \text{for } m_{i(v+j)} > \rho_{v+j}\rho_{v+j-1}\cdots\rho_{v+1}m_{iv}
\end{cases}
(A.11)
\]
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