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Abstract 

In this thesis, we study several related problems concerning the unit group U(ZG) 

of the integral group ring ZG of a periodic group G. Although Chapter 1 involves a 

lengthy calculation, the most important results appear in Chapter 2 through Chapter 

5. 

Chapter 1 describes constructively U(Z(G x C2)), where U(ZG) has been de­

scribed in some way. We are also interested in the following question: If G has a 

normal complement generated by bicyclic units, does G x C2 also have a normal 

complement generated by bicyclic units? We show that none of the normal com­

plements of Ds X c2 X c2 is generated by bicyclic units by explicitly constructing 

a set of generators for a normal complement of Ds X c2 X c2, although a normal 

complement of Ds X c2 is indeed generated by bicyclic units. 

In chapter 2, we first study the subgroup of all unitary units Ut(ZG). We prove 

that if G has a normal complement generated by unitary units , then it is also true 

for G X c2. Then we investigate generalized unitary units and prove that all of 

these units form a subgroup Ug,J(ZG) of the unit group. Furthermore, we show that 

this subgroup is exactly the normalizer of the subgroup of unitary units. One of 

our main results is that the normalizer of Ug,J(ZG) is equal to itself when G is a 

periodic group. We also obtain some other interesting results on Ug.J(ZG) . 

Chapter 3 investigates central units ofZAs. We show that the centre C(U(ZAs)) = 

± < u >,where< u >is an infinite cyclic group and we explicitly find the generator 

u. 

In chapter 4, we study the hypercentral units in the integral group ring of a 
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periodic group G. We prove that the central height is at most 2. We also discuss 

the relationship between hypercentral units and generalized unitary units. 

Chapter 5 characterizes the n-centre of the unit group of the integral group ring 

of a periodic group. It is proved that the n-centre is either the centre or the second 

centre of the unit group for all n ~ 2. 
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Introduction 

The group ring RG of the group Gover a commutative unital ring R, a ring 

with the elements of G as a basis and with multiplication defined distributively 

using the group multiplication in G, reflects properties of the group G and the 

ring of coefficients R. Since this fascinating object is at the cross roads of several 

mathematical topics such as group theory, representation theory, number theory, and 

ring theory, it can be studied not only for its own sake but also as a tool for tackling 

other mathematical problems. The theory of group rings as an independent area of 

study has developed only in relatively recent times, following the fundamental work 

of Higman [21, 22], and it gained great impetus after the inclusion of questions on 

group rings in Kaplansky's famous lists of problems [31, 32]. The area was further 

stimulated by the inclusion of sections on group rings in the books on ring theory 

by Lambek (38] and Ribenboim [51]. Since then several books devoted entirely to 

the subject have appeared (e.g. Passi [47], Passman [48, 49] and Sehgal [57, 58]). 

The unit group U(RG), consisting of all invertible elements in RG, plays a very 

important role in studying the relation between the group-theoretic structure of G 

and its group ring RG. Early significant results about the unit group were proved by 

Higman [21, 22J, and since then considerable work has been done on this subject. In 

the important case where R = Z, the ring of rational integers, the most important 

reference is the comprehensive book by Sehgal [58]. 

In the study of group rings, one very fundamental problem is describing U(ZG) 

in some concrete way. A complete description (including generators) has been car­

ried out for only a relatively small number of groups. The unit group U(ZS3 ) was 
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first described by Hughes and Pearson [24] a.nd a different description was given by 

Allen and Hobby [2]. Most recently, Jespers and Parmenter [28] gave another char­

acterization of U(ZS3), which allows us to obtain additional information about the 

structure of this unit group. The structure of U(ZD8 ) was first obtained by Polcino 

Nlilies [40]. A more recent result of Jespers and Leal [27} (see also Parmenter(44} ) 

shows the freeness of a normal complement and also the important role played by 

the bicyclic units. Most recently Jespers and Parmenter [29] extended the descrip­

tion of U(ZG) for groups of order 16 and highlighted the important role played by 

the bicyclic units and Bass cyclic units. Some other examples of concrete descrip­

tions of U(ZG) include Allen-Hobby [1} for S4 and Aa, Passman-Smith [50] for D2p, 

Galovitch-Reiner-Ullom [56] for G = Cp >It Cq where q is a prime dividing p - L, 

Ritter-Sehgal [52] for JGJ = p3
, Kleinert [35, 36] for G == D2n where n is a.n odd 

number which is a. product of distinct primes, and for QP, the generalized quaternion 

group. 

We will shed further light on this subject in Chapter L We give matrix presenta­

tions of a normal complement for the following groups: D8 xC2 , D8 xC2 xC2 , D6 xC2 , 

D10 and D14 • We are mainly interested in describing constructively U(Z(G x C2 )), 

where U(ZG) has been described in some way. For example, we consider the follow­

ing question: If G has a normal complement generated by bicyclic units, does G X c2 

also have a normal complement generated by bicydic units? We give a negative an­

swer to this question, showing that none of the normal complements of Ds X c2 X c2 

is generated by bicyclic units, although a normal complement of Ds X c2 is indeed 

generated by bicyclic units. 

In Chapter 2, we first study the subgroup of all unitary units U1(ZG) (section 
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2.1). The study of unitary units was proposed by Novikov [43] and this subgroup 

was first described by Bovdi [10}. Since then a number of interesting results on 

this subject have appeared [11, 12, 13, 14, 15, 16, 23, 45]. Continuing on with the 

investigation initiated in Chapter 1, we establish a. relationship between unitary 

units in ZG and Z(G x C2) and we also characterize when U1(ZG) is a subgroup of 

finite index in U(ZG) . Then we introduce and investigate generalized unitary units 

in the rest of the chapter. We show that all of these units form a subgroup Ug,1(ZG) 

of the unit group which is exactly the normalizer of the subgroup of unitary units. 

One of our main results is that the normalizer of U9 ,1(ZG) is equal to itself wh.en G 

is a periodic group. Among other results, we give necessary and sufficient conditions 

for the unit group to be generalized unitary when G is periodic and also characterize 

when all bicyclic units are nontrivial and generalized unitary. 

Central units of integral group rings play a very important role in the study of 

generalized unitary units in Chapter 2. However, there are very few cases known of 

nonabelian groups G where the group of central units of ZG, denoted C(U(ZG)), 

is nontrivial and where the structure of C(U(ZG) ), including a complete set of gen­

erators, has been determined. In Chapter 3, we show that the central units of 

augmentation 1 in the integral group ring ZA5 form an infinite cyclic group (u), and 

we explicitly find the generator u. 

After studying central units, it is natural to consider the hypercentral units. In 

Chapter 4, we study the hypercentral units in the integral group ring of a periodic 

group G. We prove that the central height is at most 2. This extends work of Arora, 

Hales and Passi [3], who proved the same result for finite groups. We also discuss 

the relationship between hypercentral units and generalized unitary units. 
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Another extension of the centre C(U(ZG)) is then-centre, introduced by Baer 

(5]. It shares many properties with the centre, for example it follows from Corollary 

1 in Baer [6] that a group is n-abelian if the quotient modulo its n-centre is (locally) 

cyclic. In [33], Kappe and Newell shed further light on these similarities by inves­

tigating various characterizations and embedding properties of the n-centre. Our 

main result in Chapter 5 is a complete characterization of then-centre of the unit 

group of the integral group ring of a periodic group. To be specific, we prove t!tat 

then-centre is either the centre or the second centre of the unit group for all n > 2. 
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Chapter 1 

Units of 
Z(Ds X C2) and Z(Dg X c2 X C2) 

Let G be a finite group, U(ZG) the group of units of the integral group ring ZG 

and U1 (ZG) the subgroup of units of augmentation L Higman has a very famous 

theorem [22]: 

Theorem 1.0.1. For a finite group G,U(ZG) = ±G if and only if G is abelian of 

exponent 1,2, 3, 4, 6 or G = E x Qs where Q8 is the quaternion group of order 8 

and E is an elementary abelian 2-group. 

One way of proving this is to first show that U(ZQ8 ) is trivial - i.e. U(ZQ8 ) = 

±Q8 , and to next prove that if U(ZG) is trivial, then U(Z(G x C2)) is also trivial. 

Motivatived by the latter result, in this chapter we are primarily concerned with the 

problem of describing constructively U(Z( G x C2 )) for particular groups G , where 

U (ZG) has been described in some way. We are also interested in the following 

question: If G has a normal complement generated by bicyclic units, does G X c2 
also have a normal complement generated by bicydic units? 

Section 1.1 introduces preliminaries and notations, while section 1.2 theoretically 
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gives a general method of going from generators of U(ZG) to generators of U(Z( G x 

C2 )). Sections 1.3 and 1.4 describe all units of the integral group rings of groups 

Ds X c2 and Ds X c2 X c'J. respectively. Section 1.4 also gives a negative answer 

to the question proposed earlier, and section 1.5 deals with units of other integral 

group rings. 

1.1 Preliminaries and Notations 

Describing the unit group U(7l..G) of the integral group ring ZG of a finite group is a 

fascinating and fundamental part of the study of group rings. A complete description 

(including generators) has been carried out for only a relatively small number of 

groups (see Sehgal [57, 58] for an excellent survey, as well as the introduction). 

In [26], Jespers studiedU(7l..(DsxC2)) andU(Z(S3 xC2)) and proved that DsxC2 

as well as SJ X c2 has a torsion-free normal complement which is generated by bicyclic 

units. This torsion-free normal complement of D8 x C2 was described as a semi­

direct product of free groups. We will give a matrix presentation of such a normal 

complement and construct fewer hi cyclic generators for it ( in section 1.3). Our 

description of U(Z(Ds X C2)) is required in studying the group U(7l..(Ds X c2 X C2)) 

whose generators have not been constructed before ( in section 1.4). 

Let us recall some basic definitions and fundamental results which will be needed 

later in Chapter 1. 

(i) Bicyclic Units; 

Let a, bEG, where o(b) is finite. We write b for the sum of all powers of b: 
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Then (1-b)b = 0 and for any a E G, {(1-b)ab)2 = 0. Hence ub,a = 1 +(1-b)ab 

has inverse 1- {1 - b)ab. The units Ub,a, a, bEG are called bicyclic units of 

ZG. 

(ii) Normal Complement; 

If H is a subgroup of a group G, then H has a normal complement LV if 

N 4 G, H N = G a.nd H n N = L In subsequent sections, we will be primarily 

interested in a particular torsion-free normal complement of Gin U1(ZG). We 

will need the following theorem about normal complements: 

Theorem 1.1.1. (See Sehgal [58], p.160, Theorem{31.1}} Let G be a finite 

group having an abelian normal subgroup A, such that either 

{a} G /A is abelian of exponent dividing 4 or 6 or 

{b) G/ A is abelian of odd order. 

Then G has a normal torsion-free complement in U1 (ZG). 

In case (a), a normal complement to Gin U1(ZG) is always given by U(l + 

~(G)~(A)). Case (b) is more difficult (recall that if H is a group, ~(H) is 

the augmentation ideal of ZH, namely {2: ahh I L: ah = 0} ). 

(iii) Schreier Method; 
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Theorem 1.1.2. (See Passman [49], p.117, Lemma 1. 7) Let G be a finitely 

generated group, and let H be a subgroup of finite index. Then H is finitely 

generated. 

The proof of this theorem provides a method, called the Schreier method, 

of finding generators of the subgroup from those of the group. \Ve describe 

it briefly: let G = (xbx2, ·· · ,xt), and let {YbY2, • · · ,yn} be a complete set 

of right coset representatives for H in G. Let hii = YiXiYit 1, where y;,L is 

chosen such that hii E H. Then His generated by the finitely many elements 

hii, where i = 1, 2, · · · , n and j = 1, 2, · · · , t. 

(iv) PSL 

• Definition of GL(n, Z), SL(n,Z) 

The group of all invertible matrices Mnxn(Z) is called " th.e general linear 

group" and denoted by GL(n, Z). The subgroup of GL(n, Z) consisting 

of all matrices of determinant 1 is called " the special linear group" and 

denoted by SL(n, Z). 

• Definition of PGL(n, Z), PSL(n, Z) 

PGL(n,Z) - GL(n,Z)/{±ln}, 

PSL(n,Z) - SL(n,Z)/{±ln}· 

where ln is then x n identity matrix. 

• Definition of f{n) 

8 



We write r for P S £(2, Z). Letting [ ~ ~] be a typical element of r, we 

define the principal congruence subgroup of r of level of n, denoted by 

f(n), as the subset of r such that 

a = d = 1 mod( n), b = c = 0 mod( n). 

We have the following important results: 

Lemma 1.1.3. (See Newman [41], p.Lf6-1..f7) r(n) is a subgroup of fi-

nite index of r for all n and the index is shown as follows: 

{ 
tn311 (1 t) 

p.(n) = cr: f(n)) = ~ pjn - p2 

The first few values of Jl(n) are as follows: 

• Generators for r(2) 

n 1 2 3 4 5 
Jl 1 6 12 24 60 

n>2 
n=2 

r(2) is a free group of rank 2 and has A = [A~], B = [~ ?1 as free 

generators(Newman (41}, p.144, Theorem VIII.7, and p.149). 

( v) Dihedral Group D2n 

The finite group D2n = {a, b I an = b2 = 1, ba = an-lb) is called the dihedral 

group of order 2n. Recall that 0 8 was mentioned earlier and that Ds is 

isomorphic to SJ. 
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1.2 Units of Z(G x C2) 

In this section, we describe U(Z(G x C2 )) in terms of U(ZG) . Theoretically, this 

section gives a general method of finding generators of U(Z(G x C2)) from those of 

U(ZG). 

Let G be a group and C2 =(c) be a cyclic group of order 2. 

Define ft : Z( G x C2) -+ ZG by ft CE aigi + 'L, /3igic) = 2: ( Cti + .Bi )gi, where ai ~ 

f3i E Z, 9i E G for all i. Then [ 1 is a homomorphism. 

Define /2 : Z(G x C2)--+ ZG by /2Cl: aigi + Ef3igic) = l:(ai- /Ji)gi. Then /2 

is a homomorphism. 

Define f : Z(G x C2) ~ ZG x ZG by f = ([~,[2). Then Ker(f) = 0, so that f 

is a monomorphism. It is easy to see 

lm(f) = {(E ri9i, 2: £i9ill 'Yi = £i mod(2) for all i}. 

Certainly, ifu E U(Z(GxC2)), then f(u) E V = lm(J)n(U(ZG) xU(ZG)). But 

conversely, assume v = (~ 'Yi9i, E €i9i) E V, i.e. 2: ii9i E U(ZG), 2: £i9i E U(ZG) 

and 'Yi = £i mod(2) for all i. Mapping into ~G, we obtain 2: 7i9i = E £igi E 

U(Z2G), thus CE 'YiYi)-1 = Cl: tigi)-1 E U(Z2G). 

If (~ 'Yi9i)-1 = 2: 9i9i and CE €i9i)-1 = L: Yi9i, then fh = Yi mod(2) for all i. 

Therefore, v-1 = CE 8i9i, LYi9i) E I m(f) and the preimage of it is exactly the 

inverse of the preimage of v. This shows that f(U(Z(G x C2))) = lm(f) n (U(ZG) x 

U(ZG). 

We have proved that 

Theorem 1.2.1. U(Z(G x C2)) ~ {v = CL: ii9i, }:ei9i) E U(ZG) x U(ZG)II'i = 
€i mod(2) for all i)} C U(ZG) x U(ZG). 
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Corollary 1.2.2. If U(ZG) is trivial, then U(Z( G x C2)) is trivial. 

Remark 1.2.3 .. V is a subgroup of finite index ofU(ZG) x U(ZG) when G is finite. 

Proof. Let A,B E U(ZG)xU(ZG), where A= C'£aigi, Ef3i9i), B = (Ewigi, }:yigi) 

and ai = Wi mod(2),{3i = Yi mod(2). Mapping A, B into ~G x Z2G, we obtain 

A= B, thus A.jj-t = 1. Therefore, AB-1 = 1 +2(}:a~gi, l: ,Bigi) E V and A, Bare 

in the same coset of V. We point out that an upper bound of the index is 221GI. 0 

If a complete set of coset representatives could be found, the Schreier method 

would now give us a way of going from generators ofU(ZG) to generators ofU(Z(Gx 

C2 ) ). In practice, however, it seems very difficult even to decide the index, which may 

be very large, and still more difficult to find a complete set of coset representatives 

for the subgroup. 

Instead we will use an alternative method to describe unit groups for the following 

examples. Our main goal is to compute generators forU(Z(Ds X c2 X C2)). For this 

purpose, we need first deal with U(Z(D8 x C2)). 

1.3 Description of U(Z(Ds x C2)) 

In this section, we give a new description of U(Z(Ds x C2 )), which allows us to 

obtain additional information about the structure of this unit group. Furthermore, 

we construct a set of bicyclic generators for a torsion-free normal complement of 

Ds X c2 in Ul(Z(Ds X C2)). The techniques and results developed here will be used 

in subsequent sections. 

Our ma.in result is as follows: 
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Theorem 1.3.1. In Ut(Z(Ds X C2)), Ds X c2 has a torsion-free normal complement 

W = { u = 1 + a(l - a2 )la E ~(D8 x C2), u a unit }, which is generated by bicyclic 

units. More explicitly, 

W ~ { ([ 1 + 4wu 4wt2 ] , [ 1 + 4zu 4zt2 ]) 12fwt2 + z12 21w21 + z21 } 

2w~n 1 + 4w22 2z21 1 + 4z22 Wii, Zii E Z det = l 

where "det = 1" means that the matrix in each component has determinant L and 

this will be used throughout Chapter 1. 

Let Ds X c2 = (a, b, cia" = b2 = r? = 1, ba = a3b, ac = ca, and be= cb). 

Note that ifwe let A= (1,a2) 'then (Ds X C2)/A ~ c2 X c2 X c2; therefore, by 

Theorem 1.1.1, Ds X c2 has a torsion-free normal complement w = U(l + ll(Ds X 

C2 ) ~(A)) = {u = 1 + o(l - a 2)la E ~(D8 x C2 ) and u a unit }, so that the first 

statement holds. Next notice that a typical element in Z(D8 x C2)(1- a2) can be 

written as 

where (3, 'Y E ZDs. 

As a consequence, 

2 ( 2) 2 1 - c 2) 1 + c a(1- a ) E Z D8 x C2)(1- a C ZDs(l- a )(-
2
-) ffi ZDs(l- a (-

2
-) 

2 1-c 2 l+c 
C QD8 (1 -a )(-

2
-) ffi QDs(1 -a )(-

2
-). 

Therefore, we only need to deal with QD8 (1 - a 2
)( t;c) and QD8 (1 - a2)( ~). 
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1.3.1 Machinery 

We first examine carefully the Wedderburn decomposition of the rational group 

algebra Q( Ds x C2). Consider the idempotents f 1 = l--t
2 t;c and f 2 = t-./2 l~c. 

Then 

and 

a.nd elementary matrix bases for Q(Ds x C2)!1 and Q(Ds x C2)/2 over Q are given 

as follows: 

eu - l +b ft 
2 

ab-a 
el2 - 2 ft 

e21 - ab + af: 
2 1 

l-b 
ezz - -It 

2 

and 

su - 1 +b !2 
2 

ab-a 
St2 - 2 

fz 

Szt - ab+a f 
2 2 

1-b 
s22 - --/2 

2 

As we pointed out before, a(l- a 2) E 'l.(Ds x C2) C QDs(l- a2 ) t;c: EB QDs( l­

a2) 1!c ~ M2x 2(Q) EB M2 x2(Q). We wish to see exactly what thls embedding looks 

like with regard to the given elementary matrix bases. 
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Let us consider a typical element of Z(Ds x C2)(1- a2), say, v = (ao + a 1a + 
a 2b + a3ab + fJoc + {J1ac + (J2bc + f33abc)(l- a2

), where all a's and {J's are in Z. It 

can be rewritten in the form 

v 2 1-c 
= (ao + a1a + azb + a3ab +Poe+ f3tac + P2bc+ f33abc)(l- a )-

2
-

1+c 
+( a0 + a1 a + azb + a3ab + f3oc + Pt ac + fJ2bc + fJJabc){l - a2) -

2
-

1- a 2 1- c = 2(( ao- fio) +(at - {3t)a + {a2- {h)b + (a3- P3)ab) 
2 2 

1- a2 1 + c 
+2({a0 + f1o) +(at+ f3t)a + (a2 + f32)b + (a3 + P3)ab) 

2 2 
. 

We have 

!t - en + e22 

aft - e21- e1z 

bft - eu- e22 

abf1 - e12 + e21 

Similarly, 

l). - su + s22 

a/2 - S21- St2 

bf2 - Sn- S22 

abfz - St2 + S21 
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Hence the corresponding pair of matrices is 

Conjugating both by [At], we obtain 

This is a pair of matrices of the form 

([ 
2xu 4Xt2 ] , [ 2Ytt 4Yt2 ]) 

2x21 2x22 2Y21 2Y22 

and all Xij and Yii are in Z, and where 

xu ao 1 -1 1 -1 -1 1 -1 1 ao 

X12 <Xt 0 -1 1 0 0 1 -1 0 at 

X21 a2 0 1 0 1 0 -1 0 -1 a2 

X22 =A a3 1 1 -1 1 -1 -1 1 -1 a3 
Po - 1 -1 1 -1 1 -1 1 -1 /3o Yu 

Y12 f3I 0 -1 1 0 0 -1 1 0 f3t 
Y2t f32 0 1 0 1 0 1 0 1 {32 
Y22 /33 1 1 -1 1 1 1 -1 1 f33 
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Next, we try to find necessary and sufficient conditions which such a pair of 

matrices should satisfy. 

Consider 

1 0 0 1 I 0 0 1 
1 -2 2 -1 1 -2 2 -1 
1 0 2 -1 1 0 2 -1 

A-1 == ~ -1 2 0 1 -1 2 0 1 
4 -1 0 0 -1 1 0 0 1 

-1 2 -2 1 1 -2 2 -1 
-1 0 -2 1 1 0 2 -1 

1 -2 0 -1 -1 2 0 1 

Simplifying it through elementary row reductions, we obtain an equivalent rna-

trix : 

1 0 0 1 1 0 0 1 
r3 -r2 

0 -2 2 -2 0 -2 2 -2 
r4 +r2 0 2 0 0 0 2 0 0 

A-1 ,..., 
1 r2- r1 0 0 2 0 0 0 2 0 4 rs + r1 0 0 0 0 2 0 0 2 

rr-rs 
0 2 -2 2 2 -2 2 0 

rs + rs 0 -2 0 0 0 2 0 0 
rs +r1 0 0 -2 0 0 0 2 0 

or 
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1 0 0 1 1 
0 2 0 0 0 
0 0 2 0 0 

A-t f"'V 
1 0 0 0 2 2 -
4 0 0 0 0 2 

0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 

We deduce the following conditions: 

4lxu + X22 + Yn + Y22, 2{YH + Y22t 2fyu + x22, 

2lxt2 + Y12, and 21x21 + Y21-

0 0 1 
2 0 0 
0 2 0 
0 0 0 
0 0 2 
0 0 4 
0 4 0 
4 0 0 

(1.3.1) 

This is to say that such a pair of matrices with the property ( 1.3.1) will corre­

spond to an element in Z(D8 x C2)(1-a2). Conversely, it is easy to see any element 

in Z(D8 x C2)(1- a2 ) will correspond to such a pair of matrices with the property 

(1.3.1). As a. consequence, we obtain that 

In addition, notice that such an element v is in l::l.(Ds x C2){1- a2 ) if and only 

if 2JZ:i=t ( ai + f3i) , i.e. 2l(Yu + 2y2t), or 21Yu· 

(==> Vv E 6.(D8 x C2)(1-a2),v = r(l-a2) where r E l::::.(D8 x C2), and we can 

writer= r1 + r2(l + a2), where aug(rt) = l:~=1 (ai +Pi), r~, r2 E Z(Ds x C2). 

17 



0 = aug( r) = aug( rt) + 2aug( r2) ===> 2 I aug( rt) = E:=l ( Cti + ,Bi). 

¢=:::: If E:=l (ai +Pi) = 2n, then v = v- n(l + a2){1- a2
) E ~(D8 x C2 )(1- a 2)). 

Now the condition (1.3.1) reduces to 

4lxu + x22 + Yu + Y22, 2 IYrh 21 Y22, 

2lxu, 21x22, 2lxr2 + Yt2, and 2(x2t + Y'll· 

Rewrite the above pair of matrices in the form 

(1.3.2) 

where Xii = 2wii1 Yii = 2zii, Xij = Wij, Yii = Zij i =/= j, i,j = 1, 2. (1.3.2) becomes 

(1.3.3) 

If u = 1 + v E W, then 

[ 
1 + 4wu 4wr2 ] d [ 1 + 4zu 4zr2 ] 
2w21 1 + 4w22 ' an 2z21 1 + 4z22 

are invertible with inverses of the same type. Note that both determinants of the 

above pair of matrices are 1 since they cannot be -1, so 2 I z1 1 + z22 and 2 I w 11 +w22 • 

Thus the first condition in (1.3.3) is redundant. 

Conversely we note that if the above pair of matrices are invertible and satisfy 

(1.3.3), then the inverses are of the same type and also satisfy the same parity 

conditions. Therefore, the corresponding element is indeed in W. 

Now we have proved that 
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~ { ( [ 1 + 4wu 4wt2 ] , [ 1 + 4ztl 4zt2 ] ) 12(tot~ + Z12 

2w21 1 + 4w22 2z21 1 + 4z22 w;;, Zij E Z 

1.3.2 Generators of the Normal Complement W 

2lwzt + z21 } 

det = L 

[n this subsection, we construct a. set of generators for the normal complement ~V 

of Ds X c2 in Ut(Z(Ds X C2)). Moreover, we prove that bicyclic units generate w. 

Recall that 

W ~ { ( [ 1 + 4wu 4w12 ] , [ 1 + 4ztt 4zt2 ] ) 12lwn + z12 2lwu + z21 } 

2w21 1 + 4w22 2z21 1 + 4z22 Wij, Zii E Z det = 1 

which we denote by H1 • Let 

H
2 

= { ( [ 1 + 4wu 4wt2 ] , [ 1 + 4zu 4zt2 ] ) I Wij, Zii E Z } 
2w:u 1 + 4w22 2z21 1 + 4~2 det = 1 

Then H1 is a subgroup of index 4 in H2 with a set of coset representatives as 

follows: 

19 



( It is easy to verify that XiXj 1 is not in H1, for i # j, and 'Vh E H2 , hX1-
1 E 

f/1 for some i, where i,j = 1,.2,3,4.) 

Let's first compute a set of generators for H2 • 

R all h r(2) { M [ 
1 + 2a 2b ] I a, b, c, d E Z, } 

ec t a.t = = 2c 1 + 2d det M = 1, M E P S L(2, Z) 

is the principal congruence subgroup of level 2 in P S L(2, Z) , so it is free of rank 2 

with generators Vi = [A~] and V2 = [ i y J. Moreover, r(2) is of index 6 in P S L(2, Z) 

and 

rc ) { M [ 1 + 4a 4b ] I a, b, c, d E Z, } 4 = = 4c 1 + 4d det 1\1 = 1, lW E PSL(2,Z) 

is of index 24 in PSL(2,Z)(Lemma 1.1.3), so f(4) is of index 4 in f(2). Let 

N {M [ 1 + 4a 4b] I a, b,c, dE Z, } 
= = 2c 1 +4d detM = 1, ME PSL(2,Z) . 

Since f( 4) c N c r(2), N is a. subgroup of index 2 in f(2) and a set of coset 

representatives is as follows: 

Using the Schreier method, we find that N is generated by 

ht ••• t = [ ~ n 
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where hi,j,k = l'iltjYk-1,i,j,k = 1,2. Note that we have expanded the notation 

introduced in Theorem 1.1.2, as it will be useful to keep track of all 3 subscripts. 

As a consequence, a set of generators for H2 = N x N is a.s follows: 

Applying the Schreier method again, we find that H1 is generated by seven 

elements as follows: 
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1.3.3 Bicyclic Units in U(Z(Ds x C2)) 

Next we observe that, up to inverses, Z(D8 x C2) has only 16 bicyclic units, namely: 

ur = ub,a = 1 + (1- b)a(l +b)= 1 +(a+ ab)(l- a 2
) 

U2 = Ua6,a: = 1 + (1- ab)a(l + ab) = 1 +(a- b)(!- a2
) 

U3 = Ua:zb,a = 1 + (1 - a2b)a(l + a2b) = 1 +(a- ab)(l- a2
) 

U4 = Ua3b,a = 1 + (1- a3b)a(l + a3b) = 1 +(a+ b)(!- a2
) 

us= U&c,a = 1 + (1- bc)a(l +be)= 1 +(a+ abc)(!- a 2
) 

Us = uflbc,fl = 1 + (1 - abc)a(l +abc) = 1 +(a- bc)(l - a2) 

ur = U11:Z&c,a = 1 + (1- a2bc)a(l + a2bc) = 1 +(a- abc)(1- a2
) 

Us= Ufl3bc,a = 1 + (1- a3bc)a(l + a3bc) = 1 +(a+ bc)(1- a2) 

u9 = Ub,a:c = 1 + (1- b)ac(l +b) = 1 + (ac +abc)(!- a2
) 

u10 = Uab,ac = 1 + (1- ab)ac(l + ab) = 1 + (ac- be)(!- a2
) 

Uu = U 11:zb,ac = 1 + (1- a2b)ac(1 + a 2b) = 1 + (ac- abc)(1- a
2

) 

Ur2 = U 113b,ac = 1 + (1 - a3 b)ac(l + a3b) = 1 + (ac + bc)(l- a
2

) 

UtJ = U&c,ac = 1 + (1- bc)ac(l +be) = 1 + (ab + ac)(l- a2
) 

U14 = Uabc,ac = 1 + (1- abc)ac(l +abc) = 1 + (ac- b)(l- a2
) 

Uts = U 112&c,ac = 1 + (1- a2bc)ac(l + a2bc) = 1 + (ac- ab)(1- a 2
) 

Uts = U 4 3bc,ac = 1 + (1- a3bc)ac(1 + a3bc) = 1 + (ac + b)(l- a2
) 

Matrices corresponding to these bicyclic units are respectively, 

1 _ ( [ -3 -4 ] [ -3 -4 ] ) 
Ur- 4 5 ' 4 5 

1 = ( [ -3 -8 ] [ -3 -8 ] ) 
u2 2 5 ' 2 5 
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, = ( [ 1 -4 ] [ -3 -4 ] ) 
Us 0 1 ' 4 5 

, ( [ 1 0 ] [ -3 -8 ] ) 
u6 = 2 1 ' 2 5 

, ( [ -3 -4 ] [ 1 -4 ] ) 
u 1 = 4 5 ' 0 1 

' ( [ -3 -8 ] [ 1 0 ] ) 
Us= 2 5 ' 2 1 

, ( [ 5 4 ] [ -3 -4 ] ) 
Ug = -4 -3 ' 4 5 

, ( [ 5 8 ] [ -3 -8 ] ) 
u 10 = -2 -3 1 2 5 

' ( [ 1 0 ] [ -3 -8 ] ) 
u 14 = -2 1 ' 2 5 
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( I )-1 ( I )-1 I d I ( I )-1 I ( I )-lc I )-1 f I t'lr u12 , gs = u3 , 96 = u 11 an 97 = u4 u 12 u7 u11 u3 u8 u3 • vve con-

elude that the seven bicyclic units u3 , u4 , u 7 , u8 , u11 , u12 and u 13, generate W. This 

completes the proof of Theorem 1.3.1. 

1.4 Description of U(Z(Ds X c2 X C2)) 

This section continues the study of the unit group of the integral group ring of the 

group G X C2- In particular, it describes the unit group U(Z(Ds X c2 X C2)) of the 

integral group ring Z(Ds X c2 X C2)· Techniques developed in the previous section 

and the result regarding U(Z( D8 x C2)) are used to give a matrix representation 

of a torsion- free normal complement of Ds X c2 X c2 in Ur(Ds X c2 X C2)- wlore 

significantly, a set of generators for this normal complement is also constructed, and 

it turns out that none of the normal complements of Ds X c2 X c2 can be generated 

by bicyclic units. 

Let Ds X c2 X c2 = (a,b,cr,c21a4 = b2 = ci = ~ = l,ab = ba- 1,ac; =£;a, and 

bet. = Cib, i = 1, 2). 

Our main result is as follows: 

Theorem 1.4.1. In Ur(Z(Ds X c2 X C2)), Ds X c2 X c2 has a torsion-free normal 

complement v = { u = 1 + a(l - a2)1a E ~( Ds X c2 X C2), u a unit } . v can be 

represented as a set of four copies of 2 x 2 matrices with certain parity conditions. 

1\tforeover, a set of generators for this torsion-free normal complement is constructed. 
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statement is a consequence of Theorem 1.1.1. 

1.4.1 A Matrix Presentation of the Normal Complement 

If we choose idempotents ~ - 1- 42 1-c, .!=s. ~ - l-a
2 1±c, ~ ~ - l-a

2 
l-et 1tca 

J 1 - 2 2 2 'J2 - 2 2 2 'J3 - 2 2 2 ' 

and !4 = l2a.
2 
l~CJ 1~9 in the rational group algebra Q( Ds X c2 X C2), then we obtain 

that 

Elementary matrix bases for the above are given respectively as follows: 

e - 1+6 f u--2- 1 a.6-a J 
e12 = - 2 - 1 

a.6ta f 
e21 = 2 1 

1-6 f 
e22 = -2- 1 

I 1+b f eu = -2- 2 el -~f 12- 2 2 

el - a.b±a!: 
21- 2 2 

I l-b f. 
e22 = -2- 2 

- 1+6!: su- - 2- 3 ab-a. J 
St2 = -2- 3 

ab±a. /: 
521 = 2 3 

l-bf: 
522 = -2- 3 

5' - illJ. 11- 2 4 
s' - ab-a f. 
12- 2 4 

5' - ab±a f. 
21- 2 4 

' l-b f. 5 22 == 2 4 

Notice that D.(Ds X c2 X C2)(1- a2) ~ Z(Ds X c2 X C2)(1- a2) 

c Q(Ds X c2 X C2)(1- a2
) = QDs/t Ef)QDs/2 EBQDs/J (BQDs/4· 

A typical element in Z(Ds X c2 X C2)(1 - a 2) can be written in the form 

(ao + a1a + a2b + a3ab + (f3o + {J1a + {32b + f33ab)ct)(l - a 2 )+ 

(a~+ a~ a+ a;b + a;ab + ({J~ + {J~a + {3~b + .B;ab)ct)c2(1- a2
) 
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or 

Since 

2{[(ao- a~)- (f3o- {3~)] +[(at- aD- (f3t- fif)Ja+ 

[(a2- a~)- ({32- ,B~)Jb + [(a3- a~)- (!33- P~)]ab} / 1 + 

2{(( ao -a&) + (f3o - fi~)] + [( a1 -aD + (f3t - f3DJa+ 

((a2- a~)+ (/32- ,B~)]b + [(a3- a~)+ ({J3- p;)Jab} / 2+ 
2{[(ao +a&)- (f3o + fi~)] +((at+ a~)- (f3t + .BDJa+ 

[(a2 +a~)- ({32 + {J~)]b + [(a3 +a;)- (fiJ + {J~)Jab}/3+ 

2{((ao +a~)+ (flo+ fi~)] +((at+ a~)+ (f3t + .BDJa+ 

((a:2 +a;)+ ({32 + ,B~)]b + [(a3 +a;)+ ({33 + f3~)]ab} !4 

/r = eu + e22 aft = e2t - e12 

bft = eu - e22 abft = et2 + e21 

/2 = Su + S22 a/2 = S21 - St2 

b/2 = su - s22 ab/2 = St2 + S21 

/3 = e~t + e~2 a/3 = e~ 1 - e~2 

bj3 = e~ 1 - e~2 abf3 = e~2 + e~1 

j4 = s~ 1 + s;2 a/4 = s;1 - s~2 
b/4 = s~ 1 - s;2 abf4 = s~2 + s;1 

such a typical element corresponds to the four copies of 2 x 2 matrices: 
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2[( ao -a~) - (Po - {J~) 2[( 0:3 - a~) - (!Ja - fi~) 
+(a2- ai)- (fh- Pi)J -(at- aD+ (fit- PDJ 
2[( aa -a~) - {/h - !1;) 2[( ao - o:~) - (fJo - 13~) 
+(a1- a:D- (13t- /JD1 -(az- a~)+ CfJ2- /J~)] 

2((ao -a~) +(flo- {1~) 2[( a3 -a~) + (!J3 - P~) 
+Ca2 -a~) + (fJ'Z - {j~)J -( O:t - ai) - (f3t - .BDJ 
2[(a3- a~)+ (/13- /3~) 2[(ao- o:f,) + (/Jo- jJ~) 
+{at- a't) + (f3t- .BD] -(o:z- a~)- ({32- ,8~)] 

2[( ao +a~) - (f3o + /3~) 2[( 0:3 +a;) - (/h + f3;) 
+(a2 + o:;)- {/32 + .B~)] -(at+ aD+ (f3t + PD] 

2[(aa + o:;)- (/J3 + {J~) 2[{ao + oo)- (Po+ /3~) 
+{at+ o:~)- (fit+ fJD] -(a2 +a~)+ (!32 + P~)] 

2((eto +of,)+ (f3o + {J~) 2[(a3 +a~)+ ((J3 + {3~) 
+(o:2 +a~)+ ({32 + 112)1 -(o:t +a~)- (fit+ f3f)] 

2(( a3 +a;) + (f3a + {J~) 2[( ao +a~) + (fJo + {J~) 
+( o:1 + o:t) + (f3t + PD l -( o:2 + o:;) - C/3?. + f3;)J 

Conjugating each by [A U, we reduce to 
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2[(ao- a~)- (at- aD+ (a2- a:~) 
-(a3- a;)- (,Bo- {J~) + (f3t- ,Bf) 
-({32 - P~) + (!33 - ,8~)] 

2[(at- aD+ (a3- a;) 
-C/3t - .BD - (/33- P~)J 

2[(ao- ari)- (at- aD+ (a2- a~) 
-( a3 - a;) + (Po - !3~) - (fit - PD 
+(/32 - {3~) - (fJJ - ~~)1 

2((at - ai) + {a3- a;) 
+C.Bt - f3D + Cfh - .8~)1 

2[(ao +a~)- (at+ aD+ (a2 +a~) 
-(a3 +a;)- (/3o + f3~) + (,Bt + .BD 
-(/32 + ,8~) + ({33 + ,8~)1 

2[(at + ai) + (a3 +a;) 
-(fit + PD - (/33 + /3~)] 

2[(ao +a~)- (at+ a~)+ (a2 +a~) 
-( a3 + a;) + (f3o + fl~) - (f3t +/3D 
+(/32 + fi~) - (!33 + ,8~)] 

2[(a1 + ai) + (a3 +a;) 
+C.B1 + .BD + (fl.J +.a;)] 

denoted by 

where Xij, x~i, Yii and y~i are in Z a.nd 

4[-{at- a~)+ (az- a~) 
+(.Bt - .BD - C.B2 - P~ H 

2[(ao- a~)+ (at- a~) 
-(a2- a;)+ (a3- a;)- (Po- !3~) 
-(.81 - .BD + CP2 - .8~) - (/33 - ,B;)] 

4[-(at- aD+ (a2- a~) 
-CPt - PD + CP2 - .8~)1 

2[(a0 - a~)+ (a1 -a~) 
-(az- a~)+ (a3- a;)+ (/3o- /3b) 
+(.Bt - ,8i)- ({32- ,8~) + ({33 - ,8~)1 

4[-(a1 +a~)+ (a2 +a~) 
+(.Bt + ,B~) - ({32 + {3~)] 

2((ao +a~)+ (at+ a~) 
-(a2 +a;)+ (a3 +a;)- (Po+ J3b) 
-(f3t + .BD + Cf12 + .B~) - (.83 + !3£)1 

4[-(a1 +a~)+ (a2 +a;) 
-(Pr +!3D + CP2 + f3~)J 

2[(ao +a~)+ (at+ a'd 
-(a2 +a~)+ (a3 +a;)+ (/3o + f3b) 
+(.Bt + .BD - CP2 +,a~) + (/33 + ,B~)J 
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xu ao 
Xt2 at 
x21 a2 
X22 a3 

Yu f3o 
Yn Pt 

Y21 P2 

Y22 =A !h , 
a' -

xu 0 , 
a' x12 1 

I a' x21 2 , a' X22 3 
I 

Yu /3~ 
I 

Y12 p~ 
I 

Y21 /3~ 
I 

Y22 /3~ 

1 -1 1 -1 -1 1 -1 1 -1 1 -1 1 1 -1 1 -1 a a 

0 -1 1 0 0 1 -1 0 0 1 -1 0 0 -1 I 0 Ql 

0 1 0 1 0 -1 0 -1 0 -1 0 -1 0 1 0 1 Q2 

1 1 -1 1 -1 -1 1 -1 -1 -1 1 -1 1 1 -1 1 GJ 

1 -1 1 -1 1 -1 1 -1 -1 1 -1 1 -1 1 -1 1 f3o 
0 -1 1 0 0 -1 1 0 0 1 -1 0 0 1 -1 0 f3t 
0 1 0 1 0 1 0 1 0 -1 0 -1 0 -1 0 -1 ,87, 
1 1 -1 1 1 1 -1 1 -1 -1 1 -1 -1 -1 1 -1 /33 
1 -1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1 cl 0 

0 -1 1 0 0 1 -1 0 0 -1 1 0 0 1 -1 0 a' 1 

0 1 0 1 0 -1 0 -1 0 1 0 1 0 -1 0 -1 a; 
1 1 -1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 a' 3 
1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 {3~ 
0 -1 1 0 0 -1 1 0 0 -1 1 0 0 -1 1 0 {3~ 

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 {3~ 

1 1 -1 1 1 1 -1 1 1 1 -1 1 1 1 -1 1 8' ' J 
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1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 
1 -2 2 -1 1 -2 2 -1 1 -2 2 -1 1 -2 2 -t 
1 0 2 -1 1 0 2 -1 1 0 2 -1 1 0 2 -l 

-1 2 0 1 -1 2 0 1 -1 2 0 1 -1 2 0 L 
-1 0 0 -1 1 0 0 1 -l 0 0 -1 1 0 0 t 
-1 2 -2 1 1 -2 2 -1 -1 2 -2 1 1 -2 2 -l 
-1 0 -2 1 1 0 2 -1 -I 0 -2 I 1 0 2 -l 

A-t=!_ l -2 0 -1 -1 2 0 1 I -2 0 -1 -I 2 0 1 

8 -1 0 0 -1 -1 0 0 -1 1 0 0 1 1 0 0 1 
-1 2 -2 1 -1 2 -2 1 1 -2 2 -1 1 -2 2 -1 
-1 0 -2 1 -1 0 -2 1 1 0 2 -1 1 0 2 -1 

1 -2 0 -1 1 -2 0 -1 -1 2 0 1 -1 2 0 
1 0 0 1 -1 0 0 -1 -1 0 0 -1 1 0 0 
1 -2 2 -1 -1 2 -2 1 -1 2 -2 1 1 -2 2 -L 
1 0 2 -1 -1 0 -2 1 -1 0 -2 1 1 0 2 -l 

-1 2 0 1 1 -2 0 -1 1 -2 0 -1 -1 2 0 

Simplifying by elementary row deductions, we obtain an equivalent matrix: 

1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 
0 2 0 0 0 2 0 0 0 2 0 0 0 2 0 0 
0 0 2 0 0 0 2 0 0 0 2 0 0 0 2 0 
0 0 0 2 0 0 0 2 0 0 0 2 0 0 0 2 
0 0 0 0 2 0 0 2 0 0 0 0 2 0 0 2 
0 0 0 0 0 -8 8 -8 0 0 0 0 0 0 0 0 
0 0 0 4 0 0 0 -4 0 0 0 0 0 0 8 0 

A-t-.!:_ 0 0 0 0 0 8 0 8 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 4 

0 0 0 0 0 0 0 0 0 4 0 0 0 4 0 0 
0 0 0 0 0 0 0 0 0 0 4 0 0 0 4 0 
0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 4 
0 0 0 0 2 0 0 2 2 0 0 2 0 0 0 0 
0 0 0 0 0 4 0 0 0 4 0 0 0 0 0 0 
0 0 0 0 0 0 4 0 0 0 4 0 0 0 0 0 
0 0 0 0 0 0 0 4 0 0 0 4 0 0 0 0 
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This gives the following 14 conditions: 

8 I xu+ X22 + Yu + Y22 + xit + x;2 + Ytt + !h2, 

4 I Xt2 + Yn + x~z + Yb, 4 ( x21 + Y21 + x~I + Y;1, 

4 I x22 + Y22 + x;2 + Y~2, 4 I Yu + Y22 + Y~ 1 + Y~z, 

4 I Yu + Y22 + x~ 1 + X~2' 2 I X22 + Y22, 2 I X~z + Yt2, 

2 I x~2 + Ytz, 2 I x;l + Y~o 2 I x;z + Y~z, 

21 x;l +Y21, 21 x;2 +Y22, 21 x;2 +x~t· 

( 1.4.2) 

Similar to the situation of Ds X c2, such a typical element is in ~(Ds X c2 X 

C2)(l-a2) ifandonlyif21 E7=0(ai+Q~+/h+.Bi). SinceE~=0 (ai+a~+.8i+.Bi) = 
Y~t + 2y~1 , the above condition reduces to 2 I y~ 1 • Together with (1.4.2), we obtain 

the following conditions: 

Rewrite (1.4.1) as 

w~;. The above conditions reduce to 
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2 I Zt2 + Wu, 2 I zb + w~2' 2 I Z21 + W?.h 2 r z~l + w;l' 

2 I W12 + zi27 2 I w21 + z~1 ,. 2 I z~ 1 + z~2 + Wu + w22~ 

(1.4.3) 

Now we claim that in Ut (Z( Da X c2 X c2))' Ds X c2 X c2 has a torsion-free normal 

complement V and 

where 

,,. _ [ 1 +4zu 4zt2] M _ [ 1 +4wu 4w12] 
lYl.l - , 2- ' 

2z21 1 + 4z22 2w21 1 + 4w22 

and 

2 I Zt2 + w12, 2 I zb + wb, 2 I z21 + w217 2 I z~1 + w;1, 

2 I w12 + z~2 , 2 I W21 + z;1, 2 I Z22 + w22 + z~2 + w~2 , (1.4.3* ). 

Proof. Let 1 + r E V. Then as we showed earlier, it corresponds to a. four copies 

of 2 x 2 invertible matrices (M1, M2, M3 , M4 ) with the conditions (1.4.3). We will 

show that in (1.4.3), the following conditions: 
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2 I z~l + z~2 + Wu + w22, 2 r Wu + w22 + w~l + w;2, and 

4 f Wu + w22 + zu + z22 + w~1 + w~2 + z~ 1 + z~2 
are redundant. Therefore, (1.4.3) reduces to (1.4.3*). 

We note that all det(M;) = 1 fori= 1,2,3,4 since det [ :~ + 1 

for a.ny l, m, n, s E Z. It follows that 

zu + z22 + 4zuz22 - 2z12z21 = 0, 
Wu + w22 + 4wuw22- 2w12w2t = 0, 

4m] # 1 
4s + 1 

Therefore 2 I z~ 1 + ~2 + wu + w22 a.nd 2 I w 11 + w22 + w~ 1 + w;2 • Furthermore, we 

have 

- 0 mod(4) (1.4.4) 

Case 1: If 2 I z21, then 2 I w217 2 I z~1 and 2 I w;1 since 2 I z21 + W2t, 2 I z~t + 
w21 and 2 I z~ 1 + w21• Therefore the second term in (1.4.4) is divisible by 4. As a 

consequence, 

( 1.4.5) 

Case 2: If z21 #= 0 mod(2), then neither are w2r, z~1 and w~1 • Therefore (1.4.4) 

reduces to 

(wu +w22+zn +z22+w~1 +w22 +z~1 +z~2 ) -2(z12+w12+zb+wb) = 0 mod(4) 

Since both z12 + w12 and z~2 + w~2 are divisible by 2, we obtain ( 1.4.5) again and 

this finishes the proof of one direction. 

Conversely, copy the second part of proof of Theorem 1.3.1 and we are done. 

0 
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1.4.2 Generators for the Normal Complement 

In this subsection, we proceed to compute generators for the normal complement V 

of Ds X c2 X c2 in Ut(Z(Ds X c2 X C2)). 

Recall that Ds X c2 has a torsion-free normal complement w in Ut (Z( Ds X c2)) 

(Section 1.3.2), where 

W ~ {([ 1 +4Wtt 4Wt2], [ 1 +4ztt 4zt2 ]) 12lwt2 + z12 2lw21 + Z21 } 

2w2t 1 + 4w22 2z·u 1 + 4z22 Wij, Zij E Z det = 1 

is generated by seven bicyclic units (Section 1.3.3) as follows: 

Therefore W x W is generated by 14 elements , namely; Yi, \'2, · · · , Yi4, where 

Yi = (~', /'), and Yi+7 = (I', l'i'), i = 1, 2, • • · , 7, and /' is the pair of 2 x 2 identity 

matrices. Our normal complement v of Ds X c2 X c2 is the subgroup of w X w 

with additional conditions: 

2 I W12 + z~2 , 2 I W21 + z~1 , 

4 I w12 + wb + Zt2 + zb 
2 I w22 + w;2 + z22 + z~2 
4 I w21 + w~1 + z21 + z~ 1 

First we compute the index of this subgroup. Let 
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• Ht ={A I A E w X W} = w X w, 

• H2 = {A I A E H1 and 2 I w21 + ~1 }, 

• H3 ={A I A E H2 and 2 I w12 + z~2 }, 

• H4 = {A I A E H3 and 4 I W12 + w~2 + Zt2 + z~2}, 

• Hs ={A I A E H4 and 41 w21 + w;1 + z21 + z~1h 

• H6 ={A I A E Hs and 2 I W22 + w~2 + z22 + z~2} = V. 

It is easy to check that each Hi+l is a subgroup of Hi of index 2 fori= 1, 2, 3, 4, 5. 

Therefore, V = H6 is a subgroup of H1 of index 32. 

Next we use the Schreier method to compute generators step by step. ln each 

step, we compute those for a subgroup and try to reduce the number of them as 

much as possible. 

(i) Step 1. Calculate Generators for H2 • 

As we mentioned before, W x W = (Yt, 1'2, · .. ,. , Yi4 ). A set of coset represen­

tatives for H2 is X 1 =(I, l, I, l); X2 = (B, B, I, I) where 8 = [~ y]. 

Applying the Schreier method, we obtain a set of generators for H2 which can 

be reduced to the following 14: 

91 = 91.1.1 = ( [ ~ -1 1 . [ ~ -n . [ ~ n . [ ~ n ) . 
92 = Yt.S.l = ( [ ~ n . [ ~ ~ J . [ ~ n . [ ~ n ) ; 
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-1 ( [ 1 0 ] [ 1 0 ] [ 1 0 ] [ 1 0 ] ) . 
94 = gl ,6,2 = 4 1 ' 0 1 1 0 1 ' 0 1 ' 

_ 1 ( [ -3 -8 ] [ 1 0 ] [ 1 0 ] [ I 0 ] ) . 
gs = gs9t,4,29s = 8 21 ' 0 1 ' 0 1 ' 0 1 ' 

96 = ~·2• 1 = ( [ ! n . [ ! n . [ ~ n . u n ) ; 
9F= 91.7.1 = ( u n . [ -! -: 1 . [ ~ n . u n ) ; 
98 = 91,9,2 = ( [ _; n ' [ _; n ' [; n , [ ; n ) ; 
99 = 91$·1 = ( [ ~ n . [ ~ n . [ ~ -n . [ ~ -n ) ; 
910 = 91.12.1 = ( [ ~ n . [ ~ n . [ ~ 1 1 . ( ~ -: 1 ) ; 

( [ 
1 0 ] [ 1 0 ] [ -3 -4 ] [ 1 -4 ] ) 

911 = g1,10,1 = Q 1 ' Q 1 ' 4 5 ' 0 1 1 

912 = 91.14.1 = ( [ ~ n . u n . [ ~ n . [ -! -: 1 ) ; 

-1 ( [ 1 0 ] [ 1 0 ] [ -3 -8 ] [ 1 0 ] ) . 
913 = 9s 91,11,2 = 0 1 ' 0 1 ' 8 21 ' 0 1 ' 
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[ 
1 0 ] [ 1 4 ] [ -3 -4 ] [ -3 -8 ] Let B = 2 1 1 C = 0 1 1 D = 4 5 , E = 

2 5 

= D-1 B-•c, and I= [ ~ ~ ] . We rewrite g; as follows: 

9t = (C-1 , c-t, I, I); 

93 = (D, c-t, I, I); 

9s = (B- 1 E, I, I, I); 

97 = (C, D, I, I); 

99 = (I,I,C- 1,C-1); 

9u = (I, I, D~ c-t ); 

913 =(I, I, B-1 E, I); 

92 = (C, c- 1
, I, I); 

g" = (82
, I, I, I); 

9s = ( B2
, 8 2

, I, /); 

9s = (B-1
, B-1, B, B); 

Yto =(I, l, C, C-1 ); 

Y12 =(I, I, C, D); 

914 =(I, I, 8 2
, I). 

(ii) Step 2. Calculate Generators for H3 • 

From now on, we confuse notations. We denote generators for a group by 

{Yi}, those for its subgroup by {gk} and a set of coset representatives for the 

subgroup by {Xi}· 

H2 = (Yi, }'2, · · · , Yi4 ) and a set of coset representatives for H3 is given by 

X 1 = (I, I, I, I); X2 = (I, I, C, C). Similar to Step 1, we obtain a set of 15 

generators for H3 as follows: 
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9t = Yl.t2 = ( C, C, C, C); 

93 = 9~92191,9,2 =(I, C2
, I, I); 

95 = 91,8,19697 = (B, B, B, B); 

97 = 91,6,196
1 =(I, B 2

, I, I); 

99 = 91,3,291921 = (Dc-t, I, I, I); 

9u = 91,11,29~92193 1941 =(!,I, Dc-t, I); 

913 = 91,5,1 = ( B-1 E, I, f 7 I); 

(iii) Step 3. Calculate Generators for H4 • 

92 = 9191,2,2 = (C2
, I, I~ I); 

94 = 92,10,1 =(I, I, C2
, I); 

96 = 91.4,1 = ( B2
, I, l, I); 

98 = 91,14,1 = (I, I, B 2
, I); 

9to = 91,7,29192
1931 = (/, nc-l ~/.f): 

Y12 = 91,12,2 =(I, 1, I, De-l); 

914 = 9t,ta,t = ( l, I, B-1 E, l); 

A set of coset representatives is given by X1 _ _ (I~ I,_ I,_I);_ XJ. _ (92~ I,_ I,_l)~ 

A set of 16 generators for H4 is as follows: 

91 = 91,1,1 = (C, C, C, C); 

93 = 9491,4,2 = ( C2
, I, C2

, I); 

9s = 9t,5,1 = (B, B, B, B); 

9; = 9t,7,1 =(I, B2
, I,!); 

99 = 91,9,294 =(DC, I, I, I); 

9u = 9t,u,293 = (I, I, DC, I); 

9ta = 9t,t3,294 = (B-1 EC2
, I, I, I); 

915 =91,t5,t = (B,B,CBC- 1,CBC-1
); 
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92 = 9t,3,294 = (C2
, C2

, l, l); 

94 = 92,2,1 = (C4
, l, I, I); 

96 = 9t,6,t = (B2
, I, I, I); 

9s = 91,8,1 = (I, I, B 2 , I); 

91o = 91,10,292 =(I, DC, I, I); 

912 = 91,12,29~92 193194 =(I, I,!, DC); 

914 = 9t,14,293 =(I, I, B- 1 EC2
, I); 

916 = 92,5,2 = (C2BC-2
, B, B, B). 



(iv) Step 4. Calculate Generators for H5 • 

A set of coset representatives for H5 : X1 =(I, l, I, I); X2 = (82 , I, I, I). 

We obtain the following set of 17 generators for H5 : 

9t = 9t,t,1 = (C, C, C, C); 

93 = 91,2,1 = (C2
, C2

, I, I); 

95 = 91,5,1 = (B, B, B, B); 

97 = 91,7,298 = (82
, 8 2

, I, I); 

99 = 9t,9,298 = (DC B2
, I, I, I); 

9t1 = 91,11,2989697 1 = ( l, I, DC 8 2
, I); 

913 = 9t,t3,1 = (B- 1 EC2, I, I, I); 

915 = 92:L2Y1 = (B2C-1 B-2c, 1, 1, I); 

9t7 = 9t.ts,t = ( B, B, C BC-1
, C BC-1 

). 

92 = 9391,3,194
1 ==(I, C2

, C2 ~I); 

94 = 9t,4,1 = (C\ I, I, I); 

96 = 91,8,291 =(I, B 2
, 8 2

, I); 

9s = 92,6,1 = ( 8\ l, I, I); 

Y1o = 91,to,297 =(I, DC B 2
, l, I); 

912 = 96191,12,29~ = (I, l, l, DC 8 2
): 

914 = 9t,14,1 =(I, I, B- 1 EC2
, l); 

91s = 9t,16,1 = (C2 BC-2
, 8, B, B): 

Remark 1.4.2. It turns out to be convenient if we replace 99 ,910 , g1 ~, Y12 by 

g~ = (CDB2
, I, I, I)= 9t999s

1
9ts91

1
Ys, 9~o = (I,CDB2

, I, I), 

9~ 1 =(I, I, CDB2
, I), 9~2 =(I, I, I, CDB2

). 
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(v) Step 5. Calculate Generators for H6(~ V), the Normal Complement. 

A set of coset representatives is given by X 1 =(I, I, I, I), X2 =(I, l, I, CDB2
). 

A set of 19 generators for our normal complement is as follows: 

9t = 9t.t,1 = (C, C, C, C); 

93 = 9t,z,t = (I, C2
, C2 , I); 

9s = 9t,5,1 = (B, B, B, B); 

97 = 9t,6,t = (f, B2
, 8 2

, I); 

!/9 = 9t,9,z9t2 = (D', I, I, D'); 

911 = 9t,u,z9t2 =(I, I, D', D'); 

9t3 = 91.13,29t2 = (F, I, I, D'); 

-grs =- Yr.uo = (B26-J.B~2e, r, I-,-I)T 

-1 -1 
9L7 = Y1 9t,17,t9t9s 

9t8 = 92,5,2 = (B, B, B, D' B(D')-1 
); 

92 = 9t.3.1 = (C2
, C2

, I, l); 

94. = 9t,4.1 = (C4
, l, l, l); 

9s = g1,1.1 == (82
, 8 2

, I, l); 

98 =g1.s.r = (B'\l,I,l); 

9to = 9t,to,2912 = ( l, D', l, D'); 

9t2 = 92,12,t = (I, I, I, ( D')2
); 

914 = 9t,t4,29t2 = ( l, l, F, D'); 

gts = .9t,ts.t -== \~ BC-~, B, B, B);-

= (C-1BCB-1,C-1BCB-1, [, !); 

9t9 = 92.t,2 = (C, C, C, D'C(D')- 1 
). 

With. a. little modification, we reduce to the following set of generators for the 

normal complement: 
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St = (C, c, c, C); 

s3 = (I, C 2 
r C2

, I); 

ss = (B, B, B, B); 

S7 =(I, 8 2
, 8 2, I); 

Sg = (D, c, c, D); 

su = (C,C, D, D); 

St3 = ( F, I, I, D'); 

Sts = (B2 , c-l B 2C, I, I); 

St7 = ((C 8)2
' (C 8)2

' I, I); 

St9 = ( c, c, c, D 8 2C B-2
( D)- 1 

). 

s2 = (G2 , C2 , I, I); 

s4 = (C4
, /,I, I); 

Ss = ( B2 , 8 2 , I, I); 

Sg = (B\ I, I:/); 

Sto = (C, D, C: D); 

St2 =(I, I, l, (C D) 2
); 

St4 = (l,I,F,D'); 

s ts = ( C2
, BC2 B- 1 

, I, I); 

Sts = (B, B, B, c DB o-tc- 1 ); 

This completes the proof of Theorem 1.4.1. 

1.4.3 Bicyclic Units in U(Z(Ds X c2 X C2)) 

In this subsection, we will calculate all bicyclic units in U(Z(Ds X c2 X C2)) and 

prove that bicyclic units do not generate the normal complement. There are 64 

bicyclic units up to inverses in U(Z(Ds X c2 X C2)). The first 16 bicyclic units are 

the same as those in U(Z(D8 x C2 )) shown on page 22; in this case, we write c1 

instead of c. The next 16 bicyclic units are obtained by replacing the first subscript 

a of each Ua,IJ by ac2. The remaining 32 hi cyclic units are produced by replacing 

the second subscript {3 of the first 32 bicyclic units obtained by {3c2. 

Matrices corresponding to these bicyclic units are respectively, 
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u~ =en, D, D, D); 

, -ee-l c-1 c-1 c-1). u3 - , ' , ' 

u; = ec-t, D, c-t, D); 

u~ = (D,C- 1,D,C-1
); 

u~ = (D-1, D, D-1, D); 

·u' - (C c-1 C c-1)· u- , '' ' 

u'13 = (C, D, C, D); 

, - (D-l c-1 o-1 c-1)-
uts - ' ' , ' 

u~7 = (C-1, c-t, D, D); 

u~9 = (D, D, c-r, c-1
); 

u~1 =en, c-1
, c-t, D); 

u;3 = (C-1, D, D, C-1 ); 

u;5 = (C, c-1, D-1, D); 

u;7 = (D-1, D,C,C-1); 

u;9 = (D- 1, c-1, C, D); 

u;1 = (C, D, D-1
, c-1); 
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u~ = (E, E, E, E); 

u~ = (B, B~ B, B); 

u~ = (B, E, B, E); 

u~ = (E, B, E, B); 

u~0 = (E-1 , E, E-1, E); 

u~2 = (B-1 , B, a-1, B); 

u~4 = (B- 1, E, B-1, E); 

u~6 = (E-1 , B, E-1
, B); 

u~8 = (B, B, E, E); 

u~0 = (E, E, 8, B); 

u;2 = (E, B, B, E); 

u;4 = (B, E, E, B); 

u;6 = (B-L' B, e-L' E); 

u~8 = (E-1
, E, B-1

, B); 

u;0 = (E-1 , B, B-1, E); 

I - eB-1 E E-l B)· 
U32- ' ' , ' 



u~3 = (D- 1,D-1.,D,D); 

u;5 = (C,c,c- 1,C-1); 

u;1 = (C, n-t, c-1, D); 

u;9 = (D-1
, e, D, c- 1

); 

u~1 = (D, n-1
, D- 1

, D); 

I - ee-l c c c-1). 
U43- ' , ' ' 

I - ee-l n-1 c D)· 
U4s- ' ' ' ' 

u~7 = (D, C, n-1, c-t ); 
U~g = (C, C, D, D); 

u;1 = cn-1' n-1' c-1, c-1); 

u~3 = (D- 1, C, c-1, D); 

U~s = (C, n-l, D, c-1 ); 

u~7 = (C-1 , C, n-t, D); 

u~9 = (D, n-l, c, c-1 ); 

U~t = (D, c, c, D); 

u~ =ee-l' n-1' n-1' c-1 ); 

u1 
- (E-1 E-1 E E)· 

34- ' ' , ' 

u' - (B-1 E-1 B E)· 
38- ' ' ' ' 

u~0 = (E- 1
, B-1

, E, B); 

u~2 = (E,E-1,E-1,E); 

u~4 = (8, B- 1
, B- 1

, B); 

u~6 = (B, E-1, B-1, E); 

u~8 = (E, B-1
, E-1

, B); 

U~o =es-t' B-1
' E, E); 

u~2 = (E- 1, E-1
, 8, B); 

u~4 = (E-1
, B-1

, 8, E); 

u~6 = (B- 1,E-1,E,B); 

u~8 = (B, B-1
, E-1, E); 

U~o == (E, E-l' n-l' B); 

u~2 = (E, B-1
, B-1, E); 

u~ == (B, E- 1
, E- 1 , B). 

We note that each of the following generators: St, s2 , • • • , s 12, s 11, is a product of 

b. eli "t E li "tl ( I )-1 ( I )-1 I ( I )-1 I some 1cy c urn s. xp o y, St = u3 , s2 = u3 u35 , s3 = u3 u43 , 
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Next we will prove that s 13 is not a product of bicyclic units. Since 

[ 
1 0 ] [ 1 4 ] [ -3 -4 ] B= 2 1 ., C= 0 1 'D = 4 5 ' 

are free generators for a subgroup K of index 2 in f{2) (see [29]), we can define a 

mapping as follows: 

f : K x K x K x K --+- D8 x Ds x Ds x D8 , 

where f = EBt=t fi, fi : K--+- Ds, fi(B) =a, fi(C) = fi(D) = b, i = 1, 2, 3, 4. Note 

that [i(D') = a2
, /i(E) =a, fi(F) = 1. So f(s 13) = {1.,l~l,a2 ) and images of all 

the bicyclic units up to inverses are reduced to "Yt = f( u~) = ( b, b, b, b); 1'2 = f( u~) = 

(a,a,a,a); [3 = f(u~0) = (a-1 ,a,a-1,a); "Y4 = J(u;..) = (a- 1,a-1 ,a,a); and "Ys = 

f(u~2 ) = (a,a- 1,a-1 ,a). Since "Ytii = ii-1"Yt, and "Y~ = (1, 1, 1, 1), we have that if 

j(s13) is a product of "Yf1, then f(st3) is a product of '"'ff1 with i > 1. Let 

p : (a) x (a) x (a) x (a) --+- (a) be defined by p(xl'l x2, x 3 , x4 ) = x 1x 2x 3x 4 • Then p 

is a homomorphism. Since p(f(sl3)) = a2 and P(Ili>tfi) = rri>l P("Yi)m = 1, StJ 

cannot be a product of bicyclic units. We have proved the following proposition: 

Proposition 1.4.3. The normal complement v of Ds X c2 X c2 cannot be generated 

by bicyclic units. 

Since all of the hi cyclic units are situated inside this normal complement V, we 

even have a stronger result: 

Corollary 1.4.4. None of the normal complements of Ds X c2 X c2 can be generated 

by bicyclic units. 
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1.5 Units in Other Integral Group Rings 

The procedure developed in previous sections can be applied to other integral group 

rings. We give two examples as follows: 

Theorem 1.5.1. In U1(Z(D6 x C2)), D6 xC2 has a torsion-free normal complement 

W = {u = 1 +a(1-a2 )la E ~(D6 x C2 ),u a unit} which is generated by 7 bicyclic 

units. 1\fore explicitly, 

W ~ {([ 1 +3wu 3wt2], [ 1 +3zu 3zl2 ]) 12 I wii +zii i,j = 1,2. } 
3w21 1 + 3w22 z21 1 + 3z22 Wij, Zij E Z det = l 

The 7 bicyclic units which generate the normal complement are Uba,ac, Uba.2c,ac' 

Theorem 1.5.2. In Ut(ZDw), D10 has a torsion-free normal complement W -

{u = 1 +a(1-a)!a E ~(Dr0),u a unit}. L'4ore explicitly, 

where X 2 + X = 1. 

We have also obtained a result similar to Theorem 1.5.2 for ZD14 • 
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Chapter 2 

Unitary and Generalized Unitary 
Units in Integral Group Rings 

In the first chapter' we showed that none of the normal complements of Ds X c2 X c2 
in Ut(Z(Ds X c2 X C2)) is generated by bicyclic units (Corollary 1.4.4), although 

Ds X c2 has a torsion-free normal complement generated by bicyclic units (Theorem 

1.3.1). Therefore, the transition of bicyclic generators of a normal complement of G 

through the operation G X c2 fails. In this chapter, we will discuss another kind of 

units called unitary units and show that if in U1(ZG), G has a normal complement 

generated by unitary units, then this is also true for G X c2 . We also discuss when the 

unitary units generate a subgroup of finite index in the unit group U(ZG) (Section 

2.1). Then in section 2.2, we introduce and characterize generalized unitary units. 

It turns out that these units form a subgroup which is exactly the normalizer of the 

subgroup of all unitary units. In subsection 2.2.1, we also show that the normalizer 

of the subgroup of generalized unitary units is equal to itself when G is periodic 

(Theorem 2.2.4). Subsection 2.2.2 discusses conditions for the unit group being 

generalized unitary. This is first studied by Bovdi and Sehgal (Theorem 2.2.15) and 
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by showing their first condition is also sufficient, we obtain necessary and sufficient 

conditions for the unit group being generalized unitary when G is periodic (Theorem 

2.2.18). The characterization of all bicyclic units being nontrivial and generalized 

unitary is also given. Subsection 2.2.3 discusses conditions for all generalized unitary 

units being unitary. Subsection 2.2.4 studies an analog of the normalizer conjecture, 

and also examines the relationship between generalized unitary units in ZG and 

Z(G X C2)· 

2.1 Unitary Units in Integral Group Rings 

Let ZG be the integral group ring of an arbitrary group G and let f: G --t U(Z) = 
{±1} be any group homomorphism, called an orientation homomorphism of the 

group G (10]. For each x = Eueaa9g E ZG, put xf = LgeGa9f(g)g-l. Then the 

mapping x ~ xf is an antia.utomorphism of the ring ZG and is called the involution 

generated by the homomorphism f. In particular, iff is trivial, xf coincides with 

the standard x· and the above mapping is just the standard involution. 

Let U(ZG) be the group of units of ZG. Then u E U(ZG) is called /-unitary 

if u-1 = uf or u-1 = -uf i.e. uuf = ±1. It is clear that all /-unitary elements of 

U(ZG) form a subgroup U1(ZG)(orU1) containing G xU(Z) and we refer to U1(ZG) 

as the /-unitary subgroup ofU(ZG). Interest in the group U1(ZG) arose in algebraic 

topology and unitary K-theory [43]. Novikov posed the problem of investigation of 

the structure of this group. 

Iff is trivial, then u,(ZG) = G X U(Z) = ±G, so in that case U(ZG) = UJ(ZG) 

if and only if all of the units are trivial. This is characterized by Higman's Theorem 

Theorem 1.0 .1. Hence there is interest in the structure of this group when f is a 
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nontrivial orientation homomorphism. 

In the 1980's, Bovdi first described such a group ( see [10] for details ) . When 

G is Abelian, Bovdi [13] and also Hoechsmann and Sehgal [23] have given a linearly 

independent set of generators for a torsion free subgroup of finite index in U1(ZG) 

and computed the rank of Ut('~G). If Ut(ZG) = U(ZG), then U(ZG) is said to 

be [-unitary. Bovdi [10] obtained necessary conditions for U(ZG) = U1(ZG) and, 

moreover, proved that most cases of these conditions are also sufficient. Later Bovdi 

and Sehgal [15] discussed when all bicyclic units are unitary and generate a nontrivial 

subgroup. Recently, in [14} they continued the study of the unitary subgroup and 

characterized when such a subgroup is a normal subgroup of the unit group. ~lost 

recently, Parmenter [45] discussed the unitary units in integral group rings of groups 

of order 16. 

ln this section, we will continue the investigation initiated in Chapter l and 

establish a relationship between unitary units in ZG and Z(G x C2 ). 

The following notations will be used throughout: 

U1(ZG) = { all of the unitary units of ZG}. Sometimes we will shorten this as 

UJ-

v1 = { all of the unitary units such that u/ = u-1 
}. It is easy to check Vt is a 

normal subgroup of index :52 in u, and Vt is proper iff is not trivial. 

C = {all of the central units}. 

8 1(ZG), the subgroup generated by all Bass cyclic units. 

8 2 (ZG), the subgroup generated by all bicyclic units. 

Iff : G ---+ U(Z) is an orientation homomorphism of G, we extend it to an 

orientation homomorphism /1 of G X c2 by !t (gci) = f(g). When we discuss unitary 
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units in both group rings ZG and Z(G x C2), we always mean the /-unitary units 

in ZG and the / 1-unitary units in Z(G x C2). 

We have the following theorem: 

Theorem 2.1.1. For an arbitrary group G, U(ZG) = U1(ZG) implies U(Z(G x 

C2)) = uit (Z(G x C2)). 

First we establish several preliminary results. 

Proposition 2.1.2. lfG is an arbitrary group, then U(Z(G x C2 )) is a semi direct 

product of K and D, i.e. U(Z( G x C2)) = K )cl D, 

where K = {u = 1 +a(1- c) I a: E ZG and u E U(Z(G x C2 )} and D = U(ZG) C 

U(Z(G x C2 )). Moreover, l + a(1- c) is in U(Z(G x C2 )) if and only if 1 + 2a is 

in U(ZG). 

Proof. Recall that in section 1.2, we introduced a homomorphism / 1 : Z(G x C2 ) ----;. 

ZG. This implies a.n exact sequence: 

1 -+ K--+ U(Z(G X C2))---+ U('Jl.G) ---1- 1 

which proves the first statement. 

If ·u = l + a(l- c) is a unit in K, then u-1 = 1 + .8(1- c) for some {3 E ZG. 

(1 + a(l- c))(1 + /1(1- c)) = 1, if and only if (a+ {3 + 2a,B)(1- c)= 0, if and only 

if (a+ {3 + 2a,B) = 0 , if and only if (1 + 2a)(l + 2{3) = 1. This finishes the proof of 

the proposition. D 

Proposition 2.1.3. K = {u = 1 + a(l- c) I a E 'Jl.G and u E U(Z(G x C2)} is 

isomorphic to H = { u = 1 + 2a ( u E U(ZG)} via the map 1 + a{l- c) ---+ 1 + 2a. 
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Proof. Using Proposition 2.1.2, it is easy to see that the map h: K ~ H defined 

by h(1 + a(1 -c)) = 1 + 2a is a bijection. We only need to show that h is a 

homomorphism. To this end, let Ut = 1 + a 1(1- c), u2 = 1 + a 2(1- c) E K. Then 

h(u1u2) - h(1 + O:t(1- c)+ a 2(1- c)+ a 1(1 - c)a2{1- c)) 

- 1 + 2(at + a 2 + 2a1a2) 

On the other hand, 

h(ut)h(u2 ) - (1 + 2at)(1 + 2a2) 

- 1 + 2(o:t + a2 + 2a1a2) 

Therefore, h(u1u2) = h(ul)h(u2) and h is an isomorphism. 0 

Proposition 2.1.4. //1 +2a is a unitary unit, then it must be one of the first class 

unitary units, i.e. (1 + 2a)f = (1 + 2a)-1• 

Proof. Suppose (1+2a)f = -(1+2a)-1
, then aug(2(l+af +a))= aug((1+2a)f)+ 

aug(! +2a) =aug( -(1 +2a)-1) +aug(l +2a) = 0, where aug is the augmentation 

map. Therefore aug(a + al) = -1, but aug(a + af) = aug(~a9g + a9 f(g)g- 1 ) = 

2: a9 (! + f(g)). Since f(g) = ±1, 21 (f(g) + 1), hence 21 E a9 (1 + f(g)) =aug( a+ 

af) = -1. This contradiction leads to (1 + 2a)f = (1 + 2a)-1• 0 

Now we can prove that the isomorphism h in Proposition 2.1.3 induces an iso­

morphism between the / 1-unitary units of K and the /-unitary units of H. 

Proposition 2.1.5. 1 + 2a is a unitary unit in U(ZG) if and only if, 1 + a(l- c) 

is a unitary unit in U(Z( G x C2)). 
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Proof Suppose (1 + 2a) is a. unitary unit. Then by Proposition 2.1.4, (1 + 2a)f = 

(1 + 2a)-L. Hence (1 + 2a){l + 2o)f = 1, forcing a + af + 2aaf = 0. Now 

(I+a(1-c))ft = 1+(1-c)Ita/1 = 1+a/(1-c). Hence (l+a(l-c))ft(l+a(l-c)) = 

[1 + o:f(l- c)}[l + a(l- c)] = 1 +(a+ al + 2aaf)(l- c) = 1. This finishes one 

direction. 

Conversely, by the above expressions we know that ±1 = 1 +(a+af +2aaf)(1-

c). This forces (a+ ai + 2aaf) = 0, so (1 + 2a)f:::: (1 + 2a)-L. 0 

The proof of Theorem 2.1.1 follows immediately by the above propositions. 

Proof. By Proposition 2.1.2,U(Z(GxC2)) = K')c1D where D = U(ZG) = U1(ZG) c 

U~t(Z(GxC2 )). SinceH = {tt = 1+2olu EU(ZG)} cUI(ZG), K cUb(Z(GxC2)) 

by Proposition 2.1.5. Therefore, U(Z(G X C2)) = uft (Z(G X C2)). 0 

A natural question to ask now is whether Theorem 2.1.1 can be generalized to 

a result concerning finite index. We prove next that such an investigation yields 

nothing new. 

Theorem 2.1.6. For an arbitrary group G, the following conditions are equivalent: 

{1) [U: U1] < oo; 

{2) VuE U, 3n, 3 un E Ub where n depends on u; 

(3) VuE U, 3n, 3 (uuf)11 E U1; 

(4) U =U1. 

Proof. (1) =} (2) ===> (3) and (4) => (1) are obvious. 

We only need to prove (3) ===? (4). Suppose 'Vu E U, there exists n such that 

(uuf)n E U1. Thus (uuf)2n = (utl)n((uuf)ll)f = 1 (since au.g(uuf)2n = 1). There-
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fore uu/ is a torsion unit. Let uv/ = zo + Egi;Cl Zi9i- We will prove that z0 f= 0~ 

forcing uuf = z0 (by Sehgal [57], p. 45, Corollary 1.3) and this finishes the proof. 

Let u = L: aigi, so u/ = 2: aif(gi)gi1 
• Then 

as desired. 

u.uf ::::: zo + "2:, aiaigigj1[(gi) 
i;Cj 

- Zo + L,caiajf(gi)Yi9j1 + ajaif(gi)9i9i1
) 

i<i 

Example 2.1.7. As an illustratiue example, we study here U(ZD16). 

0 

We will show that 82(ZD16) is a subgroup of infinite index in U(ZD16 ). To 

see this, first let us consider an orientation homomorphism f, defined by f(a) = 
1, f(b) = -1, on the group D1s- We claim U/(ZDts) =F U(ZD 16). In fact, let 

u = 1 - ( 1 + a3 + o - ab )( 1 - a4
), thus uf = 1 + ( -1 +a+ b- ab )( 1 - a 4

). Therefore 

uuf = 1 + ( -2 +a- a3)(1- a4
), sou is not an /-unitary unit (note that (uuf)- 1 = 

1 - (2 +a- a3 )(1- a4 )). Then we note that B2(ZD16) C U1(ZD16 ) by Parmenter 

([45], Corollary 5). If B2(ZD16 ) is a subgroup of finite index in U(ZDts), so is 

U1(ZD16)- Therefore UJ(ZD1s) = U(ZD16) by Theorem 2.1.6. This contradiction 

gives the result. 

We note that there are two other nontrivial orientation homomorphisms in D16 : 

J~, defined by f 1(a) = -1,/t(b) =I; and !2, defined by !2(a) = -l,/2(b) = -1. 

Furthermore, U11 (ZD16) i= U(ZDts) and Uh(ZDt6) =/= U(ZDts)-
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For completeness, we recall a result proved primarily by Bovdi [10] (see also 

Bovdi and Sehgal [14]) describing when U = U1. 

Theorem 2.1.8. Let f: G--+ U(Z) be a nontrivial homomorphism with kernel A 

and let U(ZG) be f -unitary. Then G contains an element b such that G = (A, b) 

and one of the following conditions is satisfied: 

( 1) A is an abelian group, the exponent of its torsion subgroup divides 4 or 6, 

the order of the element b divides 4 and bab-1 = a-1 for all a E A; 

{2) A is a Hamiltonian 2-group and G is the semidirect product of A and (b I b2 = 
1), and every subgroup of A is normal in G; 

(3) A is a Hamiltonian 2-group and G is a semidirect product of a Hamiltonian 

2-group and the cyclic group (b) of order 4; 

(4) t(A) is a central subgroup ofG,t(A) is the direct product of (62 I b8 = 1) and a groupo 

and bab- 1 = a-1b4i for all a E A; 

(5) t(G) is a subgroup, every subgroup oft( G) is normal in G and t(G) satisfies 

one of the following conditions: 

{5.1} either t(G) is abelian with exponent a divisor of 4 or 6 or t(G) is a Hamil­

tonian 2-group; 

(5.2} t(G) is the direct product of a cyclic group of order 4 and an abelian group 

whose exponent divides 6; 

(5.3} t(G) is the direct product of a cyclic group of order 8 and an abelian group 

whose exponent divides 4. 

Conversely, let G satisfy one of the conditions {1) -(3) or {5) with the further 

condition that Gft(G) is a right ordered group. Iff : G ---+ U(Z) is a homomor­

phism with kemel A , then U(ZG) is !-unitary. 
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We note that the sufficiency of case {4) still remains open. However, when G is 

periodic, case (4) becomes a special case of case (5.3), so the conditions of Theorem 

2.1.8 become sufficient as well as necessary. 

2.2 Generalized Unitary Units 

In this section, we first introduce a new kind of units which generalize the unitary 

units. We prove that these generalized unitary units form a subgroup U9 .1 which 

happens to be the normalizer of u, in U. Then we study the second normalizer 

of U1. We also characterize when U9 .1 = U. Finally, we discuss the analog of the 

normalizer conjecture and other related questions. 

2.2.1 The Normalizers of u, 

In this subsection, we introduce the generalized unitary units and we prove that 

they form a subgroup U9" of U which is exactly the normalizer of U1. We also study 

the second normalizer and the main result is that for a periodic group, the second 

normalizer is equal to the normalizer. 

Let f be an orientation homomorphism(possibly trivial) and C be the centre 

of U(ZG) . H u E U(ZG), satisfies uuf E C, we call u a generalized /-unitary 

unit (or for short, generalized unitary unit). We denote the set of all such units 

by U9,1(ZG)(sometimes just U9.1) and now show that Ug,1(ZG) is the normalizer of 

U1(ZG). 

Theorem 2.2.1. Ug,1(ZG) is the normalizer ofU1(ZG) in U(ZG). 
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v-1uvvfu/v-f - v-1vvfuufv-l - ±v-1vvfv-l - ±L Therefore w E U1 and 

u1 <IUg.J· 

Conversely, assume v E Nu(UJ), the normalizer of U1 in U. For any u E 

Ub (v-1uv)(vfulv-f) = ±1. Therefore uvvfuf = ±vvf. Let u = g E G. We obtain 

that gvvf gl = ±vvf and augmentation arguments tell us gvvf = vvf g V g E G. 

Hence vvf E C; therefore, v E U9 ,1. 0 

Corollary 2.2.2. (Sehgal and Bovdi {14} ). U1(ZG) is a normal subgroup ofU(ZG) 

if and only if, U9,J(ZG) = U(ZG). 

Proposition 2.2.3. Vv E Nu(G), vvf E C;therefore, Nu(G) C U9 ,J(ZG). 

Proof Vv E Nu(G), Vg E G, we have v-1gv E G. Therefore, (v-1gv)(v- 1gv)f = 

±1. It follows that v-1gvvf glv-f = ±1, thus gvvf = ±vvf g and augmentation 

arguments tell us gvvf = vvl g . Hence vvl E C. 0 

Now we are going to study the second normalizer, Nu(U9 ,1(ZG) ). Our main 

result is that for any periodic group G, the second normalizer of the subgroup of 

unitary units is equal to the first one. 

Theorem 2.2.4. For any periodic group G, Nu(U9 ,1(ZG)) = U9 ,1(ZG). 

First we prove several preliminary results. 

Lemma 2.2.5. Vxi E ZG, if ~~==I t1'iXix{ = ±g, where g E G, tFi - ±1, then 

g = 1. 
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Therefore, 

L,(uixix{) = E(ui E ±at)+ E(ui L:ir.<i2 ai11 ai12 (9i11 9~2 + 9i32 9~t)) = ±g 

Taking the augmentations of both sides , we obtain 

Zo + Zt = ±1 

where zo = L(ui L ±a1), Zt == L:(ai L:it<h aiJt ai12 (f(giJt) + f(gi12 ))). Note that 

f(Yin) + f(gi
12

) is either ±2 or 0. It follows that z 1 is an even number. Hence z0 =/= 0, 

and this forces g :::::: 1. 0 

Corollary 2.2.6. Vu E ZG, if uuf - ±g, then g = 1; therefore, u is a unitary 

unit. 

Proposition 2.2.7. For any group G, T(Ug,J) = T(U1 ), where T denotes the subset 

of all torsion elements. 

Proof. We only need to prove that T(Ug,J) C T(U1 ). VuE T(Ug,J), uuf = c E C. 

Since uuf = ufu, we conclude that o(c) < oo, soc= ±g ([57], p.46, Corollary 1.7). 

By Corollary 2.2.6, uuf = ±g implies that g = 1. This leads to u E T(U1 ) and 

finishes the proof. D 

Recall that iff is trivial, then U1(ZG) = ±G; therefore, Nu(±G) == U9 ,J(ZG) 

by Theorem 2.2.1. As a consequence we obtain the following Corollary. 
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Corollary 2.2.8. T(Nu(G)) = ±T(G). 

Remark 2.2.9.. Generally speaking, T(UJ) is not necessarily equal to ±T( G). ~Ve 

will illustrate this in an example later. 

Now we a.re ready to prove our main result (Theorem 2.2.4). 

Proof Let v E N(U9 ,1 ) and g E G C T(U9 •1 ). Since v-1gv E T(U9 •1), we conclude 

that v- 1gv E T(U1) by Proposition 2.2.7. It follows that ±1 = v-1gv(v-1gv)f = 
v- 1gvvf gfv-1. Augmentation arguments tell us that gvvf = vvf g. Hence vvf E C 

and therefore v E U9 •1. This completes the proof. 0 

Corollary 2.2.10. For any periodic group G, U9 •1(ZG) is a normal suhgroupU(ZG) 

if and only if 

U9 .J(ZG) = U(ZG). 

We close this subsection by indicating some results for N(U9 ,J) when G is arbi­

trary. 

Proposition 2.2.11. For an arbitrary group G, we have v E N(U9 .J) if and only if 

'rlu E U9 .1, 3c E C, such that u( vvf) = c( vvf)u 1 and c = d. 

Proof. 

v E N(U9 ,J) ~ 'rlu E U9 .b v- 1uv E U9 ,J 

~ v- 1uv(v- 1uv)1 = v- 1u(vv1)u1v-l E C 

¢::=:::> uvvf = c1 vv1 u-I, for some Ct E C 

{:::::::> uvvf = cvvf u, for some c E C ( *) 

¢::=:::> [vvf ,U9 .1J C C. 
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Up to (*), we have proved the first part. Next we will prove that c = cf. 

Taking f of both sides of(*), we arrive at 

Multiplying by (*), we obtain 

u(vv1)2u1 = cd(vv1 )2ut/. 

On the other hand, 

u( vvf) 2uf = cvvf uvvf uf = cvv1 cvvf uuf = c2( vvf) 2uuf ( by (*) ) 

Therefore, we obtain cd = cl; i.e. c = cf. This finishes the proof. 0 

Corollary 2.2.12. For an arbitrary group G, if v E N(U9 ,1 ), then either o( vvf) = 
co, or (vvf) 2 = 1. 

Proof Let v E N(Ug,f ). If o( vvf) < oo, then o( vvf) 2 < oo. We first prove that 

(vvf) 2 E C. 

Recall from Proposition 2.2.11 that uvvf - cvvfu if u E U9 ,b and c - cf. 

Suppose ( vvf)n = 1. We obtain 

u = u( vvf)n = c:uvf u( vvf)n-L = · · · = en( vvf)nu = cnu 

It follows that en = 1 and c = ±g. Since c = cf, c2 == eel = gg-L = 1. It turns out 

that 

u( vvf) 2 = c2
( vvf) 2u = ( vvf?u, Vu E U9 .1 

Therefore (vvf) 2 E C. Now we will prove that (vvf) 2 = 1. 

Since o((vvf)l) < oo and (vvf)2 E C, (vvf) 2 = g0 • By Lemma 2.2.5, 9o = 1, and 

this completes the proof. 0 
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Remark 2.2.13. If v E N(U9 .J), then either o(vvf) - oo, or vvf E U1 and 

o(vvf) < 2. 

2.2.2 Conditions for U = U9 ,1 

In this subsection, we discuss some necessary and sufficient conditions for U = U9 ,1. 

We also characterize when 8 2 , the subgroup generated by all the bicyclic units, is 

/-generalized unitary. 

Proposition 2.2.14. For any periodic group, the following conditions are equiva­

lent: 

{1) U =U9 J; 

(2) U9 ,J is a normal subgroup ofU; 

{3) Vv E U, VuE U9,h 3 c E C 3 u(vvf) = c(vvf)u and c = cf; 

(.f.) U1 is a normal subgroup ofU. 

Proof. {1) ~ (2) (by Corollary 2.2.10), (2) '¢=:::> (3) (by Proposition 2.2.11), (1) 

¢:::=? ( 4) (by Corollary 2.2.2). 0 

We note that when f is trivial, the question of when U = U9 ,J reduces to when 

G is normal in U(ZG) which is settled by Cliff and Sehgal [17]. We are interested 

in the question with nontrivial f and let us first state a. result proved by Bovdi and 

Sehgal [14] describing when U(ZG) = U9 .1(ZG). 

Theorem 2.2.15. Let f : G --+ U(Z) be a nontrivial homomorphism with kernel 

A and let U(ZG) be generalized f- unitary. Then G contains an element b such 

that G =(A, b} and one of the following conditions is fulfilled: 
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{1} A is an abelian group, the order of the element b divides 4 and bab-1 = a- 1 

for all a E A; 

{2} A is a Hamiltonian 2-group and G is the semidirect product of A and (b I 

b2 = 1), and every subgroup of A is normal in G; 

{9) A is Hamiltonian 2-group and G is a semidirect product of a Hamiltonian 

2-group and the cyclic group (b) of order ..f; 

(4) t(A) is a central subgroup ofG,t(A) is the direct product of(b2
1 b8 = 1) and 

a group of exponent 2 and bab-1 = a- 1b4i for all a E A, where i depends on a; 

{5} t(G) is a subgroup, every subgroup oft( G) is normal in G and t(G) satisfies 

one of the following conditions: 

(5.1} t(G) is a Hamiltonian 2-group; 

(5.2) t(G) is abelian, the centralizer of Ca(t(A)) of t(A) is a subgroup of index 

2 in G, and gag-1 = a-1 for all a E t(A) and g E G\Ca(t(A)); 

(5.3} t(G) is abelian and t(A) is a subgroup of the center of G. 

Conversely, let G satisfy one of the conditions {1} -{3) or (5) . Further suppose 

that in case {1} b2 = 1 and in case (5) Gft(G) is a right ordered group. Iff: G ~ 

U(Z) is a homomorphism with kernel A , then U(ZG) is generalized f -unitary. 

We will extend Theorem 2.2.15 by proving the sufficiency of case (1) in general. 

Proposition 2.2.16. Let f : G ~ U(Z) be a nontrivial homomorphism with ker­

nel A. Then G contains an element b such that G = (A, b). Suppose that A is an 

abelian group, the order of the element b divides 4 and bab- 1 = a-1 for all a E A. 

Then U (ZG) is generalized f -unitary. 

Proof. First note that f(b) = -1 and b2 E A. Say u = a1 + a2b E U(ZG) where 
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If o(b) = 2, then uuf E C; therefore, u E Ug,J· Next we suppose that o(b) = 4. 

v* - (uu1t = a1ai- a2ai- a1a2b(l- b2) 

vv"' - (a1a~)2 + (a2ai)2
- 2(a1aia2ai)b2 

Let v1 = vc- 1
, thus 

.. -lc -1)· • • -lc ·)-1 1 VtV1 = VC C V = VV C C = 

We conclude that v1 = ±g for some g E G and v = ±cg. 

Let g = abi, a E A, i = 0, 1. If i = 1, then g = ab and v =±cab; therefore, 

Since c E ZA (by the definition above), we have a-1(a 1ai -a2a;)b3 = 0. However, 

this is a contradiction to aug(a1ai -a2a2) = ±1. As a consequence, i = 0 and g =a. 

Now since 

v = uv/ = a1ai- a2a2 E C. Finally, we have proved that u E U9 ,J- 0 

Remark 2.2.17. The sufficiency of case (4) of Theorem 2.2.15 still remains open. 
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For any periodic group G, we have now obtained the following necessary and 

sufficient conditions for U(ZG) being generalizedf-unitary. 

Theorem 2.2.18. Let G be a periodic group and assumptions be the same as those 

in Theorem 2.2.15. Then U(ZG) is generalized f- unitary if and only if one of the 

following conditions is satisfied: 

{1} A is an abelian group1 the order of the element b divides 4 and bab- 1 = a- 1 

for all a E A; 

(2) A is a Hamiltonian 2-group and G is the semidirect product of A and (b I 

b2 = 1), and every subgroup of A is normal in G; 

(3} A is a Hamiltonian 2-group and G is a semidirect product of a Hamiltonian 

!!-group and the cyclic group (b) of order 4; 

{4) G is an abelian group. 

We will now investigate when 8 2(ZG), the subgroup generated by all bicyclic 

units of U(ZG), is nontrivial and /-generalized unitary. Our main result is that this 

reduces to the unitary case. 

Proposition 2.2.19. If 82 c U9 ,f, then 82 c U1. 

Proof. Suppose that 8 2 C U9 .1. First we prove that Va E A, where A = ker(f)~ 
with o(a) = n < oo, (a} is a. normal subgroup of G. Let us consider a bicyclic unit 

ua,9 = 1 + (1- a)ga. Then u;,~ = 1- (1- a)ga, a.nd u!.o === 1 + agf(1- a-1
). Now 

ua,9 u!,9 = c E C, so u!,9 = cu;:;. We have 
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Multiplying by a from the right we obtain 

ca- nc(1- a)ga =a. (2.1) 

Multiplying by a from the left we have nca == na. Therefore ca = a. Substituting 

this into (2.1) we obtain (1 - a)ga = 0. As a consequence, u~.u is trivial and this 

finishes the first part. 

Now we consider any d of finite order in G\ A. We note that the order of d is 

always even and rP E t(A) because f(d)o(d) == (-l)o(d) = L Since (J.2) is normal, J1. 

is central in ZG. Let ud,g = 1 + (1- d)gd == 1 + (1- d)g(l + d)cF, thus 

Since ud.g E U9,f, Ud,gu~.u = c E C . We have 

c-c(l-d)g(1 +d)cF = 1-d-1(1-d)gf(l +d)d- 1tP. 

Multiplying by 1 + d from the left we obtain c(l +d) = 1 +d. Multiplying by 1 - d 

from the right we obtain c(l- d)= 1- d. Combining these two equations we have 

c = 1. Therefore ud,g E U 1. We are done. 0 

Combining Proposition 2.2.19 with Theorem 2 in Bovdi and Sehgal [15], we 

obtain the following theorem: 

Theorem 2.2.20. Let f: G ~ U(Z) be a nontrivial orientation homomorphism 

with kernel A, then G ==(A, b) where bE G. The subgroup 8 2(ZG) is nontrivial and 

generalized f- unitary if and only if, G is a non Hamiltonian group which contains 

an element b /= 1 such that one of the following conditions is satisfied: 
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{1) A is an abelian group, the order of the element b divides 4 and bab-1 = a-1 

for all a E A; 

{2) A is a Hamiltonian 2-group and G is the semidirect product of A and (b I 

b2 = 1), and every subgroup of A is normal in G; 

{3) A is a Hamiltonian 2-group and G is the direct product of a Hamiltonian 

2-subgroup of A and cyclic group (b) of order 4; 

(4) t(A) is an abelian group, every subgroup oft(A) is normal in G and bab- 1 = 
a-1b4i for all a E A, where the integer i depends on a. 

Finally we make the following observation (compare with Proposition 2.1.4). 

Proposition 2.2.21. For any bicyclic unit u, if u is a unitary unit, then it must 

be one of the first class unitary units, i.e. uuf = l. 

Proof. Let u = 1 + (1- a)ba E U1 . Thus uul = ±1. If a E K er(f), then aug(uf) = 

1 +aug[albf(l- a- 1 )] = 1. Therefore, aug(uuf) = 1, thus uuf = l. 

Now suppose that a f. K er(f). It follows from the proof of Proposition 2.2.19 

that o{a) = 21. Note that a/:::: 1-a-1 +(a2 )-1 -(a3 )-1 +···+(a21- 2 )- 1 -(a2L- 1)- 1• 

We have aug(af) = 0. Therefore, aug(uf) = 1 + aug[albf(l + a-1 )] = 1. As a 

consequence aug( uuf) = 1 and uuf = 1. 0 

2.2.3 Conditions for Ug,f =U1 

Theorem 2.2.22. The following conditions are equivalent; 

{1) U9 ,1 = U1; 

{2) [U9 ,1 : U1] < oo; 

{3) VuE U9 ,J, 3 n 3 un E Uf, where n depends on u; 
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(4) Vu E Ug,J, 3 n 3 (uuf)n E U1 ; 

(5} Vc E C,cc! = ±1. 

The proof is similar to that of Theorem 2.1.6 

As we mentioned before, if C(U(ZG)) is trivial, then Ug,J = U1 ( by Lemma 

2.2.5). For finite groups, necessary and sufficient conditions for C(U(ZG)) to be 

trivial were obtained by Ritter and Sehgal (see Theorem 3.1.1 in the next chapter). 

However, the following Example tells us that Ug.J = U1 is not sufficient to guarantee 

that the center of the unit group is trivial. 

Example 2.2.23. Let G = Cs X c4 where Cs == (ct), c4 = (c2}, and A = (ct) X 

(ci}· Then U(ZG) = U1 by (5.2} of Theorem 2.1.8, but there exists a nontrivial 

central unit {a Bass cyclic unit constructed by a group element of order 12}. 

However, we have the following sufficient conditions for C(U(ZG)) being trivial. 

Proposition 2.2.24. Let G = (A,b}, where A== kerf and f(b) = -1. lfUJ == 

Ug,J and one of following conditions holds: 

{1) b2 = 1 and A is abelian ; 

(2) b2 =land for all a E A,ab = ba; 

(3} for all a E A, bab-1 = a-1 (so A is abelian); 

then C(U(ZG)) is trivial. 

Proof. ( 1) Let u = a 1 + a2b E C where at, a2 E ZA. Since v.b = bu, we conclude that 

aib = bai fori == 1, 2. Hence it also follows that a;b = bai. Now uf = ai - bai = 
ai- a;b. Hence uuf = a1ai- a2a2 + (a2ai- a1ai)b. Since u E C C U9 .J = Uh we 

have uuf = ±1. Thus a1a"i - a2a2 = ±1 and a2bai - a1ba; = 0. 
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Let v = a1 + a2, Vt = ai - a;. Then the above tells us that vv1 = a 1 ai - a2a; + 
(a2ai -atai) = ±1. Since v commutes with b, we have that vis a central unit in ZG 

and hence is contained in U9 ,J = Uh so vvf = ±I. But also v E ZA, so vi = v"'. We 

conclude that vv· = vvf = 1. This means that u is trivial, a.nd also that v· = ±v1• 

We conclude that either a 1 = 0, a2 = ±g or a 1 = ±g, a2 = 0 for some g E G. The 

result follows. 

(2)Copying the proof of the first part of (1), we obta.in that vv1 = ±1. We only 

need to prove that v = a 1 + a2 is a central unit. By the assumption, bai = aib so 

that we only need to verify for all a in A, aai == aia. Notice that au = ua where 

u = a 1 + a2b is a central unit, and this gives that aa1 + aa2b = a1a + a2ab, thus 

aai = aia. Copying the rest of proof of ( 1), we finish the proof. 

(3) By the proposition in Bovdi and Sehgal [15], for all u inC, u E U(ZA), thus 

u· = uf. Since C c U9 ,1 = Uh uu· = uuf = 1. This implies that u is a trivial 

unit. • 
Corollary 2.2.25. Let G = (A, b) be a finite group, where A = kerf and f(b) = 
-1. If U 1 = U9 ,J and one of following conditions holds: 

(1) b2 = 1 and A is abelian; 

(2) b2 = 1 and Va E A,ab = ba; 

(3) \:fa E A, bab- 1 = a-1 (so A is abelian}; 

then Vg E G, n relatively prime to the order of G,gn is conjugate to either g or g- 1• 

Proof. The result follows from Proposition 2.2.24 and Theorem 3.1.1. 0 
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2.2.4 Other Results 

We begin this subsection by studying an analog of the normalizer conjecture. Then 

we continue the investigation initiated in Subsection 2.1 and establish relationships 

between generalized unitary units in ZG and Z(G x C2 ). 

A well-known open problem in group rings is the normalizer conjecture: 

Conjecture 2.2.26. (Sehgal {58], Problem 43) Let G be finite. Then lVu(G) = CG. 

This conjecture was first proved by Coleman [18] for nilpotent groups and then 

proved by Jackowski a.nd Marciniak for groups of odd order. In fact, Jackowski and 

~Iarciniak [25] have proved this result for groups having a normal Sylow 2-group~ 

simultaneously extending the above results. In general, the problem remains open. 

Note that G c U1 and if f is trivial, then U1 = ±G. Also recall that tb.e 

normalizer of the subgroup of unitary units in U(ZG) is just the subgroup of the 

generalized unitary units by Theorem 2.2.1. So a natural analog of the normalizer 

conjecture is that if G is a finite group, then Ug,1(7lG) =CUt· 

For our needs, we first let H = Ug,J, and H1 = CU1, the subgroup generated by 

all central and unitary units. 

Recalling Theorem 2.2.1 we derive the following corollary: 

Corollary 2.2.27. H1 is a normal subgroup of H. 

Proposition 2.2.28. H / H 1 is a group of exponent dividing 2. 

Proof. Let u E H. Then if uuf :::: c, d = (uuf)f = (uf)fuf = uuf =c. Considering 

u2 , we have u2 (u2 )1 = uuufuf = (uuf)(uuf) = r?. Let u 1 = u2c-t, then Utu{ = 
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consequence, H/ H1 is a 2-group or a trivial group. 0 

Corollary 2.2.29. Let G be a finite group. His a subgroup of finite index in U(ZG) 

if and only if H1 is a subgroup of finite index in U(ZG). 

Proof By Krempa ([37] Theorem 2.9), U(ZG) is finitely generated. We assume that 

H is a subgroup of finite index in U(ZG). So H is finitely generated (by the Schreier 

Method). This means that H/ H1 is finite, so H1 is a subgroup of finite index in H 

and in U(ZG) as welL 0 

The analog of the normalizer conjecture states that for any finite group G, H = 
H1• We give the following necessary and sufficient conditions for H = H1• 

Proposition 2.2.30. For any integral group ring, H = H 1 if and only if, for all 

v E H, there exists c1 E C such that vvf = ±c1 c{. 

Proof. Suppose that H == H 1• 'Vv E H, v = uc where u E Ut(ZG), c E C. Thus 

vvf = uc( uc)f = uccf uf = ( cd)( uuf) = ±eel. 

Conversely, assume that Vv E H, vvf = ±cd. Let u = uc-1, then uuf -

0 

Unfortunately, the analog of the normalizer conjecture fails in general. The 

following example will show that H f; H1 for the integral group ring ZD16 • 

Example 2.2.31. Let G == Du; and f(a) == 1, f(b) = -1. Then U(ZDt6 ) = Ug.J(ZDts) = 
H (by Theorem 2.2.15}, but H =/= Ht. 
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Proof. Take u = 1- {1 + a3 + b- ab)(l- a4)~ Thus 

uf - 1+(-1+a+b-ab)(1-a4
) 

v.uf - 1 + (-2 +a -a3)(1- a4
) 

- a4 (1 + (1- a+ a3)(1- a4
)) = a4u0 

Next we will prove that u rt H 1 since uuf #= ±cd, where cis a central unit~ 

According to the proposition in Bovdi and Sehgal [15], C(U(ZD16)) C U(ZA) 

where A = (a) ~ C8 • By Karpilovsky ([34], p.154 , Example 2), U(ZA) = ±(a) x 

(a5 u01
} = ±(a) x (uo). Therefore C(ZD16) = ±(a4} x (u0 ) with u0 nonperiodic. 

Assume there exists c1 = ±a4iu~ such that a4u0 = ±c1 c{. But notice that c1 c{ = 

Ct ( ct)• = ci = u'f/ f: ±a4uo. This contradiction leads to the result. 0 

Remark 2.2.32. From Example 2.2.31, we know that there exists u E U(ZD 16 ) = 

U9 .J(ZDts) 1 with u rt UJ(ZD1s)C(ZD1s). Thus u rt 1Vu(D16 ) which in fact is 

Dt6C(ZDt6 ) since Dts is a 2-group { Coleman {18]}. Therefore, there exists a 

group element g such that u- 1gu ft ±D16• Since o(u-1gu) < oo, we have that 

u- 1gu E T(U(ZDts)) = T(U9 ,1(ZD 16 )) = T(UJ(ZD16)) by Proposition 2.2. 7. So we 

conclude that T(UJ(ZDts)) f; ±Dt6· 

Note that although H1(ZD16) is a normal subgroup of finite index of H(ZD1s) = 

U(ZDts), UJ(ZD 1s) is still a normal subgroup of infinite index of U(ZDts)-

Now we are going to establish relationships between the generalized unitary units 

in 'll.G and Z( G x C2). Recall that a similar study was carried out earlier for unitary 

units. In particular, the following is an immediate consequence of Proposition 2.1.2. 
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Proposition 2.2.33. 1 + 2a is a central unit in ZG if and only if 1 + a(l- c) is 

a central unit in Z( G X c2)-

Copying the proof of Proposition 2.1.5, we obtain: 

Proposition 2.2.34. 1 + 2a is a generalized unitary unit in U(ZG) if and only if 

1 + o:(l- c) is a generalized unitary unit in U(Z(G x C2 )). 

Lemma 2.2.35. Suppose that a group G is a semi-direct product of two subgroups 

K and D, where K is normal, denoted by G = K >4 D. If Kt, Dr are subgroups of 

finite index in K, D respectively, then {Kt, Dr), the subgroup generated by K 1 and 

D 1, is a subgroup of finite index in G. 

Proof. Suppose K = U~1 k;K1 and D = Uj=1 diD1• Vg E G,g = kd, where k E 

K, d E D. Now g = kd = kdid' for some j and d' E Dr- Since K is normal, 

kd; = dp.JJ for some w E K, and w = kik' for some i a.nd k' E K 1• Therefore, 

we obtain g = kd = kdid' = diwd' = dikik' d' for some i, j. As a consequence, 

G = U7~.i=t di~(Kr, Dr)· 0 

Our main result is as follows: 

Theorem 2.2.36. lfU(ZG) has a generalized unitary subgroup of finite index, then 

U(Z(G x C2 )) has a generalized unitary subgroup of finite index. 

Proof. As we pointed out before, U(Z(G x C2 )) is a semi-direct product of K by D 

where K = {l+o:(l-c)ll+a(l-c) E U(Z(GxC2 ))} ~ {1+2a[1+2a E U(ZG)} = T 

and D ~ U(ZG). We need to show only that [K : Knug,ft(Z(G x C?.))] < oo and 

[D : D nug,ft (Z(G X C2))J < 00 by Lemma 2.2.35. 
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First, we note that since [U(ZG) : U9 ,J(ZG)] < oo, [T : T nu9 ,1(ZG)J < oo. By 

Proposition 2.2.34, K nuu.!t (Z(Gx C2)) ....., T nu9 ,1(ZG) by the above isomorphism. 

Therefore [K : Knuu,ft(Z(G x C2))] = [T : Tnuu.J(ZG)] < oo. We also 

notice that D nu9 ,J1 (Z(G x C2 )) is just the preimage of U9 ,J(ZG) in D. Thus 

[D : D nug,ft (Z(G X C2))] = [U(ZG) : Ug,J(ZG)] < 00 by the assumption. \Ve are 

~~ 0 

Similarly, we obtain: 

Corollary 2.2.37. lfU(ZG) = U9 ,J(ZG), then U(Z(G x C2)) = U9 ,ft (Z(G x C2)) 

Corollary 2.2.38. For any finite group G 1 if [U(ZG) : U1(ZG)C(ZG)] < oo then 

the same result holds for Z(G x C2 ). 

Proof. Note that U9 ,ft(Z(G x C2 )) is a. subgroup of finite index in U(Z(G x C2)) by 

Theorem 2.2.36 and the fact that H1 = U1(ZG)C(ZG) C U9 ,1(ZG). The proof is 

finished by recalling Corollary 2.2.29. 0 
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Chapter 3 

Central Units 

3.1 Introduction 

There are very few cases known of nonabelian groups G where the group of central 

units of ZG, denoted C(U (ZG)), is nontrivial and where the structure of C(U (ZG)), 

inducting a complete set of generators, has been determined. In this chapter, we 

show that the central units of augmentation 1 in the integral group ring ZA5 fonn 

an infinite cyclic group (u), and we explicitly find the generator u. This result has 

appeared in (39]. 

First, we recall the following theorem of Ritter and Sehgal [53] giving necessary 

and sufficient conditions for C(U(ZG)) to be trivial when G is finite, a.nd give a new 

proof of one direction of this theorem. 

Theorem 3.1.1. Let G be a finite group. All central units ofZG are trivial if and 

only if for every x E G and every natural number j relatively prime to IGI, x1 is 

conjugate to x or x-1 • 

We will use the following equivalent version. 
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Theorem 3.1.2. Let G be a finite group. All central units ofZG are trivial if and 

only if for every x E G and every natural number j, relatively prime to lxl, xi zs 

conjugate to x or x-1 • 

To see these are equivalent , first suppose that the condition in Theorem 3.1.2 

holds and let x E G. If (j, IGI) = 1, then (j, lxl) = L Therefore, xi is conjugate to 

x or x-1, and the condition in Theorem 3.1.1 also holds. 

Conversely, suppose that the condition in Theorem 3.1.1 holds and let x E G 

with j relatively prime to lxl. Let IGI = lxlk and let m = II Pi be the product of 

all primes Pi such that pdk, but Pi Ai (set m = 1 if no such Pi ). Observe that 

(j +mix!, IGI) = (j +mix!, klxl) = 1, a.nd hence we have xi= xi+mlxl is conjugate 

to x or x- L. We are done. 

Next we will give a proof of Theorem 3.1.2 for one direction: " <== ". We need 

the following lemma proved in Bass [7J and a remark proved in Jespers, Parmenter 

and Sehgal [30]. 

Lemma 3.1.3. Let G be any finite group. The images of the Bass cyclic units of 

ZG under the natural map j : U(ZG) ~ A:1(ZG) generate a subgroup of finite 

index. 

Remark 3.1.4. Let £ denote the kernel of this map j, and 8 1 the subgroup of 

U(ZG) generated by the Bass cyclic units. It follows that there exists an integer 

m such that c!"' E {Bh £) for all c E C(U(ZG)). Since C is a normal subgroup of 

U(ZG), we can write en = lb1~ • • • bk for some l E C and Bass cyclic units bi. We 

note that £ n C (U ( ZG)) is trivial. 

Now we are ready to start our proof. 
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Proof Suppose that for every g E G and every natural number i, relatively prime 

to Jgj, gi is conjugate tog or g-1• Let us consider an arbitrary Bass cyclic unit as 

follows: 

. l-im. 
b = (1 + g + g2 + · · · + g'-1)m. + jgj g, where m = tfo(n), n = fgf. 

Case 1: Suppose that gi = h-1gh, which we denote a.s gh. Then we have 

bh - (1 + gi + g2i + ... + gi(i-l))m + 1 - im g 
lui 

bbh 
:2 1 - (i2)m 

- (1 + g + 92 + ... + g' -l )m + g 
IYI 

bh2 - (1 + gi2 + g2i2 + .. • + g'"2(i-l})m + 1 - im g 
fgl 

bbhbh2 ·3 1 - (i3 )m 
- (1 + g + 9 2 + ... + g' -l)m + g 

IYI 
Similarly, 

bbhbh2 . • . bhrn-l 1 ("m)m 
- ( 1 + g + 9 2 + ... + g'-rn-1 yn + - ' g 

IYI 

Since itP(n) = 1 mod(n), we have that gi"' = g and yi"'-l = 1. It follows that 

1 + g + y2 + ····· + gi""-l =kg+ 1, where k = r:-l. Now, with Ci = ( i ), we have 

that 
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Case 2: Suppose that g-i = h-tgh. Then 

-
bh2 -

bbh.bh2 -

-
Similarly, 

bbhbh2 •. • bh;m-1 -

-
As before, the sum in the brackets reduces to 1 and we have 
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bbhbh.2 
• • • bh.m-l = gsm E G. 

Therefore there exists s such that (biJ'bh-z ••. b"m-ty, = 1. 

Because IC1 is an abelian group, we have proved that for any central unit c E 

C(U(ZG)), there exists a large integer r such that 

(by Remark 3.1.4) 

l'brt brl brt 
- 1 2 • • • n 

l"(b bht bh.~l-1 )it (b bhn bh~n-1 )ln 
- lt"""t ••• nn···n 

- l" E C.. 

Note that l" E £ n C(U(ZG)) is a trivial central unit by Remark 3.1.4. Therefore 

c is also trivial and we are done. 0 

3.2 Main Results 

When G is finite, Ritter and Sehgal [55] constructed a finite set of generators for 

a subgroup of finite index in C(U(ZG)) (see also [54]) , while Jespers, Parmenter 

and Sehgal [30] found a different set of generators which works for finitely generated 

nilpotent groups (a.nd some others as well). In the latter case, the generators were 

constructed from Bass cyclic units in ZG and the construction depended on the 

existence of a very well behaved finite normal series in G. In general, however! 

there is no simple procedure known for constructing examples of central units in 

ZG (even when Theorem 3.1.2 guarantees their existence). Also there are very few 

cases of nonabelian groups where C(U(ZG)) is nontrivial and where a complete set 

of generators has been obtained for C(U(ZG)). 
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[n this chapter we make some progress on these questions. Since A5, the alter-

nating group on 5 letters, is a simple group, the procedure in (30] cannot be used 

to construct central units in ZA5 • However, if a = (12345) then a and a-1 are 

conjugate to each other but not to a 2 = a 7
, so Theorem 3.1.2 says that C(U(ZAs)) 

is nontrivial. We will show that C(U(ZA5 )) = ±(u} where (u) is an infinite cyclic 

group. More significantly, we will explicitly find the generator u, thus obtaining a 

complete description of C(U(ZA5 )). 

Recall that whenever R is a commutative ring with 1, the centre of RG is a free 

R-module with basis consisting of the finite conjugacy class sums in RG. 

A5 has 5 distinct conjugacy classes, and we will denote the corresponding class 

sums by Co, C~, C2 , C3 , C4 where Co = 1, C1 is the sum of elements conjugate to 

(12345), c2 is the sum of elements conjugate to (13524), c3 is th.e sum of all3-cydes 

and c4 is the sum of all elements which are the product of 2 disjoint transpositions. 

We will need to use the following identities: 

C2 
l - 12 + 5Ct + C2 + 3C3 

C1C2 - Cr + C2 + 3C3 +4C" 

clc3 - 5C1 + 5C2 + 3C3 + 4C4 

CrC• - 5C2 + 3C3 + 4C4 

Ci - 12 + Cr + 5C2 + 3C3 

c2c3 - 5Cr + SC2 + 3C3 + 4C4 
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C2C4 - 5Cr + 3Ca + 4C ... 

Ci - 20 + 5Ct + 5C2 + 7Ca + 8C4 

C3C4 - 5Ct + SC2 + 6Ca + 4C" 

C~ - 15 + 5Ct + SC2 + 3Ca + 2C4 

which are known, see for example, (Frobenius [19], pp. 1-37 ). 

Suppose u E C(Ut(ZA5 )). Let u = Ea;Ci and u-1 = EbiCi where a1, bi E Z, 0 ~ 

i < 4. Since uu-1 = 1, the identities just stated can be used to give 5 equations, one 

for each Ci. The augmentation map tells us that a0 + 12a1 + 12a2 + 20a3 + 15a" = l 

and similarly for the hi. Substituting for a0 and bo, we see that the equation arising 

from Co ca.n be ignored as it is a linear combination of the rest. The other 4 equations 

are: 

(1 - 19at -lla2- 15a3 -15a ... )bt + ( -llat + a2 + 5a3 + 5a4)b..z 

+( -15at + 5a2 + Sa3 + 5a")ba + ( -15at + Sa2 + 5aa + 5a4 )b4 = -a1 

(at - 11a2 + 5aa + 5a4)bt + (1- lla1- 19a2- 15aa- 15a4 )b2 

+(5at- 15a2 + 5aa + 5a")ba + {5at -ISa2 + 5aa + Sa4)b" = -a2 

(3a1 + 3a2 - 9a3 + 3a4)bt + (3at + 3a2 - 9a3 + 3a4)~+ 

(1- 9a1 - 9a2- 33aa- 9a4)ba + {3at + 3a2- 9a3 + 3a4)b4 = -a3 

( 4a2 + 4a3 - 8a4)bt + ( 4at + 4a3 - 8a4)b2 + ( 4at + 4a2 + Baa - l6a4)ba 

+(1- 8a1 - 8a2- l6a3- 28a4)b4 =-a" 
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Adding these together, we obtain 

Since we are dealing with integers, this means that a1 + a2 + a3 + a4 = 0 and 

b1 + b2 + ~ + b4 = 0. Substituting for a 1 and b1, and ignoring the first equation 

which is then a linear combination of the others, we are reduced to 

(1 + 4a2- 8a3- 8a4)~ + ( -8a2 - 4a3- 4a4)~ 

+( -Saz - 4aJ - 4a4)b4 + a2 = 0 

( -8a2 - 4a3 - 4a4)~ + ( -4a2 - 12a4 )b3 

+( 1 - 4a2 - 12a3 - 12a4)b4 + a4 = 0 

It follows from the second equation that 1 -12a3 divides a3 , forcing a3 = 0 and 

b3 = 0. We are now reduced to 

{I+ 4a2- 8a4)b,. + ( -Saz- 4a4)b4 - -a2 

( -8a2- 4a4)b,. + (1- 4az- 12a4)b4 - -a4 

The determinant of the 2 x 2 matrix arising here is 

D = 1- 20(4ai + 4a2a4- 4a~ + a4) = -20(2a2 + a4) 2 + (IOa4- 1)2
• 
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We note that D -=/= 0 and also 

Since 2b2 + b4 = -?.a}J-41 is an integer, we have that Dl(2a2 + a4 ). The equation 

for b4 then says that Dla4 (10a4 - 1). We conclude from the equation for D that 

gcd(D, a4 ) = 1, so Dl(10a4 - 1). Setting 2a2 + a4 = Du and 10a4 - 1 = Dv, we 

obtain D = D2 (v2
- 20u2 ). Since D-=/= 0 and D # -1, it follows that D = L 

We then have that (10a4 - 1 )2 - 20(2a2 + a4 ) 2 = 1, and this can be rewritten as 

(2a2 + a4 ) 2 = (5a4 - l)a4 • It follows that a4 is an even number and that both a4 

and 5a4 - 1 are ± (perfect squares). Let a4 = ±4Y2 and 5a4 - 1 = ±X2
• If a4 > 0, 

we get X 2 - 20Y2 = -L Since the left hand side is 0 or 1 (mod 4), this equation 

has no solution. 

If a4 < 0, we have the Pell's equation X 2
- 20Y2 = 1. Working back through 

the identities which have been developed, we have proved 

Proposition 3.2.1. C(U(ZA5 )) = {±u[u = (1 + 12Y2)C0 + (±XY + 2Y2 )C1 + 

(=t=XY +2Y2)C2 -4Y2C4 where X, Y run through all solutions of the Pell's equation 

X2 - 20Y2 = 1}. 

Note that if X, Y is any solution of the above Pell's equation, then the solution 

-X, Y gives the same units, so we may assume X and Y are nonnegative. Also, if 

X, Y is a particular solution of the equation, then the 2 units obtained from this 

solution are inverse to each other- i.e., ifu = (l+l2Y2 )C0 +(XY +2Y2 )Ct +( -XY + 

2Y2 )C2-4Y2C4 , then u-1 = (1+12Y2)Co+( -XY +2Y2 )Ct+(XY +2Y2 )C2-4Y2 C4. 
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For example, the solution X= 9, Y = 2 gives the inverse pair v = 49 + 26C1 -

10C2 - l6C4, v-1 = 49 -10C1 + 26C2 -16C4 • In fact, our main theorem shows that 

this particular v is more than just an isolated example. 

Theorem 3.2.2. C(U(ZAs)) = ±(v) where v is as defined above. 

A careful discussion of solutions to Pell's equation can be found in [42}, but for 

our purposes the crucial result is 

Lemma 3.2.3. (Niven and Zuckerman [42], Theorem 7.26) Consider the 

Pelt's equation x 2 - dy2 = 1 where d is a positive integer which is not a perfect 

square. Let X 17 Yi he the least positive solution to the equation. Then all positive 

solutions are given by Xn, Yn for n = 1, 2, 3 ······ , where Xn and Yn are the integers 

defined by Xn + Yn Vd = (Xt + Y1Vd) 11
• 

Proof of Theorem 3.2.2 

Proof By Proposition 3.2.1 and the subsequent remark, we are considering nonneg­

ative solutions to the equation X 2
- 20Y2 = 1. When Y = 0 we get u = 1, while 

there is no solution when X = 0, so we may assume X, Y > 0. 

All positive solutions a.re given by Xn, Yn as stated in Lemma 3.2.3. For each 

such n, define 

It is easy to see that X= 9, Y = 2 is the least positive solution of X 2 -20Y2 = 1, 

SO Ut = V. 
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Using our earlier remarks on inverses, we will be finished if we can show that 

un = u~ for all n > 1. This we will do by induction, the case n = 1 being obvious. 

Assume the result is true when n = k for some k > 1. Since u~+l is a central unit, 

Proposition 3.2.1 tells us that we only need prove that the identity coefficient of u~+l 

equals 1 + 12}'k~1 and that the coefficient of C1 in u~+l equals Xk+t Yk+l + 2Y~+L· 

The identity coefficient of u~+l = u 1 Uk is 49(1 + 12Y() + 12(26)( XkYk + 2Yk2 ) + 

12( -10)( -Xktk + 2Yl) + 15( -16)( -4lk2 ) = 49 + 432Xkl'k + 1932Y~. On the other 

hand, Lemma 3.2.3 says that 1 + 12}'k~1 = 1 + 12(91-k + 2Xk)2 = 1 + 12(81Y( + 

36XkYk +4(20Yk2 + 1)) == 49 +432XkYk + 1932Y(, as desired. 

The coefficient of C1 in u~+t equals 49(XkYk+2Yf) +26(1 + 12Yf) +5(26)(XkYk + 

2Yk2 )+26( -XkYk+2Y()+( -10)(Xkl'k+2Yl)+( -10)( -XkYk+2Yl)+5( -10)( -4Yl)+ 

5( -16)(-X"Yk + 2Yt) + 5( -16)( -4Yf) = 26 + 233XkYk + 1042Yk2
- Lemma 3.2.3 

says that Xk+tYk+t +2Yl-H = (9Xk+40Y")(2Xk+9Y")+2(2Xk+9Yk) 2 = 26(20Y{+ 

1) + 233X k l"k + 522Yf = 26 + 233Xk }k + 1 042Y(, and this completes the proof. 0 
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Chapter 4 

Hypercentral Units in the Integral 
Group Ring of a Periodic Group 

4.1 Introduction 

Let G be a finite group and U1 = U1(ZG) be the group of units of augmentation 1 of 

its integral group ring ZG. Arora, Hales and Passi studied hypercentral units in (3]. 

Their main result is that the central height of U1 is at most 2, i.e. Z2 (Ut) = Z3 (U1 )~ 

where 

denotes the upper central series of U1• The finiteness of the exponent of Z1(G) is 

the key to their proof ( see [3], Proposition 2.3 ). However, this finiteness no longer 

holds for the integral group ring of a. periodic group. In this chapter , we use a 

different approach to extend their result to the integral group ring of any periodic 

group. In section 4.3, we establish the relationship between hypercentral units and 

generalized unitary units. 
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4.2 Main Results 

Let G be an arbitrary group and let 

{1} = Zo(U) < Zt(U) < · · · < Zn(U) < · · · 

be the upper central series of the unit group U(ZG). Let Z(U) = u:=l Zn(U). 

Then Z(U) is a normal subgroup of U and is called the hypercentre of U. Let G be 

a periodic group and let T = T(Z(U)) denote the set of all torsion units in Z(U) 

having augmentation 1. Since T = U:=t T(Zn(U)), and T~ = {±ulu E T(Zn(U))} is 

a characteristic subgroup of Zn(U) for each n, it follows that Tis a periodic normal 

subgroup of U(ZG). 

Now the results of Bovdi [8, 9] apply to give the following: 

Theorem 4.2.1. Let G be a periodic group. Then exactly one of the following 

occurs: 

( 1) G is a Hamiltonian 2-group and T = G ; 

{2) T = Zt(G); 

(3) G has an Abelian normal subgroup H of index 2 containing an element a of 

order 4 such that for each g E G\ H, g2 = a 2 and ghg- 1 = h -l for all h E H, and 

T =<a> E9 E = Z2 (U) n Z2 (G) where E is an elementary Abelian 2-group. 

Recalling Theorem 12.5.4 in Hall [20], we have the following: 

Remark 4.2.2. In case (1} of Theorem 4.2.1, G = Q EB E where Q is the quater­

nion group of order 8 and E is an elementary Abelian 2-group. Furthermore1 

U(ZG) =±G. 
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Now we give a proof of Theorem 4.2.1. 

Proof By Bovdi ([SJ, Theorem 1), T C G and if T is non-Abelian, then T is a 

Hamiltonian 2-group and T <I G. In this case, as a. result of Bovdi ([9], Theorem 

3), G = T(G) is also a Hamiltonian 2-group. Since for a Hamiltonian 2-group~ 

U(ZG) = ±G and G = Z2(G), this gives G = T. It follows that possibility (1) 

occurs whenever T is non-Abelian. 

Next suppose that Tis Abelian and T C Z1(G). Since Z1 (G) C T(Z1(U)) C T, 

we have T = Z1(G). Consequently (2) occurs. 

Now suppose that Tis Abelian and T ~ Z1(G). By Bovdi ([9], Theorem 11), 

G must be of type (3), but not a Hamiltonian 2-group (since T is assumed to be 

Abelian ). In this case, < a > is a normal subgroup of U(ZG), (see [9], proof of 

Theorem 11) and hence for any u E U(ZG), u-1au = a or a3 (since o(u-tau) = 
o(a) = 4 ). Therefore, [u,a] E< a2 >C C(U). It follows that a E Z2 (U) and hence 

a E T. Since T is Abelian and for any g fl. H, [a,gJ ::f; l, we conclude g rt T. 

Therefore we have a. quaternion subgroup of order 8, Q8 =< a,g >, such that 

Q8 n T =< a >. As a result of Bovdi ([9], Theorem 10(3)), T =< a > EBE as in 

case (3). Because E c Z1(G), T = Z2(G) n Z2(U). 

For completeness, we include a proof that <a> is a normal subgroup of U(ZG), 

where G =< H, b > is as in case (3). 

Let x E U(ZG), x = Xt + xzb where X17 x2 E ZH. Then axx* = a[xtxi + x2xi + 
x 1x2(1+a2 )b] = xx*a since b-1xb = x* for any x E ZH. Further, (x- 1ax)(x-1axt = 

x- 1ax(x"'a*(x"')-1) = x-1xx*aa*(x*)- 1 = 1. Consequently, x-1ax = g E G and 

o(g) = 4. If g ¢ H, then g = hb for some h E H. It follows from ax = xg, that 
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ax1 + ax2b = (xt + x2b)g = Xthb + x2h-1a2• Therefore ax1 = x 2h-1a2 and an 

augmentation argument gives aug(xt) = aug(x2 ). Observing that ±1 = aug(x) = 

aug(xt) + aug(x2) = 2aug(xt), we have a contradiction. Hence g E Hand g2 = a 2 • 

We claim that g E< a> and therefore we are done. Otherwise, suppose g ~<a>­

Then e = ( 1 + a + a2 + a3
) ( 1 -g) ( # 0) is an element in the center of the group ring 

ZG (since eh =he for all hE Hand be= a(l-g-1 )b = a(l-g2g)b = a(l-a2g)b = 

a(l - g)b = eb). It follows that -e = ge = x-1axe = x-1aex = x- 1ex = e. Hence 

e = 0, which again leads to a contradiction. 0 

Corollary 4.2.3 .. Let G be a periodic group. Then T < Z2(G). 

Corollary 4 .. 2 .. 4. Let G be a periodic group. If u is a nontrivial torsion unit, then 

u ~ Z(U(ZG)). 

We first prove the following lemma which is needed for proving the main Theorem 

4.2.6. 

Lemma 4.2.5. Let G be any periodic group. Then Z2(U(ZG)) C Nucza)(G). 

Proof. Let v E Z2 (U(ZG)), and g E G. Then [v,g] = vgv-1g-1 = c E Z 1(U(ZG)) = 
C(U(ZG)). It follows that o(cg) = o(vgv-1

) < oo, and therefore cis of finite order. 

In view of Sehgal ([57], p.46), we conclude that c is a trivial unit. Consequently, 

vgv- 1 = cg E G and this leads to the desired result. 0 

If Hand K are subsets of a group G, then we denote by [H, K} the subgroup of 

G generated by the commutors [h, k] = hkh-1k-1, h E H, k E K. Now we prove 

the main result of this chapter - the central height of the unit group of an integraL 

group ring of a periodic group is at most 2. 
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Theorem 4.2.6. Let G be a periodic group. Then Z3 (U(ZG)) = Z2 (U(ZG)). 

Proof~ First we prove that [Z2(U(ZG)),U(ZG)] ~ Z1(G). (4.2.1) 

Note that Z2 (U(ZG))/Z1 (U(ZG)) is periodic since 

Zi(U(ZG))/Zt(U(ZG)) C LV~<w>(G)/Zt(U(ZG)) C GZt(U(ZG))fZ1(U(ZG)) 

by Lemma 4.2.5 and Sehgal ([58], Proposition 9.5). It follows that for any u2 E 

Z2(U(ZG)), there exists a positive integer n(u2) such that (u2 )n(u2 ) E Z1(U(ZG)). 

Now for any u E U(ZG), we have that [u2 , uJ = u2uu;1u-1 = c so uu; 1u- 1 = u; 1c! 

where cis a central unit. By taking the n{u2)th power of both sides of the above 

identity, we obtain that uu;n(u2 )u-1 = u;n(u2 }cn(u2 ). This forces cn(u2 ) = 1 since 

u~(u2 ) is a central unit and therefore, c E Zt(G) by Sehgal([57], p.46). Finally, we 

conclude that [Z2(U(ZG)),U(ZG)] c Z1(G). 

Next we prove that Z~+1 (U(ZG)) c Zn(U(ZG)) for all n > 1. (4.2.2) 

We first prove that Zi(U(ZG)) ~ Z 1(U(ZG)) by contradiction. Assume that 

Zi(U(ZG)) ~ Zt(U(ZG)). Since Zi(U(ZG)) ~ N~(zo)(G) C GZ1(U(ZG)) as seen 

earlier, there exists a group element g E Z2{U(ZG))\Z1(U(ZG)). Let u E U(ZG). 

Then [u,gJ = go E Z1(G). Therefore, there exists a positive integer n = n(u) 

such that ungu-n = g. It follows from Theorem 1.2 of Parmenter [46] that the 

exponent of Z1 (G) is 2. Therefore, for all u2 E Z2 (U(ZG)) and all g' E G, we 

have [u~, g'] = [u2 , g']2 = (g~)2 = 1. This means that ui is a central unit, forcing 

Z~(U(ZG)) C Z 1(U(ZG)). This contradiction finishes the proof. 

The proof continues by induction. We just proved that the result is true for 

n = 1. Assume that the result is also true for n = k- 1 > L Now consider the 

case where n = k. Let u E U(ZG) and Uk+l E zk+t(U(ZG)). Then [uk+l, uJ::: Uk E 
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Z~c(U(ZG)). It in turn yields that [uf+1,u] = [ur.:+t, ur.:]u~ E zk_1(U(ZG)) by the 

inductive assumption, and therefore we conclude u~+t E Zk(U(ZG)). We are done. 

Moreover1 in view of the fact that for any u3 E Z3 (U(ZG)), u E U(ZG), (u3 , uJ2 = 
[u3 ,[u31 uJ]-1[u5,u] E Zt(G) by (4.2.1) and (4.2.2), we conclude that 

[Z3(U(ZG)),U(ZG)] c T. ( 4.2.3) 

Now we are ready to prove our main result: Z3(U(ZG)) = Z2(U(ZG)). 

According to Theorem 4.2.1, we need to deal with the following three cases. 

(a) Suppose that G is a. Hamiltonian 2-group. Then U(ZG) = ±G = ±T = 

Z2 (U(ZG)) and we a.re done. 

(b) Suppose that Tis a central subgroup of U(ZG). Then T = Z1(G) . The 

result follows immediately from ( 4.2.3). 

(c) Suppose that Tis abelian but not a central subgroup. Then G =< H,g > 

is a group of the type {3) in Theorem 4.2.1 and therefore, T =< a > EB E = 
Z2 (U(ZG)) n Z2(G). In this case, we first observe that Z1(G) = {x E G I x 2 = 1} 

and the exponent of T is 4. 

Next we prove the following result: 

(4.2.4) 

We first show that [Z2(U(ZG)), 82] = 1. Let u2 E Z2(U(ZG)) a.nd ub,a = 
1 + (1- b)ah be a bicyclic unit. Then [u2 , ub,a] =Co E Zt(G) by (4.2.1). Therefore, 

there exists a positive integer n such that [u2 , Ub,a]n = c0 = 1. It in turns yields that 

[u2, ub,al = 1 since [u2, ub,a] = [u2, ub,a]ub,a [u2, ub,;1]ub:! = [u2, ub,a][u2, u~; 1 ] (since 
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[u2 ,ub.;1
] E Zt(G) by (4.2.1)) = [u2,ub,d] [u2,ub,a}n-I (by inductive assumption) 

= [u2, ub,d]n. Observing that ub,d = 1 + n(l - b)ab, we obtain that (u2, u0,a] = 1 

and this leads to the desired result. Next let U3 E Z3 (U(ZG)) and b be a bicydic 

unit. Then [u3 , bJ E T by ( 4.2.3), and hence [u3 , b]n = 1 for some positive inte­

ger n. Note that [u3, bn] = (u3, b71
-

1]bn-l (u3, b)b-(n-l) = (u3, bn-I][bn-l, (u3, b]][u3, b] 

and, [bn-t, (u3 , b]) = 1 since [u3 , b} E Z2 (U(ZG)). We conclude, by induction, that 

[u3 ,bn] = (u3 ,bn-l][u3 ,b] = [u3,b]n-I[u3,b} = (u3,b]n = L Therefore, [u3 ,b] = 1 as 

seen before and we a.re done. 

Now we claim that 

(4.2.5) 

Let x E Z3 (U(ZG)). For a.ny group element h E H for which h- 1gh E< g >~ 

we observe that h-1gh :::::: gi and o(g) :::: o(gi), forcing i = 1 or 3. Also noticing 

that h-1g = gh, we obtain that gi = gh2
; therefore, either h2 = 1 or (ah) 2 = l 

(since a 2 = g 2). It follows that either h or ah is in Z1{G). Since< a > is a normal 

subgroup of U(ZG) (see proof of Theorem 4.2.1), we have (for k = 1 or 3) 

Hence [x, h] E< a2 >. On the other hand, suppose h E H a.nd h-1gh ¢< g >. 

Then we have a nontrivial bicyclic unit ug,h = 1 +(1-g)h(l +g+g2 +g3
). It follows 

from (4.2.4), that 
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Note that x-1gx and x-1hx are in G by ( 4.2.3), but h-1gh ¢.< g >. After 

expanding the above identity, we observe that all the group elements on the left hand 

side( respectively, on the right hand side) are different. Therefore, we conclude, by 

augmentation arguments that 

(4.2.6) 

Consequently, x-1hx E h < g >which in turn shows that [h- 1, x-1] E (g) n T = 
(a2 ) by ( 4.2.3) and Theorem 4.2.1(3). Thus [x-1, hJ = h[h-1

, x- 1}h- 1 E (a2}. There­

fore, by setting y = x-1
, we obtain that [y, h] E< a2 > for any y E Z3 (U(ZG) ). 

Note that, since G is not a Hamiltonian group, there must exist a group element 

h E H such that h-1gh fl.< g >. Consequently, ( 4.2.6) yields that 

(1 + g + g2 + g3
) - (h- 1x- 1hx)x-1(1 + g + g2 + g3 )x 

_ a2ix-1(l + g + 9z + g3)x 

- x-la2i(1 + g + 92 + gJ)x 

- x-1(1 + g + 92 + g3)x 

Thus g = x-1gx or g = x-1!/x and hence [x, g] E< g2 >=< a2 >. Thus ( 4.2.5) 

is proved and hence [Zi(U(ZG)), G] = L It follows that 

Zi(U(ZG)) c Z1 (U(ZG) ). (4.2.7) 

Suppose that there exists x E Z3 (U(ZG))\Z2 (U(ZG)). Then, for some u E 

U(ZG), [x, u] = t E T is an element of order 4. Mapping t into Z(G/G'), we obtain 
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that [ = [x, u] = 1 since Z(G/G') is a commutative group ring. Thus t- 1 E 

~(G')ZG. This implies t E G', the derived group of G. It is not hard to check 

that, in this case, G' = {h2 lh E H}. Note that [x, h] E< a 2 >~ C(U) for all 

h E H by ( 4.2.5), so [x, h}2 = L If follows that [x, t] = [x, h2)(for some h E H) = 

[x, h]h[x, h]h-1 = [x, h]2 = L Hence [x2 , u] = x[x, u]x-1[x, u] ::: [x, t]t2 = t2 f l. 

However, in view of (4.2.7), we have [x2 , u] = 1, a contradiction. Thus we must have 

Z2(U(ZG)) = Z3(U(ZG)) always. D 

We note that the next result follows immediately from ( 4.2.1). 

Corollary 4.2.7. Let G be a periodic group. If Z1(G) :::: 1, then Z1(U(ZG)) -

Z2(U(ZG)) = Z(U(ZG)). 

Corollary 4.2.8. Let G be a periodic group. If all central units are trivial, then all 

hypercentra/ units are trivial too. 

Proof. Let u E Z(U(ZG)). Then u E Nu(G) by Lemma 4.2.5 and Theorem 4.2.6. 

It follows from Sehgal ([58}, Proposition 9.4) that uu· = g E Z1(G) . Now Lemma 

2.2.5 says uu· = l and therefore, u is trivial. We are done. 0 

By recalling Theorem 3.1.1 of Ritter and Sehgal giving necessary and sufficient 

conditions for all central units to be trivial when G is finite, we obtain the following 

necessary and sufficient conditions for all hypercentral units to be trivial. 

Corollary 4:.2.9. Let G be a finite group. All hypercentralunits o/ZG are trivial if 

and only if for every x E G and every natural number j relatively prime to o(g), xi 

is conjugate to x or x-1
• 
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4.3 The Relationship Between Hypercentral Units 
and Generalized Unitary Units 

Recall that in Chapter 2, generalized unitary units were defined in terms of central 

units. In this section, we first introduce, in terms of hypercentral units of U(ZG)~ 

an equivalent definition of generalized unitary units of an integral group ring ZG 

when G is a periodic group. Then we discuss the relationship between hypercentral 

units and generalized unitary units. Moreover, we obtain necessary and sufficient 

conditions for U9 ,1 = Z(U). 

Let G be an arbitrary group , f be an orientation homomorphism, and 

H = {u E U(ZG) I v.u1 E Z2(U(ZG))}. 

Then we have the following: 

Proposition 4.3.1. Let G be an arbitrary group and f be an orientation homomor­

phism. Then U9 ,J ~ H C Nu(Ug,J). In particular, if G is a periodic group, then 

H = U9 ,1(ZG). 

Proof. We need to prove only the second inclusion, i.e. H C Nu(U9 ,1 ). Let h E H 

and u E U9 ,1. Then hhl E Z2(U) and uul = c E C(U) = Z1(U), so uf = cu- 1 • Let 

v = h-1uh. We conclude that h-fvufhf = h-fh-1uhhfuf = (hhf)- 1u(hhf)cu-1 = 
[(hhf)- 1 , u] c E C(U). It follows that vvf E C(U). This means that v E U9 .J and 

therefore, hE Nu(U9 ,J)- When G is periodic, Theorem 2.2.4 says that H = Ug,J· 0 

Let 

H1 = {u E U{ZG) I uuf E Z(U(ZG))}. 
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Recalling Theorem 4.2.6, we obtain another equivalent definition of the gener­

alized unitary units of an integral group ring ZG when G is a periodic group as 

follows: 

Corollary 4.3.2. Let G be a periodic group. Then H1 = Ug.J(ZG). 

Since Z(U(ZG))} C H 11 we obtain the following: 

Corollary 4.3.3. Let G be a periodic group and f be any orientation homomor­

phism. Then Z(U(ZG)) C Ug.J(ZG). In particular, Z(U(ZG)) C Nu(ZG)(G). 

The question of when equality holds in Corollary 4.3.3 is settled by the following: 

Theorem 4.3.4. Let G be a periodic group and f be an orientation homomorphism. 

Then the following are equivalent: 

{l)Z(U('l.G)) = U9.Ji 

(2) G = T; 

{3) G is either a Hamiltonian 2-group or a torsion Abelian group; 

(4)Z(U(ZG)) = U(ZG). 

Proof. (1) :::::::> (2). Since Ug.J(ZG) = Z(U(ZG)), we have G ~ Z(U(ZG)). There­

fore, G = T by Corollary 4.2.3. 

(2) ===> (3). If G( = T) is nona.belian, then we are in case (1) of Theorem 4.2.1. 

(3) ===> (4). If G is a Hamiltonian 2-group, then U(ZG) = ±G = Z(U(ZG). If 

G is abelian, then U(ZG) = C(U(ZG)) = Z(U('ll.G)). 

(4) ==> (1). The result follows immediately from Corollary 4.3.3. 

0 
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Note that in both cases of (3) of Theorem 4.3.4, U(ZG) = Ug,J(ZG) and we 

obtain the following: 

Corollary 4.3.5. Let G be a periodic group. If U(ZG) #= Ug,ft (ZG) for some ori­

entation homomorphism / 1, then there exists u E Ug,!l such that u ft Z(U(ZG)), 

i.e. Z(U(ZG)) C Ug,ft (ZG). Furthermore, for all orientation homomorphisms f, 

Z(U(ZG)) C Ug,J(ZG). In particular, Z(U(ZG)) C Nu(ZG)(G). 

Remark 4.3.6 .. It is possible that U(ZG) ¥= Ug,ft (ZG) for some / 1, but U(ZG) = 

Ug,h(ZG) for another !2· 

For example, let us take G = D8 =< a, bla4 = b2 = 1; bab = a-L >. 

( 1) We first consider the trivial orientation homomorphism. Let u be a central 

unit. Then u E U(Z < a >) by Bovdi and Sehgal [15], so u is a trivial unit by 

Higman's Theorem. Therefore, Nu(ZDs)(Ds) = ±Ds =/= U(ZDs). 

(2) Now we take f: D8 --+ ±1, such. th.at /(a) = 1 and f(b) = -1. Theorem 

2.2.18 (1) implies that U(ZDs) = Ug,J(ZDs)-
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Chapter 5 

TheN-Centre of the Unit Group 
of an Integral Group Ring 

5.1 Introduction 

Let n be an integer. Two elements x, y in a group G n-commute if 

see Baer [5}. A group is n-abelian if any two elements n-commute. In [6], Baer 

introduced the n-centre Z( G, n) of a group G as the set of those elements which n­

commute with every element in the group. Later Kappe and Newell (33] proved that 

(ax)n = anxn for all x E G implies (xa)n == xnan for all x E G, and vice versa. Thus 

only one of then-commutativity conditions suffices to define then-centre Z(G, n). 

The n-centre, which can readily be seen to be a characteristic subgroup, shares 

many properties with the centre, some of which already have been explored in Baer 

[5]. For example, if the central quotient of a group is (locally) cyclic, then the group 

is abelian. Similarly, it follows by Corollary 1 in Baer [6] that a group is n-abelian 

if the quotient modulo its n-centre is (locally) cyclic. In [33], Kappe and Newell 
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shed further light on these similarities by investigating various characterizations and 

embedding properties of the n-centre. They characterized the n-centre as the margin 

of the n-commutator word (xy)ny-nx-n, and their result yields some interesting 

connections with a. conjecture of Hall on margins. 

In this chapter, we investigate then-centre of the unit group of an integral group 

ring 7l.G for a periodic group G. It is well known that the 2-centre of a group is equal 

to its centre. It turns out that the 3-centre of the unit group of an integral group 

ring of a periodic group also coincides with the centre of that unit group (Theorem 

5.2.2). Our main result is to give a complete characterization of then-centre of the 

unit group U(ZG) for any integer n. We prove that this n-centre (for all n > 2) 

coincides with either the centre C(U(ZG)) of the unit group or the second centre 

Z2(U(ZG)) of the unit group (Theorem 5.3.6). In view of Theorem 3.1 in [4J, we 

obtain that the n-centre (for all n 2: 2) is either the centre C(U(ZG)) or the product 

of the centre and torsion hypercentral units, CT, when G is a finite group. 

5.2 Basic Results and Notations 

We first introduce some basic definitions and notations. Then we recall some fun­

damental results which will be needed later in this chapter. Other notations follow 

Kappe and Newell (33]. 

Let 

and 
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S'l(G,n) ={a E G I (xa)n = X 71anvx E G} 

Baer first defined the n-centre in (5] as 

Z(G, n) = Sr{G, n) n S2 (G, n). 

However, Kappe and Newell proved that S1(G, n) = S2 (G, n) ([33}, Theorem 2.1). 

Thus only one of then-commutativity conditions suffices to define then-centre. 

The following proposition collects various facts about the elements in the n­

centre. Note that Z(G, 1) = Z(G, 0) =G. 

Proposition 5.2.1. ({99], Lemma ~.2) Let a E Z(G, n). Then 

{1} [an-l, xn] = 1 for all x E G; 

{2} a E Z(G, 1- n){ Therefore always Z(G, n) = Z(G, 1- n)); 

{3} [an, x] = [a, x]n = [a, xn] for all x E G; 

(4} 1 = [a, xn(l-n)] = [an(l-n), x} = [a, xJn(l-n) = [an, x1-n] for all X E G; 

{5) an E Z(G, n- 1). 

[t can be easily seen by the definition that the 2-centre of a group coincides with 

its centre. Even a better result can be obtained when we investigate the 3-centre 

of the unit group U(ZG) of an integral group ring of a periodic group G. We will 

show that the 3-centre Z(U(ZG), 3) of the unit group also coincides with its centre 

C(U(ZG))( sometimes denoted by Z1(U(ZG)). In the next section, a characterization 

of Z(U(ZG), n) will be obtained for all n. 

Theorem 5.2.2. Let G be a periodic group. Then 

Z(U(ZG), 3) = Z(U(ZG), 2) = C(U(ZG)) 
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The following proposition due to Kappe and Newell is needed in the proof of 

Theorem 5.2.2 .. 

Proposition 5.2 .. 3. {{39}, Theorem 4..3) Let G be a group. Then 

Z(G,3) ={a E R2(G)Ia3 E C(G)} and Z(G,3) c Z3(G) 

Here Zm(G) is the m-th centre of G and Rm.(G) == {a E Gl[a,m x] == 1\{x E G} 

denotes the set of right m- Engel elements, where 

[x,m y) = [[x,m-1 y], y] and [x,l y] = [x, yJ. 

Now we are ready to prove Theorem 5.2.2. 

Proof Recall that Z(U(ZG), 3) C Z3 (U(ZG)) by Proposition 5.2.3 and also that 

Z3(U(ZG)) == Z2(U(ZG)) and Zi(U(ZG)) ~ C(U(ZG)) by Theorem 4.2.6 and 

( 4.2.2). It follows that for all u E Z(U(ZG), 3), u2 E C(U(ZG)). Also note that 

u3 E C(U(ZG)) by Proposition 5.2.3. Thus u E C(U(ZG)) and Z(U(ZG), 3) ~ 

C(U(ZG)). We are done. 0 

5.3 The Characterization of theN-Centre of the 
Unit Group of an Integral Group Ring 

In this section, we investigate then-centre of the unit group of an integral group 

ring for n > 4. We first characterize periodic Q* -groups as precisely those periodic 

groups which contain a. noncentral element lying in the 4-centre of U(ZG). Then we 

turn our attention to studying the set of all torsion units in Z(U(ZG), n ). Our main 

result is Theorem 5.3.6, which gives a complete characterization of the n-centre of 

the unit group of an integral group ring for any periodic group. 
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A group G is said to be a Q* -group if G has an Abelian normal subgroup A 

of index 2 which has an element a of order 4 such that for all h E A and all 

g E G\A,g2 = a 2 and g-1hg = h-1• We note that finite Q*-groups have played a 

significant role in work by Arora and Pa.ssi [4] (see also[3J), where they are character­

ized as precisely those groups G with the property that U1(ZG) is of central height 2. 

Such groups also appear in a paper by Williamson [59], who showed that Q· groups 

are exactly those groups containing a noncentral element a which has finitely many 

conjugates in U(ZG). Recently, Parmenter (46} showed that a weaker conjugation 

condition also characterizes these groups. For our purpose, we characterize these 

groups by means of the 4-centre of the unit group. 

Theorem 5.3.1. Let G be a periodic group. Then the following are equivalent: 

( 1} G is a Q• -group; 

{2} G contains a noncentral element a such that a E Z(U(ZG),4); 

{9} G contains a noncentral element a such that a E Z(U(ZG), n) for some n > 4. 

To prove Theorem 5.3.1, we need the following results. The first one is proved 

by Parmenter in (46] (Theorem 1.2). 

Proposition 5.3.2. Let G be a periodic group. Then the following are equivalent: 

( 1) G contains a noncentml element a with the property that given any unit u zn 

U(ZG), there exists a positive integer n = n(u) such that unau-n belongs to G. 

{2} G is a Q*-group. 

The following proposition establishes a relationship between the 4-centre and the 

second centre of the unit group of an integral group ring. 
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Proposition 5.3.3. Let G be a periodic group. Then Z2(U(ZG)) ~ Z(U(ZG), 4). 

Proof. Let u E Z2(U(ZG)) and v E U(ZG). Then we have [u, v] E C(U(ZG)) (*) 

and u2 E Zi(U(ZG)) ~ C(U(ZG)) (**) by the proof of Theorem 4.2.6 and ( 4.2.2). 

It follows that 

Therefore, 

since u 2 E C(U(ZG)). 

Consequently, 

This leads to u E Z(U(ZG), 4) and we are done. 0 

Now we are ready to prove Theorem 5.3.1. 

Proof. (1) ==>- (2) If G is a Q•-group, then G has an Abelian subgroup A of index 

2 which has an element a of order 4 such that for all h E A and all g E G \ A, g2 = 
a2 and g- 1hg == h-1 • We claim that a is a noncentral element and belongs to 

Z2 (U(ZG)). Therefore, Proposition 5.3.3 implies that (2) is true. 

It is obvious that a is noncentral. To see that a E Z2(U(ZG)), let us recall 

Theorem 2.2.18 (1) which guarantees that U(ZG) = U9.1 where G = (A, b) and 

f : G -+ ±1 is the orientation homomorphism such that K er(f) = A and f( b) = -1. 
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[t follows that for any u = a 1 + a2b, uf = «i - a2a2b and u-1 = uf c where c is a 

central unit. Now we have 

[a, u] = ( aua-1 )u-1 = ( a1 + a2a2b)( a~ - a2a2b)c = ( a 1 a~ - a2a;a2)c E C(U(ZG)) 

Hence a E Z2 (U(ZG)) and we are done. 

(2)=> (3). Immediate. 

(3)=> (1) Suppose g E Z(U(ZG), n) \ C(U(ZG)). For u E U(ZG), Proposition 

5.2.1( 4) says that 

(g, un(l-n)J = fg, u]n(l-n) = (gn(l-n}' u] = 1 

Hence un(n-l)gu-n(n-l) = g E G for all u E U(ZG) and Proposition 5.3.2 gives 

the desired result. 0 

We can now obtain a different version of Proposition 5.3.2. 

Corollary 5.3.4. Let G he a periodic group. Then the following are equivalent: 

{1} G is a Q•-group; 

{2) G contains a noncentral element a such that/or any unit u E U(ZG), u4au-4 =a. 

Proof. We need to verify only (1) ===> (2). By Theorem 5.3.1, G contains a noncen­

tral element a such that a E Z(U(ZG), 4). It follows that for u E U(ZG), Proposition 

5.2.1 (3) implies that 

[a, u4
] = [a~ u]4 = [a4

, u] = 1 

for a4 E Z(U(ZG), 3) = C(U(ZG)) by Proposition 5.2.1(5) and Theorem 5.2.2. 
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Hence u4au-4 = a E G for all u E U(ZG) 0 

Now we turn to characterizing then-centre of the unit group. We first study the 

set of all torsion elements of the n-centre. 

Theorem 5.3.5. Let G be a periodic group and Tn = T(Z(U(ZG), n)) - {x E 

Z(U(ZG), n)l x is of finite order and aug(x) = 1}. Then for all n ~ 2, 

(1} Tn is a characteristic subgroup of Z(U(ZG), n). Moreover, 

Tn = Z(U(ZG), n) n G, 

(2} If u E Z(U(ZG), n), then [u, v] E Tn for all v E U(ZG), 

(3} Z(U(ZG), n) ~ NuczoJ(G) and Z 2(U(ZG), n) C TnC(U(ZG)), 

(4) Tn ~ T(Z2(U(ZG))). Moreover1 T4 = T(Z2(U(ZG))), 

(5} Z(U(ZG), n) ~ Z2(U(ZG)). Moreover, Z(U(ZG),4) = Z2(U(7lG)). 

Proof (1) Referring to Theorem 5.2.2, we need to consider only the situation for 

n > 4 because central units of finite order are trivial (Sehgal [57], p46, Corollary 

1.7). Note that if a E T.,.,, then always a-1 E Tn since o(a-1) = o(a) < oo and 

a- 1 E Z(U(ZG), n). To prove Tn is a subgroup, we only need to show that if 

a, bE Tn, then abE Tn, i.e. o(ab) < oo. We will do it by using induction. 

Let n = 4 and a, bE T4 • Suppose that o(a) = l,o(b) = m. Thus 

Therefore, ab E T4 • Consequently, T4 is a subgroup. 
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Suppose that for n = k > 3, T~c is a subgroup of Z(U(ZG), k ). 

Now consider that n = k + 1. For a,b E Tk+l ~ Z(U(ZG),k + 1), observe that 

(ab)k+l = ak+lbk+l_ Since ak+t, bk+t E Z(U(ZG),k) by Proposition 5.2.1 (5) and 

both have finite order, we conclude ak+L, bk+l E T~c. It follows from the inductive 

assumption on T~c that ak+lbk+l E T~c. As a consequence, o((ab)k+l) = o(ak+lbk+l) < 

oo, so o(ab) < oo. This means that Tk+l forms a subgroup. We have proved that 

Tn is a subgroup of Z(U(ZG), n) for every integer n > 2. 

It can be easily seen that the subgroup Tn. is a characteristic subgroup. Hence, 

since Z(U(ZG),n) is a normal subgroup of the unit group U(ZG) so is Tn- It follows 

from Bovdi [9] that Tn. <1 G. Therefore, Tn = Z(U(ZG), n) n G. 

(2) Let u E Z(U(ZG), n) and v E U(ZG). Since Z(U(ZG), n) is a normal 

subgroup of U(ZG), we observe that vu-1v- 1 E Z(U(ZG), n); therefore, [u, v] = 
uvu-Lv-1 E Z(U(ZG), n). Moreover 

[u, v]n(n-l) = ([u, v]n.(L-n})- 1 = 1 by Proposition 5.2.1 ( 4) . 

Hence, [u, v] E Tn as desired. 

(3) The first statement follows directly from (1) and (2). Observing that 

Z 2(U(ZG), n) ~ NtczG)(G) ~ GC(U(ZG))(Sehgal [58], Proposition 9.5), 

we easily obtain Z 2 (U(ZG), n) ~ Tn.C(U(ZG)). 

(4) Suppose that for some n > 2 there exists a E Tn such that a~ T(Z2 (U(ZG))), 

thus a is a noncentral group element. According to Theorem 5.3.1, G is a Q·-group. 

Next we show that this a is a special element of order 4 in G, as given in the 

definition of Q*- groups. Observing the proof of Proposition 5.3.2, we find that if 
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g E G, then either 

(i)(a,g) is Abelian 

or 

(ii) (a, g} 'V Q8 , the group of quaternions. 

Setting A = Co(a) ~ G and g ft. A, we obtain that (a,g} ,.._, Q8 , thus a2 = g 2
• 

(Since a is not central, such a g ~ A does exist). It follows that a has order 4. 

For any h E A, g ~ A, we have hg ~ A. Therefore, (a, hg} rv Q8 • It follows 

that g2 = a2 = hghg, and so ghg-1 = h-1(*). We also note that if k ~ A, then 

gag-1 = a-1 = kak- 1• It follows that ag-1k = g-1ka and g-1k E Ca(a) = A , 

and so A is of index 2 in G. Condition (*) tells us that A is Abelian; therefore the 

element a is a special element as we claimed. However we showed in the proof of 

Theorem 5.3.1 that a E T(Z2 (U(ZG))). This contradiction leads to the first result. 

Moreover, recalling Proposition 5.3.3 which gives T(Z2(U(ZG))) C T4 , we obtain 

that T(Z2(U(ZG))) = T". 

(5) Let u E Z(U(ZG), n) and v E U(ZG). Then [u, v] E Tn by (2); there­

fore, [u,vJ E T(Z2(U(ZG))) by (4). It follows that u E Z3 (U(ZG)) and therefore~ 

Z(U(ZG)), n) C Z3(U(ZG)). Since Z3 = Z2(Theorem 4.2.6), we conclude that 

Z(U(ZG), n) ~ Z2(U(ZG)). In particular, Z(U(ZG),4) ~ Z2(U(ZG)). Now Propo-

sition 5.3.3 finishes the proof. 

Now we give a complete characterization of then-centre of the unit group. 

Theorem 5.3.6. Let G be a periodic group. Then 

{ 

U(ZG) 
Z(U(ZG), n) = Z2(U(ZG)) 

C(U(ZG)) 

for n == 0 or 1 
for n == 4k or 4k + 1, k > 1 
for n == 4k + 2 or 4k + 3, k 2 0 
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Proof. The first equality is obvious. 

Now we prove that Z2(U(ZG)) c Z(U(ZG), 4k) and Z2(U(ZG)) c Z(U(ZG),4k+ 

1) for all k > L Combined with Theorem 5.3.5(5), we have done the second part. 

Let u E Z2(U(ZG)) and v E U(ZG). Then u E Z(U(ZG), 4) by Proposition 

5.3.3, and therefore u4 E C(U(ZG)) by Proposition 5.2.1 (5) and Theorem 5.2.2. It 

follows that 

(uv)4k = ((uv)4)k = (u4v4)k = u"kv<~k. 

This forces u E Z(U(ZG),4k), thus Z2(U(ZG)) c Z(U(ZG),4k). 

Similarly, 

Thls means that Z2 (U(ZG)) ~ Z(U(ZG), 4k + 1). 

Next suppose that n = 4k + 2 or 4k + 3, k > 1. First let us consider n = 

4k + 2. Note that Z(U(ZG), 4k + 2) c Z2 by Theorem 5.3.5 (5) a.nd therefore~ 

Z(U(ZG), 4k + 2) c Z(U(ZG), 4k) n Z(U(ZG), 4k + 1) by the above. Recall that if 

an element is contained in 3 consecutive n-centres, then it must be a central element 

(see Ka.ppe and Newell (33]). We are done. For completeness, we include a proof. 

Let a E Z(U(ZG),4k + 2) n Z(U(ZG),4k + 1) n Z(U(ZG),4k) and u E U(ZG). 

Then 
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(au)4k+2 - (au)4'=+1(au) = a4'=+lu4k+t(au) 

(au)4'=+2 - (au)4'=(au)2 = a4'=u4k(au? 

Combining the first two equations, we obtain 

Combining the last two equations, we arrive at 

Now we conclude au= ua a.nd a E C(U(ZG)). 

Similar arguments work for the case of n = 4k + 3. 0 

In view of Arora and Passi ([4], Theorem 3.1), we obtain the following corollary: 

Corollary 5.3. 7. Let G be a finite group. Then 

{ 

U(ZG) for n = 0 or 1 
Z(U(ZG), n) = T(Z2 (U))C(U(ZG)) for n = 4k or 4k + 1, k > 1 

C(U(ZG)) for n = 4k + 2 or 4k + 3, k > 0 
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