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Abstract 

The objective of the thesis is to numerically investigate the near wake structure 

and fluid forces generated by a circular cylinder oscillating obliquely in a uniform 

stream of a viscous incompressible fluid. A numerical series expansion solution valid 

for small values of the time is used to verify the accuracy of the fully numerical scheme 

in the initial stages of motion. In this latter scheme, the governing Navier-Stokes 

equations in vorticity-stream function formulation are solved using a parallelized fi­

nite difference algorithm which utilizes global conditions of an integral character. A 

non-inertial coordinate transformation is used to conformally map the unbounded 

domain outside the cylinder to a rectangular domain which may be discretized by a 

set of uniformly spaced grid points. Thus, implicitly, the equations are solved on a 

time-dependent adaptive mesh. The parallel implementation of the algorithm, which 

is considered for the first time in this thesis, produces nearly optimal speedup results 

on 8 processors of a Silicon Graphics Onyx shared memory architecture computer. 

Numerical simulations are conducted at a Reynolds number of R = 200 to first deter­

mine fundamental and super-harmonic lock-on ranges. The effect of the amplitude 

and angle of oscillation on the flow characteristics at several forcing frequencies is 

then addressed. Whereas inline and transverse oscillations of a circular cylinder have 

been the focus of many articles, previous work on this problem is limited to a single 

experimental study by Ongoren and Rockwell (1988b) and three numerical studies by 

Kocabiyik and Al-Mdallal (2003a,b) and Kocabiyik, Mahfouz, and Al-Mdallal (2004). 

Therefore, the results of this thesis represent the most comprehensive analysis of the 

problem to date. Whenever possible, verifications of the method with previous ex­

perimental and numerical findings are presented and agreement between the results 

is excellent. 
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Chapter 1 

The Problem Fundamentals and 

Mathematical Formulation 

1.1 Introduction 

Fluid mechanics has served as a rich resource for researchers in search of computa­

tionally intense problems over the past few decades. Flow past a circular cylinder is 

one of many problems included in this extensive repertoire which is dated back to ex­

perimental observations almost a century ago by famous physicists/mathematicians 

like Theodore von Karman (1911) and Vincent Strouhal (1878). Since then, exper­

imental studies have been conducted (see Griffin and Ramberg (1976), Williamson 

and Roshko (1988), and Ongoren and Rockwell (1988a,b)) to determine the effect of 

forcing the cylinder to oscillate in a direction normal and parallel to the flow. With 

the advent and worldwide distribution of the personal computer, however, these par­

ticular cases of cylinder oscillation were computationally simulated using numerical 

solutions to the governing Navier-Stokes equations, without ever entering an experi­

mental lab. Consequently, many accurate numerical schemes are continuously being 

developed and applied to these flow problems by Badr and Dennis (1985), Chang and 

Chern (1991), Sphaier (1991), Menegheni (1993), Nguyen and Kocabiyik (1997), Ren­

gel and Sphaier (1999), Blackburn and Henderson (1999), Anagnostopoulos (2000), 

1 
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Cetiner and Rockwell (2001), and Stojkovic, Breuer, and Durst (2002) to name a few. 

In this thesis, we consider the unsteady flow of a viscous incompressible fluid past 

a circular cylinder which is forced to oscillate at a prescribed oblique angle rJ to the 

positive horizontal axis. The cylinder displacement from the origin is of the form 

A sin( 'iTS 1t) where A is the amplitude, and Sf is the frequency, of oscillation. In the 

case of oblique oscillations, the cylinder displacement may be viewed as a combina­

tion of a symmetric and asymmetric disturbance to the flow field. Individually, the 

symmetric and asymmetric disturbances have been studied via streamwise (rJ = 0°) 

and transverse (rJ = 90°) oscillations of the cylinder, respectively, as discussed in 

the review articles of Griffin (1971), Sarpkaya (1979), Griffin and Hall (1991), Hall 

and Griffin (1993), Matsumoto (1999), and Williamson and Govardhan (2004) and 

in the representative text on offshore hydrodynamics by Sumer and Freds¢e (1997). 

Although these two case have been studied extensively, only three numerical studies 

(Kocabiyik and Al-Mdallal (2003a,b), Kocabiyik, Mahfouz, and Al-Mdallal (2004)) 

and one experimental study (Ongoren and Rockwell (1988b)) discuss oblique oscilla­

tions of a circular cylinder. Therefore, the results which follow in this thesis represent 

the most comprehensive analysis of the problem to date. 

The numerical method used in this thesis is due Professor S . C. R. Dennis and has 

been used by other researchers over the past 30 years [Collins and Dennis ( 1973b); 

Badr and Dennis (1985); Badr, Dennis, and Kocabiyik (1995); Dennis, Nguyen and 

Kocabiyik (2000)]. A complete discussion of how the spectral finite difference scheme, 

with implicit Crank-Nicolson time-stepping and Gauss-Seidel iterations, is employed 

in two distinct zones, is given in this thesis. In the first zone, an appropriate scaling of 

the dependent variables and an exponentially-spaced adaptive mesh allows us to cap­

ture the boundary layer development of the flow. The first stage ends, and the second 

one begins, at the instant when this scaling is no longer appropriate as suggested from 

boundary-layer theory. By implementing the scheme in these two separate zones, we 
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are able to accurately capture the physics of the problem as is suggested by the good 

agreement with experimental findings. Moreover, due to the sequential process of the 

Gauss-Seidel iterative scheme which was implemented, parallelization was not consid­

ered in any of the previous studies. This thesis addresses the computational efficiency 

of this method for the first time by investigating the advantages of parallel processing 

on a Silicon Graphics Onyx shared memory computer consisting of 28 MIPS R12000 

processors located in the Computational Visualization Centre at Memorial University. 

Using the modified algorithm, numerical simulations are conducted for a wide range 

of parameter values. Throughout this thesis, we fix the Reynolds number at R = 200 

and vary the three parameters controlling the oscillation to investigate: 

(i) the bounds on synchronization regimes as we vary the forcing frequency, 

0.3:::; SJI S0 :::; 3.2, when A= 0.5, rJ = 45°. Bounds are derived on the various 

regimes accurate to two-decimal places where possible and admissible vortex 

shedding modes in the various regions of sub-harmonic, super-harmonic, and 

fundamental excitation are discussed; 

(ii) the effect of intermediate angles of oscillation (rJ = 15°, 30°, 45°, 60°, 75°) on 

the fluid properties at A= 0.2, 0.6, 1.0 and Sf/ S0 = 0.5, 1.0, 2.0; 

(iii) the effect of increasing the forced oscillation amplitude A on the near wake 

structure and hydrodynamic forces in conjunction with (ii). 

The numerical algorithm, implementation, and verification of results is presented in 

Chapter 2. The verifications completed in this thesis include numerical and experi­

mental comparisons for (i) the initial flow past an obliquely oscillation cylinder; (ii) 

uniform flow past a fixed cylinder; (iii) flow past a transversely oscillating cylinder 

and; (iv) flow past an obliquely oscillating cylinder. It is also noted that we use the 

Computational Fluid Dynamics (CFD) package FLUENT to verify one case of uniform 

flow at R = 500. The results are in excellent agreement with previous experimental 

and numerical studies. The modified parallel processing algorithm applied to the 
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problem is then discussed in Chapter 3. In Chapter 4, we discuss the lock-on phe­

nomenon via a spectral analysis of the lift coefficient for a particular instance of the 

flow parameters. Then, the effect of the amplitude and angle of oscillation on the 

near wake structure and force coefficients is discussed in Chapter 5. 

1.2 Problem description 

The present thesis considers the uniform flow of a viscous incompressible fluid past 

an infinitely long circular cylinder. The flow is assumed to be unsteady, laminar, and 

two-dimensional so that the longitudinal axis of the cylinder coincides with the z* -axis 

of the cartesian coordinate system. The constant two-dimensional cross-section of the 

' x* 

(a) 

u 

y* 
I V* (t*) 

T/ 
- - - x* 

(b) 

Figure 1.1: (a) Three-dimensional view of problem configuration; (b) Cross-sectional 
view of problem configuration 

rigid cylinder is represented by the circle of radius a in the (x*, y*)-plane. We assume 

that the cylinder is initially at rest in a uniform flow with velocity U and then, at 

t* = 0, the cylinder is abruptly forced to perform harmonic translational oscillations 

about an axis which forms an angle of 'f] with the positive x*-axis as shown in Figure 

1.1. The simple harmonic motion of the cylinder is represented by 

Y*(t*) = Y~ sin(2n j*t*) (1.2.1) 
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where Y~ is the maximum displacement of the oscillatory motion measured from the 

original position of the center of the cylinder at the origin, and J* is the frequency of 

the forced oscillation. Since the cylinder is oscillated sinusoidally in time t* at forcing 

frequency J*, the dimensional translational cylinder velocity is expressed as 

V*(t*) = d~* [Y*(t*)] = u:n cos(2n j*t*) (1.2.2) 

where u:n = 2n f*Y~ is the maximum dimensional oscillatory velocity. 

1.3 The governing equations and boundary condi­

tions 

The equations describing the motion of a viscous incompressible fluid are the well­

known Navier-Stokes equations and can be obtained by considering the forces acting 

on a fluid particle and applying Newton's Laws. The two-dimensional governing 

equations for unsteady flow are 

fJv* 1 
- + (v* · 'V)v* = --'Vp* + v'V2v* +a* 
at* P ' 

(1.3.1) 

'V · v* = 0 (1.3.2) 

in polar ( r*, B) coordinates where 'V = ( 8~. , /. %e), v* is the dimensional velocity 

vector in the non-inertial frame of reference defined in terms of the unit vectors as 

v*=u*er•+v*ee+(O)ez• =(u*, v*, 0), 

p* is the pressure, and p and v are the density and coefficient of kinematic viscosity 

of the fluid. The acceleration term 

a*= [ a; l = [ V.*(t*) cos(77) cos( B)+ ~*(t*) sin(77) sin( B) l 
afj - V* ( t*) cos( 77) sin( B) + V* ( t*) sin( 77) cos( B) 

(1.3.3) 

in (1.3.1 ) enters as a result of the non-inertial frame of reference employed and the 

dot in (1.3.3) indicates differentiation with respect to the dimensional time t*. In 
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Appendix A the transformation of the governing equations from the non-inertial to 

inertial frames of reference is summarized. We now define a group of dimensionless 

variables given by 

v* 
v=u, 

p* 
P = 1 U2' 

2P 

Ut* 
t = --;;:' 

r* 
r = -;' 

R= 2Ua 
ll 

where R is the Reynolds number and a is the cylinder radius. Equations (1.3.1) and 

(1.3.2) are then 

where 

fJv 1 2 2 - + (v · Y')v = --\i'p + -\7 v +a 
fJt 2 R ' 

Y'·v=O 

[ 
ar l [ V(t) cos(77) cos( e)+ V(t) sin(77) sin( e) l 

a= a8 -V(t)cos(77)sin(e)+V(t)sin(77)cos(e). 

In this thesis, the dimensionless harmonic oscillatory velocity is given by 

V(t) - 1rAS1 cos(1rS1t) 

- o:cos(1rSJt), 

(1.3.4) 

(1.3.5) 

(1.3.6) 

(1.3.7) 

where ex is the dimensionless maximum oscillatory velocity, and Sf and A are the 

dimensionless forcing frequency and amplitude of oscillation, respectively, defined as 

St = 2af* /U and A= Y~/a. (1.3.8) 

Consequently, the period of cylinder oscillation, T, may be calculated from T = 2/St. 

The nature of the flow is characterized by a set of four dimensionless parameters: R, 

Sf, A, and 77· Equations (1.3.4) and (1.3.5) are the momentum and conservation of 

mass equations, respectively. In this thesis, the governing equations are expressed in 

terms of the dimensionless stream function 'ljJ and (negative) vorticity (defined as 

- -~ fJ'ljJ 
u- e fJe' (1.3.9) 

(1.3.10) 
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in modified polar coordinates ( ~, 8) where r = e~, with the dimensional stream func­

tion and vorticity given by 

'1/J* = a U '1/J and (* = - U ( . 
a 

The stream function defined in (1.3.9) is introduced so that the continuity equation 

is satisfied. Then taking the curl of the momentum equation (1.3.4) and introducing 

'1/J and ( we obtain 

(1.3.11) 

(1.3.12) 

It is noted that when performing the curl operation on (1.3.4), to eliminate the 

pressure gradient term \lp, the acceleration term a also vanishes since this term is 

completely confined to the two-dimensional (r, B)-plane and independent of the z­

coordinate. 

We are now in a position to discuss boundary conditions for '1/J and (. The no-slip 

and impermeability conditions to be implemented on the cylinder surface are given 

by 
8'1/J 

'1/J = {)~ = 0 when ~ = 0, (1.3.13) 

and the condition that the velocity approaches uniform flow at large distances from 

the cylinder, which takes a more complicated form due to the use of the non-inertial 

frame of reference, is 

~~ -t (1 + V(t) cos(77)) cos( B)+ V(t) sin(77) sin( B) 

~~ -t (1 + V(t) cos(77)) sin( B)- V(t) sin(77) cos( B) 

Implicit in (1.3.14) using (1.3.12) is that 

((~, e, t) -t 0 as c; -t 00. 

as c; -t oo. 

(1.3.14a) 

(1.3.14b) 

(1.3.15) 
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In addition, 'ljJ and ( must be periodic in () with period 27r as a result of the coordinate 

system employed, and thus 

'1/J(~, (), t) = '1/J(~, () + 27r, t), ((~, (), t) = ((~, () + 27r, t). (1.3.16) 

It is noted that the conformal transformation 

(1.3.17) 

maps the surface of the circular cylinder to the contour ~ = 0, and the region outside 

the cylinder, r > 0, 0 :::; () :::; 27r to the semi-infinite rectangular domain ~ > 0, 

0 :S () :S 21r. The transformed domain is advantageous in numerical work since it can 

be discretized using a set of horizontal and vertical lines. The intersection of these 

lines represent the grid points at which numerical solutions are desired, as illustrated 

in Figure 1.2. The set of conditions (1.3.13)-(1.3.16) must be satisfied for all t > 0 

y 

r = ee 
(} 

x + iy = e{+iB 

< > B= 

~ ---t 00 

X 

~ = ln(r) 

Figure 1.2: Coordinate transformation 

and everywhere in the flow domain D given by 

D={(~,e): O:S~<oo, o:::;e:::;21r}. 

By inspecting the boundary conditions we see that there are two conditions for the 

stream function on the cylinder surface and none for the vorticity. In this thesis this 
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situation shall be handled using integral conditions for the vorticity, following the 

work of Dennis and Quartepelle (198g), in which a set of global integral conditions 

roo r27r 
J 0 J 0 e2~ ( de d~ = 0' 

100 12

rr e(2-n)~ (cosne de d~ = -27rV(t) sin170n,1, 

1oo 1
2

rr e(2-n)~ (sin ne de d~ = 211"(1 + V(t) cos 17) On,l 

where On,l is the Kronecker delta symbol defined by 

On,l = 1 if n = 1 On,l = 0 if n =f. 1. 

(1.3.18) 

(1.3.1g) 

(1.3.20) 

are derived by application of one of Green's identities to the flow domain. It is noted 

that for symmetric flow problems when 17 = oo the set of integral conditions (1.3.18)­

(1.3.20) reduce to (1.3.20) depending on the motion [Collins and Dennis (1g73a,b), 

Badr, Dennis and Kocabiyik (1gg5; 1gg6)]. The use of integral conditions in asym­

metric flow cases can also be found in the works of Nguyen and Kocabiyik (1gg7) and 

Kocabiyik and Nguyen (1ggg) in which the case of a circular cylinder under recti­

linear oscillations in a transverse direction (17 =goo) to that of the uniform stream is 

considered. Because of the oblique oscillations (0° < 17 < goo) of the cylinder, in this 

thesis, these conditions (1.3.18)-(1.3.20) differ from those previously used by Nguyen 

and Kocabiyik (1gg7), Kocabiyik and Nguyen (1ggg). 

1.4 Problem background and motivation 

The problem of uniform flow past a fixed circular cylinder has been studied exten­

sively since the pioneering work of von Karman (1911) due to its simple geometry. 

The formation of the Karman vortex street in the wake of a circular cylinder, in 

which vortices are shed to the rear of the cylinder and persist in the wake as shown 

in Figure 1.3, has been a subject in the study of flow separation for the last 93 years. 

The persistence of these vortices in the wake causes pressure fluctuations and struc-
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Figure 1.3: Depiction of Karman vortex street past circular cylinder for R = as shown 
by Irvine (2003). 

tural vibrations which could severely damage engineering structures, or alternatively, 

could be used to enhance heat/mass transfer or to augment mixing, depending on the 

application. 

This classical fluid mechanics problem is dependent solely on the value of the Reynolds 

number R, in the case of uniform flow, as summarized by Panton (1984). Below a 

Reynolds number of about R ~ 40, the cylinder wake is stable and thus vortex shed­

ding is not present. The vortices have formed in the separated layer but remain 

attached to the cylinder surface. As the Reynolds number increases, however, there 

is a transition from a stable two-dimensional wake to a turbulent three-dimensional 

wake. From a Reynolds number of R ~ 40 to R ~ 60 there is a transition from the 

formation of the attached eddies, to the shedding of vortices from alternate sides of 

the circular cylinder, creating a Karman vortex street in the far wake. The dimen­

sionless frequency at which these vortices are shed, denoted fo = af0 / U, is referred 

to as the natural shedding frequency. When scaled by a factor of 2, to be consistent 

with the definition of the Strouhal number in (1.3.8), the natural shedding frequency 
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is So = 2af0 / U. At R ~ 190, span wise vortices start to develop in the far wake lead­

ing to a three dimensional effects as noted by Henderson (1997). As we increase the 

Reynolds number toR~ 200, the first sign of turbulence appears in the downstream 

wake as a result of the onset of three-dimensionality. However, forcing the cylinder 

to oscillate within the flowing fluid is a form of wake control which suppresses some 

of these instabilities, leading to accurate numerical results for this problem using the 

present idealized two-dimensional model. 

When a cylinder is forced to oscillate, the cylinder vibration and vortex shedding 

frequencies are the same under certain conditions. This resonance is referred to 

as lock-on or synchronization and has been observed both experimentally and nu­

merically for streamwise [Armstrong, Barnes and Grant (1986, 1987), Barbi, Favier, 

Maresca and Telionis (1986), Griffin and Ramberg (1976)] and cross-flow oscillations 

[Koopman (1967), Griffin and Ramberg (1974), Ongoren and Rockwell (1988a)]. For 

streamwise oscillations, lock-on is observed when the forcing frequency is approxi­

mately twice the natural shedding frequency (SJ f',J 2S0 ) since the calculated in-line 

drag force is parallel to the flow direction while for cross-flow oscillations the fun­

damental lock-on regime is at the natural shedding frequency (SJ f',J S0 ). In these 

frequency ranges the near wake characteristics are modified dramatically. For fre­

quencies less than S0 (or 2S0 for the stream wise case), the longitudinal spacing of 

the vortices in the near wake expand, whereas for S1 > S0 , the spacing contracts. 

Further, increasing the amplitude of oscillation reduces the lateral spacing of the 

shed vortices until the vortices being shed from the upper and bottom portions of the 

cylinder are aligned laterally. Drastic shortening of the vortex formation length with 

increasing amplitude, which causes a faster generation of vorticity from the cylinder 

surface and lift enhancement, is also observed. 

For a fixed amplitude, the different frequency excitation regimes are classified in 

terms of the ratio of the forcing frequency Sf to natural shedding frequency S0 as 
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discussed by Krishnamoorthy, Price and Paidoussis (2001). The fundamental exci­

tation regime is described as the region for which the forcing-to-natural frequency 

ratio, SJI S0 , is at or about 1.0. However, lock-on may not occur if a strong competi­

tion between the natural and forcing frequencies cause irregular (non-periodic) vortex 

shedding and hydrodynamic force patterns as is the case for streamwise oscillations. 

Further, sub-harmonic and super-harmonic excitation regimes occur in regions at or 

about fractional and integer values of the natural shedding frequency, respectively. 

If lock-on occurs in one of these regions, then it is referred to as a lock-on regime 

instead of just an excitation regime. Common sub-harmonic regimes are the ~- and 

~-subharmonic (SJI So= 1/2, 1/3) regimes and common super-harmonic regimes are 

the 2- and 3-superharmonic (Sf/ S0 = 2, 3). Evidence of these lock-on regimes in the 

near wake will appear in the spectra of the hydrodynamic forces and vortex shedding 

patterns. 

One of the major characteristics addressed in this thesis is the shedding patterns 

which develop in the near wake summarized in terms of several asymmetric modes 

of vortex formation shown in Figure 1.4. In this figure, S indicates 'single' and P 

indicates 'pair'. Mode 28 depicted in Figure 1.4 is characterized by a single vortex of 

opposite rotation being alternately shed from each side of the cylinder over a single 

vortex shedding cycle; 2P means two vortices are alternately shed from each side of 

the cylinder per cycle; and mode P+S means two vortices are shed from one side of 

the cylinder and one vortex is shed from the other side over one cycle. The time 

interval required to complete one cycle of vortex shedding is recorded in terms of 

multiples/fractions of the cylinder oscillation frequency as pT where p is a rational 

number. 

To our knowledge Ongoren and Rockwell (1988b), in an experimental work, were 

the only researchers to investigate oblique oscillations of a circular cylinder with 
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pT 

~ ~ 
~ ~ 

pT 

· ~ ·~ P+S 

~ 
pT 

· ~ · ~ 2P 

· ~ 
Figure 1.4: Surnmn.ry of modes of vortex formation. 

au oncoming uniform stream. They condurtccl experiments in a water channel us­

ing the hydrogen bubble technique to visualize the fonn&tions in near wake for 

Q.5 :5 81/So :5 4.0, A = 0.26, nnd 855 :5 R :5 1300 with 0" :5 '7 :5 90'. A com­

prehensive study of s~room.wise (11 =if) oscillations is presented in which symmetric 

and asymmetric modes of vortex formation were ob::ierved. For lower frequencies, the 

ncar wake structure developed from 2S at S!fS0=0.5 and 1.0 to the P+S mode at 

SJ!S0 = 2.0. For increMing frequency SJ!So = 3.0, 4.0, the shedding of the vortices 

in the ncar wake becomes symmetric due to the increased velocity of the cylinder 

resulting in a symmetric 25 modo in whidl singl<' countcr-rotelting vortices Me shOO 

from the top and bottom of the cylinder at the •ame instant. At SJ!S, = 3.0, tllis 

arrangement of shedding persists in the downstream direction ror up to three vortex 

pairs. Ongoren and Rockwell (19881>) then choooe intermediate angles of forced oscil· 

Jation as 11 = 45° and 6()0 which introduced simultaneous symmetric and 8..\-ymmetric 

perturbations to the flow. Por 'I = 4~·. 60" !'Del 81/So :5 2.0, the modo of vortex 
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shedding which persisted in the near wake was the asymmetrical 28 mode and for 

SJI S0 2:: 2.5 the symmetric 28 mode was the selected mode. Lock-on was observed 

in this case at Sf/ S0=3.0 and 4.0 and nearly at 1.0. When synchronization was not 

observed in the near wake there was competition between two or more modes. At 

rJ = 45° and 60° a successive shortening of the vortex formation length was observed 

as the frequency was increased and it was reported that the asymmetric P+8 mode 

was observed only at SJIS0 = 2.0 when rJ = 0°. Ongoren and Rockwell (1988b) con­

tinued also studied quantitatively the occurrence of each mode over a fixed number 

of periods. Their work was the first to address the features of the flow for an angle 

different than rJ = 0° and 90°. However, this study did not contain any investigation 

of the forces acting on the cylinder. 

The first numerical study on an obliquely oscillating cylinder by Kocabiyik, Mahfouz, 

and Al-Mdallal (2004) considers small amplitude oscillations A = 0.2 at an angle of 

rJ = 45° and Reynolds number of R = 500 when 0.5 ~ SJI S0 ~ 4.0. Other results on 

this problem have been discussed in two conference proceedings by Kocabiyik and Al­

Mdallal (2003a,b). Full results of their work will be published elsewhere. Therefore, 

this thesis is the most comprehensive numerical study considering oblique oscillations 

of a circular cylinder to date which was motivated by the lack of literature on the 

problem. 



Chapter 2 

Numerical methodology and 

verification of solution 

Numerical techniques for solving flow problems in fluid dynamics have been evolv­

ing since the emergence of the digital computer. Finite difference and finite element 

methods, in particular, have been developed to obtain the numerical solution of the 

Navier-Stokes equations in the past three decades. However, a fundamental numerical 

problem arises from the fact that the flow behaves differently in the boundary-layer 

surrounding, and far away from, the body. In these regions, the flow develops on 

different scales, and hence different resolutions are required. The aim is to obtain 

adequate resolution in both regions without wasting computational time and effort. 

Another major problem lies in implementing the boundary conditions at the surface 

of, and at large distances from, the cylinder. Mesh refinement, step-sizes, and con­

vergence also, as in all computational studies, limit the numerical solutions. 

Finite element schemes have been used by researchers such as Smith and Breb­

bia (1977), Gresho, Lee and Sani (1980), Eaton (1987), Karniadakis and Triantafyl­

lou (1989), Anagnostopoulos (1989; 1997; 2000), and Herfjord (1995), to study flows 

past fixed and oscillating cylinders in the presence of a uniform stream. The ad­

vantage of this technique is that grid generation near the surface of the cylinder 

15 
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and refinement are efficient. However, specifying correct boundary conditions with 

this method is not ideal as it requires further numerical calculations, often involving 

the pressure distribution, which is one of the most difficult quantities to approximate. 

Finite difference schemes have been used by Jordin and Fromm (1972), Collins and 

Dennis (1973), Swanson and Spaulding (1978), Badr and Dennis (1985), Franke, 

Rodi and Schoenung (1990), Badr, Dennis and Kocabiyik (1995), Nguyen and Ko­

cabiyik (1997), Kocabiyik and Nguyen (1999), and Dennis, Nguyen and Kocabiyik (2000). 

Coordinate transformations are required in these schemes to create a computational 

grid which is fitted to the circular boundaries. In addition, the standard central 

difference formula, which are commonly used, provide a solution with a best-case 

second-order accuracy in space. However, finite difference methods usually gener­

ate simple sparse matrices which can be solved quickly and efficiently. In addition, 

other numerical techniques such as evolved iterative procedures and adaptive grid 

refinement can be coupled with finite difference methods for increased accuracy with 

minimal effort. 

As we mentioned earlier, the numerical method utilized in this thesis was originally 

used by Professor S.C.R. Dennis and has since been tested for various external flows 

generated by circular cylinders over the past 30 years. The method is based on a 

spectral finite-difference approximation of the governing equations with time stepping 

accomplished using an implicit scheme. Gauss-Seidel iterations are used to improve 

the numerical solution until a prescribed tolerance is achieved. 

This method and its validation for the cases of initial and uniform flow past a circu­

lar cylinder, in addition to flow generated by forced oblique oscillations of a circular 

cylinder, are given in detail in the subsequent sections. 
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2.1 Method of solution 

To exploit the periodicity of the flow domain, the solution procedure used in this 

study, following the work of Badr and Dennis (1985), begins with a truncated Fourier 

series expansion of the dependent variables 'lj; and ( of the form 

1 N 
'lj;(~, e, t) = 2Fo(~, t) + L Fn(~, t) cos(ne) + fn(~, t) sin(ne), 

n=l 

(2.1.1) 

1 N 
((~, e, t) = 2Go(~, t) + L Gn(~, t) cos(ne) + 9n(~, t) sin(ne). 

n=l 

(2.1.2) 

Direct substitution of these expressions into equations (1.3.11) and (1.3.12) yield a set 

of interdependent ordinary differential equations governing each Fourier mode given 

by 
fJ2 Fa 2~ 
8~2 = e Go, (2.1.3) 

(2.1.4) 

(2.1.5) 

(2.1.6) 

for n = 1, 2, ... , N where N is the order of truncation of the Fourier series and 

Sn(~, t) and Tn(~, t) are 

~[ )8gm ( )8Gm (fJFP fJFq) ~ ((m- n)Fp + qFq f)~ - pfp + qfq fjf + m f)~ + f)~ 9m 

-m (sgn(m-n)~ + %q) Gm], 
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with q = m + n and p = lm- nl for n = 1, 2, ... , N. Also, the boundary and 

integral conditions governing the Fourier modes computed from (1.3.13), (1.3.15), 

and (1.3.18)-(1.3.20) are now 

Fo(O, t) 

8Fo(O, t) 
8~ 

- Fn(O, t) = fn(O, t) = 0, 

_ 8Fn(O, t) _ 8fn(O, t) = O 
8~ 8~ ' 

Gn, 9n ~ 0 as ~ ~ oo, 

100 

e2~ God~= 0, 

100 

e(2-n)~ Gn d~ = -2V(t) sin TJ 6n,l, 

1oo e(2-n)~ 9n d~ = 2(1 + V(t) cos TJ) 6n,l· 

(2.1. 7) 

(2.1.8) 

(2.1.9) 

(2.1.10) 

(2.1.11) 

(2.1.12) 

To this end, we note that the two second-order partial differential equations (1.3.11) 

and (1.3.12) with conditions (1.3.13), (1.3.15), (1.3.18)-(1.3.20) have been transformed 

into a set of ( 4N +2)-ordinary differential equations (2.1.3)-(2.1.6) with conditions 

(2.1.7)-(2.1.12). 

In this thesis, the governing equations and conditions in (2.1.3)-(2.1.12) will be trans­

formed to boundary-layer coordinates (x, e, t) using 

(8t) ~ 
~ = kx with k = R (2.1.13) 

which facilitates an implicit stretching of the boundary layer. Here, R is the Reynolds 

number and k is a small parameter which is of the same order as the thickness of 

the boundary layer. The choice of 8 as a constant in the definition of k is purely 

for superficial compactness of the resulting boundary-layer equations. A subsequent 

scale order analysis of the Fourier coefficients based on this parameter then yields 

the result that the vorticity components (Go(~, t), Gn(~, t), and 9n(~, t)) are of order 

O(k-1) and the stream function components (F0 (~,t), Fn(~,t), and fn(~,t)) are of 
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O(k) leading to the introduction of the scaled dependent variables 

( ) ( ) ( ) ( ) ( 9n(x, t) ( Gn(x, t) 
fn ~' t = kfn X, t , Fn ~' t = kFn x, t , 9n ~' t) = k , Gn ~' t) = k , 

(2.1.14) 

for n = 1, 2, 3, ... , N. Using the above transformations in equations (2.1.3)-(2.1.6) 

gives 

and 

fj2 Fa 2kxc 
ax2 = e o, 

4 
aGn t­at 

a2 
Fn _ 2k2 17' _ 2kxc 

ax2 n rn- e n (2.1.15) 

(2.1.16) 

(2.1.17) 

(2.1.18) 

where Sn(x, t) and Tn(x, t) have the same form as before but with the physical spatial 

~-coordinate replaced by the boundary layer spatial x-coordinate. The boundary 

and integral conditions in the boundary-layer coordinate system remain relatively 

unchanged and are given by 

Fo(O, t) = Fn(O, t) = fn(O, t) = 0, 

aF0 (0, t) = aFn(O, t) = afn(O, t) = O 
ax ax ax ' 

Go(x, t), Gn(x, t), 9n(x, t) ---* 0, as X---* oo 

100 

e2kx Go(x, t) dx = 0, 

100 

e(
2-n)kx Gn(X, t) dx = -2V(t) sin(17) 6n,1; 

(2.1.19) 

(2.1.20) 

(2.1.21) 

(2.1.22) 

(2.1.23) 
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100 

e(
2-n)kx 9n(x, t) dx = 2(1 + V(t) cos(71)) bn,l· (2.1.24) 

The initial solution at t = 0 is obtained, following the work by Collins and Den­

nis (1973a) and Badr and Dennis (1985), using an exact analysis. This initial condi­

tion is given by 

Go(x, 0) - 0, 

Gn(x, 0) 
• 1 2 

-4V(O) sin(71)7r-2 e-x 6n,1, 

9n(x, 0) 
1 • 2 

- 4rr-2 (1 + V(O) cos(71))e-x 6n,l, 

Fo(z, 0) - 0, 

Fn(x, 0) 

fn(x, 0) -

. 1 2 
-2V(O) sin(71)[xerf(x) + n-2(e-x - 1)]6n,1 , 

• 1 2 
2(1 + V (0) cos( 7])) [xerf(x) + rr-2 (e-x - 1) ]6n,l· 

(2.1.25) 

(2.1.26) 

(2.1.27) 

(2.1.28) 

(2.1.29) 

(2.1.30) 

2.2 Description of the drag and lift coefficients 

The discussion in this thesis will focus greatly on the in-line and transverse forces 

resulting, fundamentally, from the pressure gradient at the surface of the cylinder, 

the shear stress acting on it, and the imposed oscillations. In ideal flow, since the 

pressure distribution over the surface of the cylinder is symmetric about the vertical 

and horizontal axis, the net force on the body due to the pressure gradient would 

be zero. We may determine the dimensionless pressure gradient using the angular 

component of the momentum equation (1.3.4) applied to the surface of the cylinder 

where the no-slip and impermeability conditions hold to be 

where p0 is the pressure coefficient defined as 

* * P~=O- Poo 
Po= 1 u2 

2P 

(2.2.1) 

(2.2.2) 
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Here, p~=O and p00 are the dimensional pressure on the surface of the cylinder with the 

latter being defined at some reference value eo usually take to be eo = 0 or eo = 7r, and 

ae is the angular component of the resultant acceleration vector in the non-inertial 

frame of reference given in (1.3.6). Using (2.1.1)-(2.1.2) and integrating (2.2.1) over 

e we find the pressure distribution over the surface of the cylinder is 

Po = it [ 8Gn I (sin(ne) - sin(neo)) + 8gn I (cos(ne0 ) - cos(ne) )] 
R n=1 8~ ~=O n 8~ ~=O n 

+2 [v(t) cos(7J)(cos(e)- cos(e0 )) + V(t) sin(7J)(sin(e)- sin(e0 ))] (2.2.3) 

2 8Go I + R (e- eo) 8C . 
c., ~=0 

The drag D and lift L per unit length forces are extremely important in the analysis of 

the vortex formations in the near wake. These forces provide insight into the lock-on 

phenomenon and mode competition. The lift and drag forces are quantified in terms 

of the dimensionless drag and lift coefficients expressed as 

and 

D 
CD= 1 U2 

?.P 

L 
CL = 1 U2' 

?.P 
respectively. In our formulation, these terms may be calculated from 

2 1
2

71" ( 8( ) I . CD= R 
0 8~ - ( ~=o sin(e)de- 1rV(t) cos(1J), 

2 1
2

71" (8' ) I . CL = - R 
0 8~ - ( ~=o cos(e)de- 1rV(t) sin(7J) 

(2.2.4) 

(2.2.5) 

(2.2.6) 

(2.2.7) 

where the first term in each represents the contribution due to the pressure gradient, 

the second terms represent the contribution due to the surface stress, the third terms 

are a direct result of the use of the non-inertial frame of reference. Substituting the 

Fourier expansions, (2.1.1)-(2.1.2), into these expressions we obtain the total drag 

and lift coefficients as 

(2.2.8) 
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and 

CL ~ ~ [ (a~,) H- G,(O, t)] - ,-V(t) sin(~), (2.2.9) 

respectively, where we note that the resultant forces are completely determined from 

a single Fourier mode. 

2.3 The numerical solution procedure 

The solution procedure used in this thesis, which is essentially a modification of 

that used by Badr and Dennis (1985), is divided into two stages. The first stage of 

the numerical solution begins in boundary-layer coordinates (x, e, t) and uses equa­

tions (2.1.15)-(2.1.18) with the associated boundary and initial conditions given by 

(2.1.19)-(2.1.24) and (2.1.25)-(2.1.30). Solving these equations, we are able to ac­

curately resolve the time development of the boundary-layer in the early stages of 

motion. However, for finite values of the Reynolds number, as time increases, the 

boundary-layer parameter k grows at a rate proportional to t 112 which is unrealistic 

because the corresponding grid size in the physical space grows in proportion to k. 

Thus, the second stage begins following the first one when the boundary-layer be­

comes thick enough to use the physical coordinates (~, e, t). At this critical time tc 

we switch back to the physical coordinate ~ and continue integration until the final 

time is reached. The value of tc, varies with Reynolds number since it determines the 

location of the outer boundary of the computational domain through the relationship 

~M+l = kXM+l· 

In the present method, the conformal transformation (1.3.17) is used to generate 

grid points around a circular cylinder. In particular, (1.3.17) facilitates an exponen­

tial stretching in the radial direction, ~' which clusters nodes near to the surface of 

the cylinder. The resultant computational domains used in the two stages of the 

numerical integration scheme consist of M + 2 grid points in the radial direction and 
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are given by 

Xi = i hx fori= 0, 1, ... , M + 1, 

in the boundary-layer coordinate system to solve (2.1.15)-(2.1.18) and 

~i = i h~ for i = 0, 1, ... , M + 1, 

in the physical coordinate system to solve (2.1.3)-(2.1.6). During the first integration 

stage the two coordinate systems are related to one another through~= k(t)x. The 

physical-coordinate domain in the second stage is thus determined by specifying the 

value of the critical time t = tc. 

From (2.1.13), it is evident that choosing a uniform spacing hx in the x-direction 

corresponds to a uniform spacing which grows in time for~ since h~ = k(t) hx. Then, 

this uniform spacing corresponds to a non-uniform spacing in the radial direction 

since r = e~. The series of graphs in Figure 2.1 displays the time development of the 

grid mapping from a uniform grid in 0 ::; x ::; XM+l (vertical axis) to the non-uniform 

grid in the dimensionless radial coordinate r (horizontal axis). At the smaller time 

t1 < tc, the grid points are clustered near the surface of the cylinder at r = 1. In 

the interval t ::; tc, the computational domain in the non-uniform grid, 1 ::; r ::; rmax, 

grows with time while maintaining a fixed number of grid points in exponential spac­

ing. The critical time at which the grid ceases to grow is t = tc. Then, for t > tc, the 

non-uniform radial grid is fixed about the cylinder for the remainder of the calcula­

tions. Figure 2.2 gives the location of the maximum radial grid point as a function of 

the time. Note, the location of the maximum contour grows until t = tc, at which time 

the location of the grid point remains fixed. In the calculations, tc is determined in­

dividually for each set of flow parameters but it must satisfy the condition that k :S 1. 

The Fourier series expansions of '1/J and ( create a set of interdependent Fourier modes 

given by Fo(x, t), Fn(x, t), fn(x, t), Go(x, t), Gn(x, t), and 9n(x, t). The dependency 

of each mode suggests that the use of an iterative technique in this problem would 
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XM+l 

tl 

0 
rma.x 

XM+l 

t < tc 

0 
rma.x 

XM+l 

t = tc 

0 
rma.x 

XM+l 

t > tc 

0 
rma.x 

Figure 2.1: Time-development of the grid mapping from the uniform boundary-layer 
x-discretization to the dimensionless radial r-coordinate 



Chapter 2. Numerical methodology and verification of solution 25 

Boundary- Physical 

layer grid grid 

~----------------------------~ 

rmax 

Figure 2.2: Location of outer radial boundary of the computational domain as time 
progress based on the given coordinate mapping. 

be useful to obtain accurate solutions. The iterative method employed in this thesis 

is based on solving (2.1.15)-(2.1.18) in an implicit manner to achieve convergence 

criterion of the form 

IG~(x, t)- c~-1 (x, t)l < 10-€, n = 0, 1, 2, ... , N, 

IF:(x, t)- F:- 1(x, t)i < 10-€, n = 0, 1, 2, ... , N, 
(2.3.1) 

lg~(x, t)- g~- 1 (x, t)l < 10-€, n = 1, 2, ... , N, 

lf~(x, t)- ~~- 1 (x, t)l < 10-€, n=1,2, ... ,N, 

where m denotes the iteration step and c determines the desired tolerance. 

At a particular time t, we assume that each of the Fourier coefficients Fo(x, t), 

Fn(X, t), fn(X, t), Go(X, t), Gn(X, t), and 9n(X, t) are known, where X is a variable 

used to distinguish between the two integration stages in boundary-layer and physi­

cal coordinates. To advance to the next time step t + f:lt, a computational procedure 

of the following form is used (assuming that we begin in boundary-layer coordinates, 

or X= x): 
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• Take X = x, the boundary-layer coordinate. Given the coefficients Fo(x, t), 

Fn(X, t), fn(X, t), Go(x, t), Gn(X, t), and 9n(X, t) at time level t and at the 

M + 2 grid points Xi = i hx. for i = 0, 1, 2, ... , M + 1: 

1. An initial approximation of the coefficients (m = 0) is 

c~-1 (x, t + ~t) - Go(x, t) FJ:-1(x, t + ~t) -

G~-1 (x, t + ~t) - Gn(X, t) F:-1(x, t + ~t) -

g~- 1 (x, t + ~t) - 9n(x, t) J:-1(x, t + ~t) 

2. Calculate G0 (x, t + ~t) and F0 (x, t + ~t) 

3. For n = 1 uptoN, depending on x, 

(i) Calculate G~(x, t + ~t) from (2.1.17)x.=x or (2.1.5)x.=.; 

(ii) Calculate F:(x, t + ~t) from (2.1.15)x.=x or (2.1.3)x.=.; 

(iii) Calculate g~(x, t + ~t) from (2.1.18)x.=x or (2.1.6)x.=.; 

(iv) Calculate J:(x, t + ~t) from (2.1.16)x.=x or (2.1.4)x.=.; 

Fo(x, t) 

Fn(X, t) 

fn(X, t) 

5. If convergence criterion (2.3.1) is satisfied go to Step 6, otherwise increment m 

and repeat Steps 2-5. 

6. Increment t to t = t + ~t. If we have reached the final time, stop. Otherwise, 

go to Step 7. 

7. If t = tc, we switch back to the physical coordinate, x = ~' with the grid points 

determined by ~i = k(tc)Xi fori= 0 to M + 1. Go to Step 1. 

This numerical scheme is also shown graphically in Figure 2.3. Despite the two dif­

ferent integration stages, there is an inherent symmetry in the two sets of governing 

differential equations. Thus, in this section, we will give an outline of the numerical 

scheme for only one set of vorticity-stream function components in boundary-layer 

coordinates as to avoid repetition. 
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Begin Iterations 

m= 1 

G;;>(x, t +At)= c;;>-1(x, t) 
F:;'(x, t +At)= F:;'- 1 (x, t) 
g;;>(x, t +At) = g;:'- 1(x, t) 
f:;'(x, t +At) = f:;'- 1(x, t) 

No 
Increment m 

I Start t = 0 I 

x=x 

Initial Approximation 
G~(x, t +At)= Gn(x, t) 
F~(x, t +At) = Fn(x, t) 
g~(x, t +At) = 9n(x, t) 
f~(x, t +At) = fn(x, t) 

Calculate Fourier Modes 

I 
Tolerance 
Acquired 

Compute in sequence 
for n = 0: N 

G~(x, t +At) __, F:;'(x, t +At) 
__, g~(x, t +At) __, J::'(x, t +At) 

Check Convergence 

Yt)1i - Print Data 

lch k F
. 1 T' No - Increment t t + At 

ec ma 1me 

Finish 

27 

Figure 2.3: Computational flowchart. The variable X is used to distinguish between 
the solution in the boundary layer x-coordinate and the physical ~-coordinate. 
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The Fourier coefficients in the expansion of the vorticity are governed by equations 

of the form (2.1.18), for 9n(x, t), which may be rewritten as 

Ogn ( ) 4t at = qn x,t' n = 1,2,3, ... (2.3.2) 

where 

qn(x, t) = e-2kx ~2:; + 2x i; + (2- n2k2e-2kx)9n + 2te-2kxnFn O~o + 2te-2kxTn. 

(2.3.3) 

At time t + tlt, we assume that the solution at the previous time step t is known, 

with the initial solutions given by (2.1.25)-(2.1.27). The Crank-Nicholson procedure 

is used to advance the solution by a single time-step via integration of the governing 

equation from t = tj to tH1 = t + tlt to obtain 

tlt '+1 . 1 . '+1 ( 4(t + tlt)- 2 )(g~ - g~) = 2tlt(q~ + q~ ) (2.3.4) 

where the superscripts j and j + 1 indicate evaluation of the functions at the previous 

and current time step respectively. Using (2.3.3) defined at t + tlt, after collecting 

like terms, (2.3.4) becomes 

d2gj+1 d j+1 
a(x, t+tlt) d;2 +b(x, t+tlt) ~: +c(x, t+tlt)g~+1 = d(x, t+tlt)+e(x, t) (2.3.5) 

where 

a(x, t + tlt) [e-2kx]i+I, (2.3.6) 

b(x, t + tlt) - 2x, (2.3.7) 

c(x, t + tlt) - 2- [n2k2e-2kx]i+1 - ~t (t + ~tlt), (2.3.8) 

d(x, t + tlt) -2(t + tlt)[e-2kx(nFn d~o + Tn)]Hl, (2.3.9) 

e(x, t) 
. 8 1 . 

(2.3.10) - -qJ + -(t + -tlt)gJ n Llt 2 n· 

Then, approximating the derivative terms using the standard central finite difference 

formulae the final discretized equation becomes 

(2.3.11) 
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where the coefficients are 

Ai - (2a(xi, t + t:.t) - b(xi, t + t:.t)hx), (2.3.12) 

Bi - 2h;c(xi, t + t:.t)- 4a(xi, t + t:.t)), (2.3.13) 

ci (2a(xi, t + t:.t) + b(xi, t + t:.t)h), (2.3.14) 

Di - 2h;d(xi, t + t:.t) (2.3.15) 

Ei - 2h2e(xi, t) (2.3.16) 

for i = 1, 2, ... , M. The corresponding form for the Fourier coefficient of cos(ne), 

namely Gn, is similar and may be derived by mirroring the foregoing analysis. Thus, 

to determine the solution at time t + t:.t, we must solve 2N + 1 tri-diagonal non­

homogeneous systems of equations in order to completely determine the vorticity 

during a single iteration. For this we use a tri-diagonal matrix algorithm (TDMA) 

given in Appendix B. Essentially, this algorithm uses Given's Rotations to eliminate 

the lower diagonal and then solves the upper bi-diagonal system using back substitu­

tion. It is noted that this matrix is non-singular for all the parameter values which 

have been used in this thesis, a result that we cannot comment on for the general case. 

Non-singularity, in this case, can is confirmed by verifying diagonally dominance of 

the tri-diagonal matrix. Therefore, for all simulations conducted by the author the 

non-singularity of the matrix indicates that the TDMA will not encounter a zero pivot 

along the diagonal. Hence, the solution of these 2N + 1 matrix equations is stable. 

To calculate F0 at time t + t:.t we use the direct scheme in Appendix C to integrate 

equation (2.1.15) using (2.1.19)-(2.1.20) at the cylinder surface. The other Fourier 

modes in the expansion of the stream function, fn and Fn, at timet+ t:.t are solved 

using the fact that the solutions for Gn and 9n at the current time step have just been 

calculated. The method of solution follows the procedure of Dennis and Chang (1969) 

in which the governing equation for fn(x, t + t:.t) may be rewritten as 

(2.3.17) 
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where partial derivative is replaced by an ordinary derivative since the time is fixed, 

f3 = nk, and rn = e2kxgn(x, t + ~t). Introducing 

( ) 
dfn 

Pn X - dx + f3 f n' 

d;- f3fn 

we may then decompose equation (2.3. 17) into the system 

~; - f3Pn - rn, 

dqn 
dx +f3qn - rn 

(2.3. 18) 

(2.3.19) 

(2.3.20) 

(2.3.21) 

which must be solved subject to the conditions on the surface of the cylinder given 

by 

Pn(O) = 0, (2.3.22) 

The solution of (2.3.21) is obtained via a stable method of integration in the direction 

of increasing x using the one-step integration formula 

qnl = "Vqo + 1 (rl "Vfo) 1 [r2 ro "V(4rl 
I n fj n - 1 n - 2hxf32 n - n - 1 n 

3r~- r~)] + h~~3 [(r~- 2r; + r~)(1- 1)]. 

for i = 1 and the two-step formula 

2'2 1. 2'2 1 [. 
q~ = r q~- + fj(r~- r r~- ) - 2hxf32 (3r~ 

-4r~-l + r~-2 ) - 12 ( 4r~-l - 3r~-2 - r~) J 

1 [ i+l i i-1 2 J + h~f33 ( r n - 2r n + r n ) ( 1 - r ) ' 

(2.3.23) 

(2.3.24) 

for i = 2, 3, ... , M where r = e-f3h,. The same method of forward integration applied 

to (2.3.20) is unstable due to the appearance of the growing exponential in the ho­

mogeneous solution. However, integration backwards from x = XM+l was shown to 

be stable by Collins (1973). We make a change of variables in equation (2.3.20) from 

x to z where the relationship between the two is given by 

X= XM+l- z, (2.3.25) 
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with XM+l a large fixed value. Equation (2.3.20) is then 

(2.3.26) 

which must be accompanied by an initial condition at z = 0, or x = XM+l· However, 

Pn(XM+I) is not known and thus the major difficulty here is to specify the value at 

the boundary correctly. To do this we integrate the product of e-f3x and equation 

(2.3.20) from XM+l to oo so that 

-e-f3xM+lpn(XM+1) + lim [e-n~(Ddn(~) + nfn(~))] 
~--->00 

= roo e(2-n)~9n(~)d~. 
JXM+l 

(2.3.27) 

Now, assuming that XM+l is large enough so that (2.1.21)) is satisfied, and using the 

far field conditions, we obtain 

(2.3.28) 

The step-by-step integration formula in (2.3.23)-(2.3.24) may then be applied to 

(2.3.26) to integrate Pn backwards, starting from (2.3.28). As a result, fn(x, t + !J.t) 

may be calculated from 

f ( t + /J.t) = Pn(x)- qn(x) 
n X, 2(3 (2.3.29) 

which completes the solution procedure for the corresponding stream function com­

ponent. Thus, after calculating each of the 2N + 1 vorticity terms we then apply these 

integration techniques to determine each of the associated stream function terms. 

For the full numerical solution, a C++ code which makes use of the freeware GNU 

Scientific Library (GSL) was written to implement the numerical schemes discussed. 

The bulk of the numerical simulations were carried out in serial on a 54-processor 

Beowulf cluster located in the Department of Mathematics and Statistics and on a 

Silicon Graphics Onyx computer consisting of 28 MIPS R12000 processors located in 

the Computational Visualization Centre, both at Memorial University. 
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8 8 

-8 -8 

0 2 4 6 8 10 0 2 4 6 8 10 

Figure 2.4: The effect of varying XM+l on the drag (left) and lift (right) coefficients 
for R = 500, A= 0.3, 7] = 45°, Sf= 2.080 , 80 = 0.2: XM+l = 4.0 (o); 6.0 ( ); 8.0 
(-); 10.0 (*). 

2.4 Validation of computational mesh 

Before beginning our numerical simulations, there are several coding parameters 

which must be specified such as the grid size hx, the time step !:lt, the order trun­

cation of the Fourier series N, and the maximum x-coordinate at which we assume 

that the amount of vorticity in the flow field is negligible. The correct specification of 

each of these parameters is important to numerical accuracy of the solution procedure 

and hence, before each simulation, we must conduct a series of experiments to deter­

mine the "optimal value" of these parameters. We define this optimal value for each 

parameter as the value which has the property that the accuracy of the calculation 

would not change if we refined the value further. In this manner, the computational 

time and effort required to calculate the solution is also minimized. The procedure 

for determining these optimal values will be discussed for a sample simulation, but 

in general we must conduct similar experiments for each choice of the flow parameters. 

First, to choose XM+l we vary it from about 4 to 10, as seen in Figure 2.4. We 

observe that there is minimal effect on the accuracy of these curves when we change 
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8 8 .. 
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Figure 2.5: The effect of varying hx on the drag (left) and lift (right) coefficients for 
R = 500, A= 0.3, rJ = 45°, S1 = 2.0S0 , S0 = 0.2: hx = 0.025 (-o-); 0.05 ( ); 0.1 (x). 

XM+l from 8 to 10 whereas there was a large effect for all previous transitions. Thus, 

in this case, we would choose XM+l = 8.0 as our optimal value. 

Further, we perform numerical experiments to choose the grid size. As seen in Figure 

2.5, there is minimal change in accuracy when varying hx from 0.05 to 0.025 which 

suggests that it is sufficient to choose hx as 0.05 for our trials. However, in most of 

the simulations that we performed, we chose hx as 0.025 to ensure a high accuracy is 

maintained in the solution. 

Similar trials are conducted to determine Llt and N in this manner. For the ma­

jority of our calculations we found that 10 initial time steps of 10-4
, followed by 29 

time steps of 10-3 was able to accurately calculate the flow at small times. Then, for 

the remainder of the simulation, the time step was fixed at Llt = 10-2 . In addition, 

a maximum value of N = 60 was observed to be more than adequate for the order of 

truncation of the Fourier series. 
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2.5 Verification of initial flow simulation 

To verify the accuracy of the present algorithm, numerical results are obtained at 

small times and compared to the results from an alternative numerical method which 

is essentially a generalization of that used by Collins and Dennis (1973). In this 

method, each of the scaled Fourier modes in (2.1.14) are expanded in terms of both 

k and t 

00 00 00 00 

Gn(x, t) = L L G~,j) tj ki, 9n(X, t) = L L g~i,j) tj ki (2.5.1) 
i=O j=O i=O j=O 
00 00 00 00 

Fn(X, t) = L L F~i,j) tj ki, fn(X, t) = L L f~i,j) tj ki. (2.5.2) 
i=O j=O i=O j=O 

The process of derivation of the differential equations for these coefficients and the 

boundary conditions satisfied by these coefficients follows very closely the procedures 

described Collins and Dennis (1973). It is not necessary to give the analysis in detail 

and we shall only give the resulting differential equations and boundary conditions of 

for the order O(kitj) terms: 

d2 f~i,j) = g(i,j) + ~ (2x )i-p g(p,j) 
dx2 n L-1(·- )1 n ' p=O z p . 

d2 D(i,j) i-1 (2 )i-p 
rn = Q(i,j) """ X Q(p,j) 

-d-2- n + LJ (' _ )1 n ' 
X p=O Z p · 

d2 g~i,j) dg~i,j) . . . . . . 
____:_--,---- + 2x--- 2[2j + i- 1]g(~,J) = n2g(~- 2 ,J) + x(~,J)' 

dx2 dx n n n 

d2 G~.J) dG~,j) · · · · · · --- + 2x - 2[2j + i- 1]G(~,Jl = n2G(~-2 ,Jl + y(~,J), 
dx2 dx n n n 

F~i,J) (0) = f~i,J) (0) = 0, 

aF~i,j)(O) af~i,j)(O) 
ax = ax = o, 

roo i [(2 ) li-p 
Jo L (i-_ n)~ G~.Jl(x) dx = -2 coeff[V(t) sin(17), tJ]6n,l 6i,oi 

0 p=O p 

(2.5.3) 

(2.5.4) 

(2.5.5) 

(2.5.6) 

(2.5.7) 

(2.5.8) 

(2.5.9) 
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100 i [(2 ) li-p L (. = n)~ g~,j)(x) dx = 2 coeff[1 + V(t) cos(rJ), tJ]<5n,l6i,O· 
0 p=O 'l p . 

(2.5.10) 

where XAi,j) and yJi,j) resulting from the substitution of the given expansion into 

the latter terms of (2.1.17)-(2.1.18) are given in Appendix D and coeff[F(t), tJ] is the 

coefficient of the tJ term in the Taylor series expansion of the function F(t), assum-

ing that such an expansion exists. This method of solution was also used by Collins 

and Dennis (1974) to solve for flow past an accelerated cylinder where the governing 

equations, which only consisted of equation (2.5.5) with a slightly smaller summation 

term x~i,j)' described the symmetric development of the flow. 

Using the solutions obtained from these equations we will form a double power series 

to approximate each of the Fourier modes which may then be summed to determine 

the scaled vorticity and stream function. We follow the solution procedure of Collins 

and Dennis (1973) where when solving for an instance of i and j in equations (2.5.5)­

(2.5.6) we solve an equation of the form 

y" + 2xy'- 2(2j + i- 1)y = Q. (2.5.11) 

The solution of (2.5.11) can be found more accurately if we introduce the transfor­

mation y(x) = e-~x2 ¢(x) which yields 

¢11 
- "( (X) ¢' = j3 (X) (2.5.12) 

where 

'Y(x) = x2
- 1 + 2i + 4j and 

1 2 
f3(x) = e2x Q(x). (2.5.13) 

Ascher, Mattheij, and Russell (1995) discussed the numerical solution of this equation 

in great detail and showed that the error in the standard finite difference approxi­

mation can be drastically reduced from O(h;) to O(h~). This is accomplished by 

multiplying the central finite difference discretization of (2.5.12) with an appropriate 

difference operator. For this form of differential equation using a grid size of hx, the 
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approximation of equation (2.5.12) is given by 

( 1- 1
1
2h

2rt-1) <Pz-1 + ( 1- 1
1
2h

21z-1) <Pz+1- ( 2 + ~h2rz) <Pz = 

1 2 

12
h (!3z-1 + 10/3z + i3Z+1). 
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(2.5.14) 

When the O(ki tJ) vorticity component of each Fourier mode has been calculated, 

the corresponding O(kitj) stream function component is determined using equations 

(2.5.3)-(2.5.4) and a direct integration procedure of order h; given in Appendix C. 

Using this procedure we numerically compute as many terms in the k and t expansion 

as we desire. For the purpose of this thesis, we will calculate the first 12 terms in 

the expansions. The final series solution, which is valid for small values of the time 

t and small values of the parameter k, will be used to verify the accuracy of the full 

numerical scheme in the initial stages of motion. 

We compare the results of several flow properties calculated from the full numerical 

integration scheme with the small-time results of the time series expansion calculated 

numerically. The time development of the surface vorticity for R = 200, A = 0.6, 

TJ = 45° and Sf I So = 1.0 is given in Figure 2.6. For t ::; 0.5 the agreement between 

the two sets of results is excellent with small discrepancies observed as we increase 

the time. 

The time-development of the drag and lift coefficients in Figure 2. 7 shows the ef­

fect of increasing the Reynolds number when A = 0.6, TJ = 45°, and Sf I S0 = 1.0. 

For all Reynolds number, in the initial stages of motion, it is evident that the large 

numerical and small-time solutions agree quite well. As R becomes smaller, however, 

the small-time solution is less accurate as t ---+ 1. A plot of the infinity norm between 

the series of curves is given at the bottom of each column where we observe increasing 

accuracy for increasing Reynolds number. Hence, the results obtained by the full nu­

merical integration procedure are in good agreement with the approximate solution 

which is obtained based on small time series expansions and is valid for large R. 
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Figure 2.6: Full numerical ( ) time development of surface vorticity for R = 200, 
A = 0.6, Sf = l.OS0 , S0 = 0.1954 compared with the series expansion solution at 
timet= 0.1 (x); t = 0.2 (o); t = 0.5 (*); t = 0.8 (+). 

2.6 Validation of uniform flow simulations 

The numerical findings of Qian and Vezza (2001) are first used for comparison in 

this case. Qian and Vezza (2001) implement a finite volume technique to solve the 

problem of impulsively started flow past a circular cylinder for a Reynolds number 

of R = 1000. In doing so, they display both long and short term development of the 

flow, the latter of which we will focus on. 

The development of the vorticity at small values of the time is compared with the 

results of Qian and Vezza (2001) in Figure 2.8. At five instances, we show the equi­

vorticity contours and conclude that our numerical solution accurately calculates the 

size, location, and shape of the developing vortices. In addition, corresponding to an 

impulsive start, we observe the initial formation of vortices at the rear of the cylinder 

which is followed by, as we increase the time, the creation of a second vortex (at 

t = 2.0) which interacts with the original vortex. This interaction is further depicted 

in the streamlines at t = 5.0 in Figure 2.9. We display the resulting drag coefficient 

calculation in Figure 2.10. The result which is compared with that obtained by Qian 
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Figure 2.7: Drag (left) and lift (right) comparisons of small-time series solution(---) 
with full numerical integration solution(--) fort~ 1, A= 0.6, S1 = 0.1954, rJ = 45°: 
(a) R = 50; (b) R = 100; (c) R = 200; (d) R = 500; (e) R = 103 ; (f) R = 104

; (g) 
Error (infinity norm) between solutions for each Reynolds number. 
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Figure 2.8: Present calculation of vorticity contours (right) compared with the result.s 
of Qian and Ve1.zn (2001) (left) for the uniform flow"""" with R = 1000. R.epriuted 
from Qi&n and Vezza (2001), Copyright 2001, with permission from Elsevier. 
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Figure 2.9: Uniform flow streamlines at t = 5.0: Qian and Vezza (2001) (left); Present 
calculations (right). Reprinted from Qian and Vezza (2001), Copyright 2001, with 
permission from Elsevier. 
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Figure 2.10: Early time development of the drag coefficient for uniform flow past a 
circular cylinder when R = 1000: (-) Present; ( o) Cheng, Chew and Luo (1997); 
( 7) Koumoutsakos and Leonard (1995); ( •) Qian and Vezza (2001). Reprinted from 
Qian and Vezza (2001), Copyright 2001, with permission from Elsevier. 
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and Vezza (2001), Koumoutsakos and Leonard (1995) and Cheng, Chew and Luo 

(1997) who all use hybrid vortex methods, shows good agreement. 

Next, we use the Computational Fluid Dynamics (CFD) commercial package FLU­

ENT to solve for uniform flow past a circular cylinder when R = 500 and compare it 

to the numerical result we obtain. This package is loosely based on a finite element 

technique for solving flows over complex geometries and implements a wide range 

of numerical strategies to optimize convergence and accuracy. Figure 2.11 shows a 

comparison of the results obtained by FLUENT with the vorticity contours produced 

from our numerical solution. The results are in good agreement with one another. 

2. 7 Validation of forced cross-flow oscillation sim­

ulations 

The next verification which we will perform is for the case of transverse (rt = 90°) os­

cillations. We make comparisons with the recent results which have been presented by 

Guilmineau and Queutey (2002) in which R = 185, A= 0.4, and 0.8 :::; Stf So :::; 1.2. 

Figure 2.12 shows a comparison of the vorticity contours as we increase the forcing 

frequency ratio through the fundamental lock-on regime. In the figure, we see that 

for S tf S0 :::; 1.1, the area of major concentration of vorticity is the upper half of 

the cylinder. However, as we increase the forcing frequency ratio above this value 

we see a switching of the concentration of vorticity from the top to the bottom half 

of the cylinder. The phase shift and amplitude jump in the lift force which occurs 

in this lock-on regime is attributed to this switching phenomenon as explained by 

Guilmineau and Queutey (2002); Lu and Dalton (1996); Cetiner and Rockwell (2001). 

For large amplitude transverse oscillations, we compare our results to Li, Sherwin 

and Bearman (2002) who used a fixed mesh spectral element solver. Shown in 

Figure 2.13 are the equi-vorticity contours at R = 200, S tf S0 = 0.8, 0 :::; A :::; 1.3. 
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Figun· 2.11 Equi-\'Orhcity contoun, at in,.,taut wh(·n lift fof"Cf' on cylinder is zero, 
changing from I)Osit h,-• to negative for uniform ftow pu ... 1 n rirc-uli'U' <'ylinder when 
n 00(): F'l.llrNT (top); Present calculation (bot10111). 
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Satisfactory qualitative agreement is observed between the two sets of figures where, 

for an increasing amplitude, the near-wake mode transition from 2S to P+S is cap­

tured. 

2.8 Validation of forced oblique oscillation simula­

tions 

The final set of verifications we will consider are for oblique oscillations of a circular 

cylinder at rJ = 45° in a uniform flow. Our simulations are compared with the ex­

perimental results of Ongoren and Rockwell (1988b) for the case when the Reynolds 

number is R = 855, the amplitude of oscillation is A= 0.26, and the forcing frequency 

ranges from 1.0 to 4.0. A comparison of the vorticity contours calculated in our nu­

merical simulations with the experimental findings of Ongoren and Rockwell (1988b) 

are given in Figure 2.14. Snapshots are take the instant when the cylinder is at 

its maximum negative displacement in the oscillation cycle over a range of forcing 

frequency ratios. The numerical and experimental results are in good qualitative 

agreement with one another in the near wake. 
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Figure 2.12: Comparison of vorticity contours over a range of forcing frequencies in the 
fundamental lock-on regime when R = 185 and A= 0.4.: Guilmineau and Queutey 
(2002) (left); Present calculations (right). From top to bottom SJIS0 = 0.8, 0.9, 1.0, 
1.1, 1.112, and 1.2. Reprinted from Guilmineau and Queutey (2002), Copyright 2002, 
with permission from Elsevier. 
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Figure 2.13: Comparison of present (right) numerical findings with those of Li, Sherwin and Bearman (2002) 

for R = 200, St/S0 = 0.8, TJ = 90° : (a) A = 0; (b) 1.0; (c) 1.2; (d) 1.3. Reprinted from Li, Sherwin and 

Bearman (2002), Copyright 2002, with permission from John Wiley and Sons Limited. 
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I ;gun• 2.11: CornJ~Irio;on ot pr<'S('nl (right) mum•rk>tl findinl(l' with tb""" of Ongoren 
and Rockwt'll (19!s8b) for R = 855. A = 0.26. 'I 15' nnd S,/So = 1.0, 2.0. 3.0, 
4.0 (from top to bottom). Reprintro from Ongorrn and Rockwell (191l8b), Cop)Tigbt 
J!J~t:J, wilh thtl JWrmiHSiOrl of Cambridge UniV('I'Jo!ity Pre-s.-~. 



Chapter 3 

Computational Improvements 

Parallel Processing 

Many researchers have used the numerical scheme presented in the previous chapter 

to solve a variety of problems involving flow past a circular cylinder [see Collins and 

Dennis (1973b; 1974), Badr and Dennis (1985), Badr, Dennis and Kocabiyik (1995; 

1996), Nguyen and Kocabiyik (1997), Kocabiyik and Nguyen (1996; 1999)]. In all 

of these cases, since a common numerical scheme is used, execution times remain 

relatively fixed. The simulation time obtained in this thesis when executing the code 

on a P-Ili 400MHz processor is approximately 3 hours per 10 dimensionless time units 

(when tlt = 0.01, N = 60, hx = 0.025, XM+I = 8). Thus, to calculate the behavior of 

the flow for large values of the time up until about t = 300 requires about 4 days of 

computational effort. This thesis attempts to decrease the execution time of the code 

by performing the computations in parallel for the first time. To do this we divide 

the program into multiple fragments which can execute simultaneously on different 

processors. The desired effect is to speed-up the execution time which ideally should 

be P times as fast if we use P processors. 

47 
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3.1 Parallel implementation 

To execute the numerical simulations in parallel we use the shared memory archi­

tecture Silicon Graphics Onyx computer which consists of 28 processors. To do the 

actual implementation of the parallel code we use standard OpenMP directives for 

C/C++. However, before implementing the parallelization must first analyze the 

numerical formulation of the problem. 

As mentioned earlier, the governing equations (2.1.15)-(2.1.18) resulting from a Fourier 

series expansion are all interdependent and thus iterations are used to improve the 

solution. The Gauss-Seidel iterative scheme which is incorporated into the numerical 

scheme requires that we use the most recent updated values for Gn, 9n, Fn, and fn 

during the calculation of the current iteration. Other researchers add an additional 

element to this scheme using over and under-relaxation parameters. The benefit of 

these schemes is that the number of iterations required for the calculation to converge 

to a solution is decreased, as compared to the Gauss-Jacobi method, in which only 

information from the previous iteration is used in the calculation. In addition to using 

the improved iterative procedures, it is also possible to decrease the time required by 

performing parallel computations. However, using the Gauss-Seidel method (with or 

without the relaxation parameters) seriously limits the possible speedup because it 

uses the most recent information during each iteration, and thus a worthwhile paral­

lel algorithm is difficult to derive. To allow for a significant speedup during parallel 

computations, we must use the Gauss-Jacobi scheme, or some other iterative scheme 

where the calculations at the current iteration depend solely on those from the pre­

vious iteration. Hence, the question which remains unanswered is whether or not 

using improved iterative schemes (Successive Over-Relaxation, Conjugate Gradient, 

Chebyshev Iteration, Minimum Residual) has a larger impact on the computational 

time than does parallelization. 

Using the Gauss-Jacobi iterative method the most significant computation that we 
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may perform in parallel is the computation of each of the Fourier coefficients. Firstly, 

this iterative scheme allows us to compute Gn and 9n in parallel since their values at 

the current iteration are independent. Second, during the calculation of the Fourier 

coefficients, the modes corresponding to n are not dependent on the modes corre­

sponding to n- 1 at the current iteration. Hence, we may divide the work required 

to calculate Gn, Fn, 9n, and fn (for n = 1, ... , N), during one iteration (as depicted 

in Figure 3.1), into P processors as seen in Figure 3.2. In this figure we observe 

for n = 1: N 

Compute 9n, fn 

Figure 3.1: Execution of n-loop during iteration in serial. 

that P/2 of the total P processors are devoted to the calculation of Gn, Fn, and P/2 

processors are devoted to 9n, fn· For instance, given 8 processors, we use 4 processors 

to calculate Gn, Fn and 4 to calculate 9n, fn· Then, we distribute certain values of 

n to each processor for calculation so that the time each processor remains idle is 

minimized. For instance, if N = 60, and P = 8, then the tasks would be completed 

as shown in Table 3.1. Notice that the calculation of the Fourier modes is divided 

equally into the P processors with the exception that processor 0 will compute Go and 

F0 . Also note that we calculate the vorticity component and corresponding stream 

function component on the same processor since separation of the two components 

will not minimize the time required. In fact, our experiments have shown that about 

90% of the execution time is used in computing the vorticity components Gn, 9n and 

only about 5% is used to compute the corresponding stream function Fn, fn· 



Chapter 3. Computational Improvements - Parallel Processing 

I 
I 
I 
I 
I 
I 
I 
I 
I 

-----------., 
I 
I 
I 
I 

j!!~=~E~It--~1 
I 
I 
I 

L---

Compute 
Gn+(0)2N/P 

Fn+(0)2N/P 

thread 

Compute 
Gn+(I'/2 1)2N/P 

Fn+(P/'2· 1)2N/P 

Compute 
gn+(0)2N/P 

fn+(0)2N/P 

Compute 
Gn+(P/2-1)2N/P 

Fn+(P/'2 1)2N/ P 

Figure 3.2: Execution of n-loop during iteration in parallel. 
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II Functions II Processor n computed II 
Gn, Fn 0 0 ---t 15 

1 16 ---t 30 
2 31 ---t 45 
3 46 ---t 60 

9n, fn 4 0 ---t 15 
5 16 ---t 30 
6 31 ---t 45 
7 46 ---t 60 

Table 3.1: Allotment of tasks on 8 processors when N = 60. 

3.2 Results 

To analyze the execution of the code, we use the Speed Shop utility to record impor­

tant parameters such as the CPU time on each processor. In addition, we concentrate 

on one particular instance of flow (given by A= 0.2, rJ = 45°, S1jS0 = 2.0) and nu­

merical parameters (given by XM+l = 8.0, hx = 0.025, N = 60). In the analysis, the 

code must perform 1036 time steps to reach a final dimensionless time oft = 10. 

The CPU time required and speed-up Sp on P processors, defined as 

S _ CPU time in serial 
P - CPU time on P processors' 

(3.2.1) 

as we increase the number of processors is given in Table 3.2 and represented graphi­

cally in Figure 3.3. Using two processors we observe a optimal value for the speedup 

p Real Execution Time (minutes) Ideal Execution Time Real Sp Ideal Sp 
1 183.5 - 1.00 1.00 
2 91.6 91.8 2.00 2.00 
4 49.4 45.9 3.71 4.00 
8 28.4 22.9 6.47 8.0 

Table 3.2: Time and speed-up results. 

since our code executes twice as fast. However, as we increase the number of pro­

cessors, the difference between the theoretical and actual values for the speed-up 
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p 

Figure 3.3: Theoretical and computed speed-up. 

increases. This is a common observation in parallel processing since as the number of 

processors increases, the time required for each slave to communicate with the master 

increases. 

The accuracy of the Gauss-Seidel method as compared to the Gauss-Jacobi method 

when the program executes in serial is depicted in Figure 3.4 where the infinity norm 

between the drag and lift coefficients is calculated. For these trials a tolerance of 

10-5 was used in each of the convergence schemes. Therefore, the Gauss-Seidel and 

Gauss-Jacobi iterative schemes should be accurate to at least 5 decimal places if they 

converge to a unique solution. As shown in Figure 3.4, the error in the curves is 

always less than 10-5 as expected. The only error observed in this curves is outside 

of the range of the prescribed tolerance. Theoretically, a tolerance of 10-10 could be 

prescribed to display the decimal place at which both iterative schemes differ, but 

from a computational point of view obtaining such an accuracy is impossible due 

to deviations resulting from the use of floating point arithmetic. Hence, there is no 

difference in the accuracy of the calculations when we switch iterative schemes, as 
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Figure 3.4: Error calculated by means of infinity norm between the lift (left) and drag 
(right) coefficients when using the Gauss-Seidel and Gauss-Jacobi iterative methods. 

expected from theory. 

In fact, the purpose of using Gauss-Seidel scheme is to decrease the number of itera­

tions. However, it is noted that the total number of iterations required for convergence 

to the desired solution does not increase drastically when we use the Gauss-Jacobi. 

For Gauss-Seidel iterations, a maximum of 4 iterations was observed when working in 

the parameter range of this thesis, whereas, for the Gauss-Jacobi scheme a maximum 

of 5 iterations was observed. Hence, for the range of parameters used in this thesis, 

the improved iterative scheme does drastically reduce the number of iterations. Thus, 

parallelization is crucial in the speed-up of the execution time. 



Chapter 4 

Oblique Oscillations of a Circular 

Cylinder: Lock-on regimes 

spectral analysis 

• VIa 

In this chapter we will discuss the results for flow past an obliquely oscillating cir­

cular cylinder at a Reynolds number of R = 200. Frequency variations in the range 

0.3:::; SJI S0 :::; 3.2 for a fixed angle, T7 = 45°, and amplitude, A= 0.5, are considered 

so that we may classify the ranges in which lock-on occurs. 

The results are analyzed using numerical flow visualization by means of equi-vorticity 

contours and streamlines. To do this we present snapshots of the flow field at precise 

instants during the cylinder oscillation. Figure 4.1(a) shows the displacement of the 

cylinder with distinct points A to Q along its trajectory. The first position A, is 

taken when the cylinder is at the origin moving downward as seen in Figure 4.1 (b) 

where the actual cylinder position corresponding to nodes A to Q have been plot­

ted. Note that positions I and Q correspond to the completion of one, T, and two, 

2T, periods of oscillation, respectively. All other positions are spaced equally in time 

using intervals ofT /8. We will use this lettering to present snapshots of the flow field. 

54 
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Figure 4.1: (a) Displnc.:men~ ~r&jectory of the cylinder over two periods, 2T, of 
cyJinder osciJJation with an interva.J spacing ofT/8 representing times at. which flow 
field snapshots will lxl taken and (b) cyliuder positions at each snapshot 
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The lock-on regimes for the case of transverse (TJ = 90°) and in-line (TJ = 0°) os­

cillations has been investigated by many researchers [Koopman (1967), Griffin and 

Ramberg (1974; 1976), Ongoren and Rockwell (1988a,b), Armstrong, Barnes and 

Grant (1986; 1987), Barbi, Favier, Maresca and Telionis (1986)]. Fundamental and 

2-super-harmonic lock-on was observed for transverse and inline oscillations, respec­

tively. 

In this section we determine the various lock-on regimes of vortex shedding for the case 

of oblique oscillations of a circular cylinder at T/ = 45° using spectral analysis of the 

lift coefficients and graphical depiction of the vorticity development. The simulations 

use a Reynolds number of R = 200 with A= 0.5 while varying the forcing frequency 

in the range 0.3 ::::; SJI S0 ::::; 3.2. The main goal of this analysis is to classify regions in 

which fundamental and other harmonic synchronization exists. However, before we 

begin, we introduce the manner in which we plot the spectrum and what it represents. 

In general, a spectral analysis involves determining which sine waves need to be 

added together to generate a particular wave form. The results of such an analysis 

are usually represented on a graph called a spectrum, where the horizontal axis rep­

resents the frequency Sw (which for our purposes is the dominant frequency in the 

near wake), and the vertical axis measures how much of each frequency is present. 

Particular harmonics in the spectra suggesting lock-on in the near wake are repre­

sented by sharply defined peaks at integer and fractional values of the fundamental 

frequency S0 . In this analysis, we scale the frequency on the horizontal axis Sw with 

the cylinder excitation frequency sf so that the lock-on of any of the n-harmonics 

corresponds to a peak in the spectra at Sw/ Sf = 1. For example, fundamental and 

2-superharmonic lock-on will appear as a peak in the spectra at Sw/ Sf = 1.0 in both 

cases. Further, when investigating the n-harmonic excitation regimes, the effect of 

the natural shedding frequency is seen by a peak in the spectra at Sw/ Sf = 1/n. 
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Using this scaling, we summarize some of the more commonly occurring waveforms 

in Figure 4.2. The graphs in the left-hand column represent the particular waveform 

and the graph on the right is the corresponding spectrum. Note that for these wave­

forms, the frequency noted below the wave name in Figure 4.2 is the one used in 

the normalization of the wake frequency. Waves A, B, and C are created using a 

single sine function with forcing frequencies SJI 80 = 1.0, 2.0, and 3.0, respectively. 

For all three frequencies, we see peaks in the associated spectra at Sw/ Sf = 1.0 since 

the wake frequency Sw is normalized by the forcing frequency. For each of these 

waveforms, however, we see that the amplitude of the curve from period to period 

remains constant which is not always the case for the lift coefficient of an oscillating 

cylinder. If we add two of these fundamental waves together the effect is to create 

shapes such as waves A+B, A+C, B+C, and A+B+C where different amplitudes 

are present, but still the period in each is T = 2/ s,. Modifications to the period 

are introduced via the addition of the ! and ~-subharmonic frequencies which would 

appear as peaks at Sw/SJ = S0 /2SJ and S0 /3Sf, respectively. This figure suggests 

how particular waveforms are created. Some of these waveforms will be evident in our 

lift coefficient, especially near forcing frequencies in the 2-superharmonic excitation 

regime where two local maxima occur similar to wave A+ B. 

It is also important to note that the spectrum is a purely mathematical concept. 

As such, it will give the frequencies which are dominant in the Fourier approximation 

of the curve, which in this case is the lift coefficient. Thus, to completely determine 

the state of the vortex shedding we must also take into account the amplitude of lift 

over each oscillation cycle and the near wake isolines. An approximate repeated am­

plitude or series of repeated amplitudes indicates a locked-on state of vortex shedding 

since the size of each vortex shed is linked to the local maxima and minima of the lift 

coefficient. Once lock-on is established in a particular range of forcing frequencies, 

S1, interesting vortex shedding modes are then depicted. 
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4.1 ~-subharmonic excitation for R = 200, 

A= 0.5, and 'fJ = 45°: 0.3 < St/So < 0.7 

The lift coefficients with corresponding spectrum for A = 0.5, are plotted in Figure 

4.3 for values of the forcing frequency near Sf = 0.5S0 . In this case the peak in the 

spectrum shifts according to the inverse of the forcing frequency ratio. For example, 

at sf I So = 0.3, we see the peak is approximately at Sw/ sf = 3.33 and it moves to 

the left as we increase the forcing frequency. This peak in the spectrum suggests that 

the natural shedding frequency observed for uniform flow past a circular cylinder is 

still dominant since 

~; = 3.33 =? Sw = 3.33Sf =? Sw = 3.33(0.3So) ~So. 

The same observations can be made as the forcing frequency increases to SJIS0 = 0.7. 

That is, the peaks in the spectra are resultant from the natural shedding frequency, 

not the cylinder oscillation frequency. We note that if Sf was not used to normalize 

the near wake frequency Sw, then for all of these frequencies, 0.3 ~ SJIS0 ~ 0.7, we 

would obtain a peak at Sw ~ S0 whereas ~-subharmonic lock-on is characterized by 

a peak at the forcing frequency, Sw ~ Sf. Therefore, the vortex shedding frequency 

has not yet locked-on to the cylinder oscillation frequency as suggested by the non­

existence or non-dominance of peaks at Sw/Sf = 1.0. The vorticity contours over a 

complete cycle of cylinder oscillation are shown in Figure 4.4 for SJI S0 = 0.5. Over 

one half of a period of oscillation, T /2, one vortex is shed from the top and one is 

shed from the bottom in an alternating sequence. This pattern is classified as the 28 

vortex shedding mode. 
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4.2 Fundamental excita t ion for R = 200, A = 0.5, 

and 1J = 45°: 0.8 < SJISo < 1.2 
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Figure 4.5: Lift coefficients and corresponding spectra for R = 200, rJ = 45°, A = 0.5 
at SJIS0=0.8, 0.9, 1.0, 1.1, 1.2 (from top to bottom). 
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of the lift is preserved. Then, at SJI S0 = 1.0 a single beat develops in the lift which 

is followed again by a periodic curve. A slight increase of the forcing frequency to 

S1IS0 = 1.02 shifts the beat in the lift curve to the left and for SJISo = 1.0 we ob­

serve aa clearly defined beating period. Each increase thereafter leads to a successive 

decrease of the beating period up until SJI S0 = 1.1. 

4.3 2-superharmonic excitation for R = 200, 

A= 0.5, and TJ = 45°: 1.2 < Btl So < 2.2 

The next range of frequency values that we will consider is in the superharmonic 

excitation regime near Sf I S0 = 2. The lift coefficients and corresponding spectra 

for this case are given in Figure 4.9 for forcing frequency values from SJI So = 1.8 

to SJI S0 = 2.2. For SJI S0 ::::; 2.0, it is immediately evident from the spectrum that 

there are several frequencies dominant in the lift curve. As a result, based on the 

classical definition, there could not be any lock-on since a single peak is not evident 

in the spectra, as is the case in the fundamental regime. 

However, the determination of lock-on is not confined to the analysis of the lift coeffi­

cient. For example, Ongoren and Rockwell (1988a,b), do not analyze the behavior of 

fluid forces and therefore it is impossible for them to observe the dominant frequencies 

in the near wake. Their classification of lock-on regimes is based on observations made 

throughout the vortex shedding cycle. If the near wake region is repeated in time, 

then lock-on is confirmed. For instance, consider the results for Sf I S0 = 1.8 shown in 

Figure 4.9. This figure indicates that the lift coefficient is periodic over two periods, 

2T, of cylinder oscillation and has a spectrum with two major peaks. Although these 

two peaks exist in the spectra, the vorticity contours, as shown in Figure 4.10, clearly 

confirm that the vortex shedding is locked-on over two periods, 2T, of oscillation in 

the near wake. Thus, in this thesis, we will take the near wake vorticity contours and 

streamlines into account before excluding a frequency value from the lock-on range. 
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In addition, we note that we are not defining lock-on as the range in which a single 

frequency dominates the wake. Instead, two or three dominant frequencies may be 

present in the spectra. The most important property of lock-on is that the vortex 

shedding is synchronized with the cylinder oscillation period or some integer multiple 

of it. In this way, we are allowing different waveforms and vortex shedding modes to 

be classified as lock-on. Without this addition to the definition of lock-on, the P+S 

lock-on modes described by Williamson and Roshko (1988) would not exist. As a 

side, note that when classifying modes of vortex shedding we are only considering the 

near wake region, as did Ongoren and Rockwell (1988a,b), while using the notation 

of Williamson and Roshko (1988). 

Using this analysis we can immediately classify the results for Sf I S0 = 1.8, 1.9, and 

2.0 as lock-on based on the vorticity contours shown in Figures 4.10-4.12. These fig­

ures show that the vortex shedding cycle is repeated over two periods, 2T, of cylinder 

oscillation- referred to as the period doubling phenomenon. At SJI S0 = 1.8 and 1.9, 

this period doubling is well defined in the lift curve as shown in Figure 4.9. However, 

as we increase the forcing frequency this figure clearly indicates that the amplitude 

difference between the two local maxima gets smaller and smaller. At Sf I So = 2.0, 

the two maxima are still distinguishable, but as we increase the frequency further 

the series of amplitude repetitions is no longer periodic. In the associated spectra 

for Sf I S0 = 1.8-2.0, the two largest peaks represent the dominant forcing frequency 

at Swl Sf = 1.0 and the natural shedding frequency at Swl Sf = 0.5. Moreover, the 

period doubling in the lift coefficient is a result of the competition between the two fre­

quencies. As the forcing frequency is increased beyond SJIS0 = 2.0 to SJIS0 = 2.1, 

we observe that the peak corresponding to the natural shedding frequency is sup­

pressed, leaving only the peak at Swl Sf = 1.0 corresponding to the superharmonic 

excitation frequency SJI S0 = 2.1. Hence, the properties of the flow above and below 

SJIS0 = 2.1 are obviously different. More precise bounds on the lock-on range are 

now investigated. 
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Figun:' 4.11: Vorticity contours at R = 200, q ~ 45•. A 0.5, s,/So = 1.9 wh('ro 
"'' hnvt• n Jork-011 of the 2P vorte.x shedding modt' owr two ilNiods, 2T, of cylinder 
Otltillntion from A to Q IT = 5.39, 86.1 9 :0: I $ OO.U7j. 
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First, we must find a lower bound for lock-on in the 2-superharmonic excitation 

regime. A further investigation of this range is now performed by first considering 

the lift coefficients and power spectra displayed in Figure 4.13 for frequency values 

from SJI S0 = 1.3 to SJI S0 = 1. 7. In this series of graphs, we observe two dominant 

peaks in the spectra in nearly all cases, but it is difficult to determine lock-on solely 

from these figures. To confirm/negate whether or not the near wake is locked-on, 

we plot the vorticity contours at the beginning and end of one and two periods, T 

and 2T, of cylinder oscillation in Figure 4.14. Evident in this figure is that the near 

wake is not locked-on for SJI So = 1.3 and 1.4 whereas it is periodic over two periods, 

2T, of oscillation for SJI S0 = 1.5, 1.6 and 1. 7. Therefore, after considering both the 

lift curve and the vorticity contours, we conclude that the 2-superharmonic lock-on 

discussed in this section begins at S Jl S0 = 1.5. The synchronization of vorticity 

contours over two periods, 2T, of oscillation confirms this lower bound. 

The 2-superharmonic lock-on ends in the range 2.0 < SJIS0 :::; 2.1 since the equi­

vorticity contours are not repeated over T or 2T as shown in Figure 4.15 By con­

ducting more simulations in this range we were able to determine that as we increase 

the frequency above SJI S0 = 2.06, the smaller dominant frequencies in the spectra 

begins to decompose into several smaller contributions, resulting in the end of the 

lock-in range. Hence, the 2-superharmonic lock-on range is 1.5 :::; SJI So :::; 2.06 for 

R = 200, A= 0.5, 77 = 45°. 

4.4 3-superharmonic excitation for R = 200, 

A= 0.5, and '17 = 45°: 2.8 < St/ So < 3.2 

For values of the forcing frequency above SJI S0 = 2.5 the structures forming in the 

near wake are difficult to characterize due to the fact that the velocity ratio is becom­

ing large. In fact, the velocity amplitude of the forced oscillations is a: = 1rS1A ~ 1 
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Figurt' 4.14: Vorti<'1ty t·or~tours at R = 200~ tJ 4.J0
• A= 0.5, S1/Sn 1.3. 1.4. 1.5, 

1.6, and 1.7 (from IOJ> to boLtom) at tho lwginnmg (pooit ion A, t 161') and end on 
one (posit ion I, t l7T) und two ll<'riodR (pO«Itlou Q, t. = I~T) of cylinder Ollcillntion 
(T = 2/S1, 80 0.1954( . 

Figure 4.15: lnsti'IJ1ti'H<'ous vorticity contoul"'' 1H ll = 200, q = ~5". A • 0.5. SJS0 = 
2.1 "'"" nm pt'1"iod•. 2T. Q( cylinder oorillnti"n •t positions A (I • n .!Ji!). I (one 
penod later. I • ~2.>16). and Q (two p<'Tiod• later, I = 81.i3). (T • lb1). 
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for values of the excitation frequency near the 3-superharmonic regime. The lift coef­

ficient and corresponding spectra for this case are given in Figure 4.16 for frequency 

values in the range 2.8 ::::; SJI S0 ::::; 3.2. We observe in each of these cases that there 

is one large peak in the spectra at Sw/ S1 = 1.0 corresponding to the forcing fre­

quency, and a smaller peak at Sw/ Sf = 0.33, corresponding to the natural shedding 

frequency. Thus, the flow is dominated by the large oscillation to translation velocity 

ratio, a, of the cylinder. Comparing the lift coefficients we observe that all forcing 

frequency values have approximately the same behavior. The period between two 

consecutive instances where the lift passes through zero from negative to positive is 

approximately the same as the oscillation period. However, the amplitude of the lift 

coefficient changes slightly from period to period. 

To better understand why the aperiodic changing of the amplitude occurs, we plot the 

equi-vorticity contours and streamlines in Figure 4.17 for S Jl S0 = 3.0. The contours 

indicate that very close to the cylinder surface the vorticity patterns are approxi­

mately the same at the beginning and end of one period of cylinder oscillation. To 

clarify, in Figure 4.18 we present a larger view of these contours near the cylinder 

surface at the beginning and end of once period of oscillation. The collection of the 

previously shed vortices in the near wake, however, are different from period to pe­

riod. The result is an unequal contribution from previously shed vortices to the lift 

coefficient during each period, and consequently varying amplitudes in the curve. 

Hence, we conclude that lock-on does occur near SJI So = 3.0 for an amplitude 

of A = 0.5 in the near wake region. In this case, the cylinder oscillation is moder­

ately large and thus, as the set of vortices shed in the one period attempts to move 

downstream, the cylinder has already changed direction and returned to its maximum 

oscillatory displacement at position G. As a result, the cylinder in this case acts as 

a mechanism which pushes and pulls on the fluid where major concentrations of vor­

ticity already exists. A precise range of lock-on cannot be determined in this thesis 
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Figure 4.16: Lift coefficients and corresponding spectra for R = 200, fJ = 45°, A = 0.5 
at SJI 80 = 2.8, 2.9, 3.0, 3.1, 3.2 (from top to bottom). 
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asymmetric mode P+8 persists over the entire time domain. In Figure 4.10, over two 

cycles of cylinder oscillation, we observe two vortices shedding from the top of the 

cylinder and a single vortex of opposite rotation being shed from the bottom. At 

SJI S0 = 1.9, the vortex shedding mode changes to the 2P mode, characterized by 

two vortices shedding from the top and bottom of the cylinder over two periods of 

oscillation. However, we note that the smaller of the two vortices is weak and decays 

rapidly downstream. After a further increase of the forcing frequency to S 1/ S0 = 2. 0, 

the wake then reverts back to the P+8 vortex shedding mode, but in the oppo­

site sense. At this forcing frequency, two vortices are shed from the bottom and a 

single vortex is shed from the top of the cylinder over two cylinder oscillation periods. 

In the 3-superharmonic range (SJI S0 = 3.0), one vortex is shed from the top and 

bottom over one period of cylinder oscillation resulting in the 28* mode. This is dif­

ferent than the 28 mode observed in the fundamental lock-on regime since the vortices 

in 28* mode are shed at nearly the same time, forming a symmetric-like arrangement 

of the vortices immediately to the rear of the cylinder. 



Chapter 5 

Oblique Oscillations of a Circular 

Cylinder: Effect of the angle and 

amplitude of oscillation 

In this chapter we continue our discussion of the flow past an obliquely oscillating 

cylinder at R = 200 with an emphasis on describing the effect of the amplitude and 

angle of oscillation. By varying one flow parameter (ry, A, and SJIS0 ) individually, 

and keeping the other two fixed, the effect of each parameter on the near wake flow 

characteristics and force coefficients is determined. Intermediate angles of oscillations 

are chosen as rt = 15°, 30°, 45°, 60°, and 75° and the amplitude varies from A = 0.2 

to A= 1.0 when SJI S0 = 0.5, 1.0, and 2.0. 

5.1 Effect of the angle and amplitude of oscillation 

on vortex modes and force coefficients at R = 

200 and St/80 = 0.5 

In this section we present the results for R = 200, SJI So= 0.5, when 15° :::; rt :::; 75°, 

and A= 0.2, 0.6, 1.0. At a frequency of SJI S0 = 0.5, the near wake is still dominated 

80 
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by the natural shedding frequency at all amplitudes and angles considered in this 

thesis. This was also observed in Chapter 4 for A = 0.5 when TJ = 45°. The vorticity 

contours for A = 0.2, 0.6 and 1.0 when 15° ~ TJ ~ 75° are shown in Figures 5.1-5.3. 

In these figures the contours plotted over half a period, T /2, of cylinder oscillation 

depict the 28 mode of vortex shedding at all angles and amplitudes as a result of the 

dominant natural shedding frequency. Therefore, for this smaller frequency the effect 

of the angle and amplitude is minimal on the modes of vortex formation. 

The lift and drag coefficients for this case are given in Figures 5.4-5.9, where we 

observe a beating period ofT /2 in the lift and T in the drag. At the larger ampli­

tude it is more evident that the amplitude of the drag decreases as the angle increases 

whereas very little change is observed in the lift. The unequal peaks that develop in 

the lift as we increase the amplitude of oscillation and decrease the angle is a direct 

result of the unequal concentrations of vorticity at the beginning and end of the half 

period, T /2, of oscillation. For streamwise and transverse oscillations of a circular 

cylinder, the displacement of the cylinder during each half period is symmetric about 

the horizontal or vertical axis. However, for oblique oscillations the movement of the 

cylinder during the first and second half periods is quite different in terms of the 

amount of horizontal/vertical movement in relation to the uniform flow. In one half 

of the period the cylinder is moving downward into the uniform stream, and in the 

second half it is moving upward away from the stream. Therefore, during each half 

period the 28 mode persists in the near wake, but the size of each vortex shedding on 

top and bottom from 0-T /2 and T /2-T varies as a result of the different movements. 

For this reason, we could refer to the period of vortex shedding as T instead ofT /2 

even though no major change in the nature of the shedding is evident. In this thesis, 

we continue to classify the shedding mode as 28 and simply point out this effect of 

the angle of oscillation. 

Moreover, as suggested by the power spectra of the lift coefficient plotted along with 
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the lift in Figures 5.4, 5.6, and 5.8, the near wake is not in a locked-on state at 

A = 0.2, 0.6, or 1.0 when SJI S0 = 0.5. In all three of these figures, and at all 

angles 15° ~ rJ ~ 75° of oscillation, the dominant frequency in the spectrum is at 

Sw/ Sf = 2.0 which yields Sw = 2.0Sf = S0 . That is, the dominant frequency in the 

near wake is the natural shedding frequency, S0 . However, by comparing each of fig­

ures 5.4, 5.6, and 5.8, we observe that the effect of the forcing frequency distinguished 

by the growing peak at Sw/ S1 = 1.0 is increasing with an increase of the oscillation 

amplitude. However, the peak at the forcing frequency is not large enough yet to 

control the development of the hydrodynamic characteristics. 

5.2 Effect of the angle of oscillation and amplitude 

of oscillation on vortex modes and force coef-

ficients at R = 200 and Sf/ So = 1.0 

As the frequency increases to SJI S0 = 1.0, the near wake features are no longer 

resulting from the natural shedding frequency. The instability in the wake created by 

the oscillation of the cylinder results in more interesting and developed flow features. 

Consequently, we investigate the effect of the oblique oscillation of a cylinder on the 

flow field characteristics for the case of R = 200, SJI S0 = 1.0, and 15° ~ rJ ~ 75° 

in much more detail. In addition, in each successive subsection the amplitude of 

oscillation is increased from A = 0.2 to 0.6 and then from A = 0.6 to 1.0. In this 

manner the effect of the increasing amplitude is also addressed to some extent. 

5.2.1 Vortex modes at A = 0.2: 15° < T/ < 75° 

Previous work by Kocabiyik, Mahfouz, and Al-Mdallal (2004) has been completed for 

R = 855, A = 0.26, 0.5 ~ S Jl S0 ::; 4.0, and 15° ~ rJ ~ 75°. This range of parameters 

is close to that which we choose here but our intent is simply to use the results of 

low amplitude inclined oscillations of a circular cylinder as a basis for comparison at 
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higher amplitudes. 

To see the effect of the angle of oscillation we choose several interesting cases to 

exhibit key changes in the flow field. Firstly, the angle of oscillation drastically 

changes the timing of vortex shedding. Consider for instance the vorticity contours 

for fJ = 15°,30°, 45°, 60°, and 75° when A= 0.2, SJIS0 = 1.0 given in Figure 5.10. 

The snapshots correspond to half a period of cylinder oscillation when the cylinder is 

moving upward from its maximum negative displacement (position C) to maximum 

positive displacement (position G). From left to right at the top of this figure we 

observe a successive lengthening of the vortex formation length with an increase of 

the angle on both the top and bottom of the cylinder. These lengths, calculated at 

the moment when the cylinder is moving downward from its positive to negative dis­

placement passing through the origin at position A, are recorded in Table 5.1. Notice 

Formation Length 

~ 1.0 

15° 2.59 
30° 3.58 
45° 4.21 
60° 4.63 
75° 4.89 

Table 5.1: Horizontal location of vortex behind cylinder for R 
Stf S0 = 1.0 when cylinder is at the origin moving downward. 

200, A - 0.2, 

that the vortex formation length increases with the increase of the angle. However, 

for the present case (A= 0.2, S1jS0 = 1.0), it is the result of this increase that is 

more interesting. During the upward movement of the cylinder, we observe for the 

smallest angle of 'rJ = 15° that a single vortex is completely shed from the bottom 

of the cylinder, whereas, at the largest angle of 'TJ = 75° the vortex is completely 

shed from the top of the cylinder. A timeline representing the approximate location 

of the cylinder when each vortex was shed during a single oscillation period is given 
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angle. 

5.2.2 Force coefficients at A = 0.2: 15° < "1 < 75° 

The drag and lift coefficients for this case are presented in Figures 5.12-5.13 along 

with the power spectra of the lift coefficient. It is evident that both coefficients have 

a period which is equal to that of the cylinder oscillation period, T, but the power 

spectra of the lift coefficient in Figure 5.12 suggests that the vortex shedding is not 

locked onto the cylinder oscillation frequency in all cases. At T/ = 15°, we observe 

that the peak at Sw/ Sf = 1.0 in the spectrum is actually a combination of two peaks, 

corresponding to the natural and forcing frequencies. For all other angles, T/ = 30°, 

45°, 60°, and 75° there is a single peak in the power spectra which suggests that 

fundamental lock-on does occur at S Jl S0 = 1.0 for T/ ;::: 30°. Previous results by On­

goren and Rockwell (1988b), as mentioned earlier, stated that the near wake was not 

locked-on for oscillations performed at T/ = oo while for the transverse case, ( T/ = 90°), 

fundamental lock-on was observed. The results discussed here indicate that even for 

small angles of oscillation, T/ :::; 15°, lock-on is not achieved near S Jl S0 = 1.0 when 

A = 0.2. Then, for T/ ;::: 30°, which is not a strict bound, the fundamental lock-on 

regime exists up until the extensively studied case of transverse oscillations of a cir­

cular cylinder. 

Using the force coefficients in Figures 5.12-5.13 we also calculate various quantitative 

results such as the average drag, CD, the maximum lift, CL,max, and the amplitude 

of the drag and lift coefficients, AMP(CD) and AMP(CL), which are recorded in 

Table 5.2. With the exception of the first column for T/ = 15°, the results are in 

general consistent with one another. The rJ = 15° column is an exception because 

of the fact that lock-on is not observed at this angle which, consequently, causes the 

results to vary depending on the period. Nonetheless, the effect of increasing the 

angle of oscillation is to increase the average drag but decrease the amplitude of the 

drag coefficient. Further, we observe an increase of the maximum lift, CL,max, and 
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1] 15° 30° 45° 60° 75° 
CD 1.34 1.26 1.24 1.38 1.44 

CL,max 0.68 0.54 0.61 0.98 1.01 
AMP( CD) 0.65 0.54 0.44 0.38 0.34 
AMP(CL) 1.36 1.13 1.25 1.98 1.97 

Table 5.2: Average drag CD, maximum lift, and amplitude AMP(·) of drag and lift 
coefficients for R = 200, A = 0.2, Sf/ 80 = 1.0 when 15° :::; 17 :::; 75°. 

amplitude of the lift coefficient at SJIS0 = 1.0, A= 0.2 for 17 ~ 30°. These changes 

are justified since the increased upward movement, Y(t) sin(7J), of the cylinder results 

in larger stress and pressure forces on the surface of the cylinder in the transverse 

direction and smaller contributions to the inline drag force. 

5.2.3 Vortex modes at A = 0.6: 15° < 11 < 75° 

In Figure 5.14 we present the vorticity contours for the increased amplitude of A = 0.6. 

Note that the 28 mode of vortex shedding still dominates the near wake at 17 = 15°, 

30°, 45°, 60°, and 75°, but the clearly defined shedding of each vortex is not as evident 

as it is for A = 0.2. For 17 ~ 45°, it is clear that one distinct vortex is shed from the 

top and one is shed from the bottom. However, for the smaller angles of 17 = 15° and 

30°, the now three times larger oscillation amplitude creates a natural transition to a 

symmetric-like mode. Obviously, the near wake is not symmetric, but this is the first 

step in a transition to symmetry. To support this claim, observe that for 17 = 15° the 

vortices form/ grow on top and bottom of the cylinder almost simultaneously. As in 

the previous section, the approximate location of the cylinder when the vortices are 

shed from the top and bottom of the cylinder are given in Figure 5.15. Notice that 

the vortices shedding from the top and bottom do not shed at opposite times in the 

shedding cycle as was the case for A= 0.2. However, the time between the shedding 

of the vortices from the top and bottom of the cylinder has decreased dramatically 

for 17 < 45°. Approximately half a period had separated the shedding of vortices from 

top and bottom for 17 = 15° and A= 0.2 whereas for A= 0.6 the two counter-rotating 
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Figure 5.15: The location of the cylinder when each the vortices are shed from the 
bottom (right) and top (left) during one period of cylinder oscillation for R = 200, 
A= 0.6, Sf/So= 1.0. 

vortices are shed very close together. 

5.2.4 Force coefficients at A = 0.6: 15° < 'rJ < 75° 

The highly competitive nature of the flow due to a transition to symmetry is also 

quite evident in the lift and drag coefficients with corresponding lift spectra shown in 

Figures 5.16-5.17. For rJ < 45°, the competition between the symmetric-asymmetric 

modes is suggested by the aperiodic nature of the lift coefficient and corresponding 

spectra in Figure 5.16. For 'fJ = 15° and 30°, as suggested by the two irregularly po­

sitioned peaks in the spectra, the vortex shedding frequency has not locked-on to the 

cylinder oscillation frequency. This phenomenon is again explained by the increased 

symmetrical component of the forced cylinder displacement. 

However, as the angle of oscillation increases above rJ = 45°, at A = 0.6, the lift 

and drag curves become periodic over one period, T, of cylinder oscillation and thus 

is in a locked-on state. It is now evident that both the angle and amplitude of os­

cillation are extremely important in determining the near wake flow properties. We 
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calculate the important flow quantities ( Cv, CL,maY" AMP( Cv), AMP( CL) as before 

and record these values in Table 5.3. Neglecting the first two columns it is evident 

T/ 15° 30° 45° 60° 75° 
Cv 1.29 1.31 1.32 1.71 1.69 

CL,max 0.72 0.56 1.44 1.13 0.73 
AMP(Cv) 1.94 1.49 1.85 1.42 1.00 
AMP(CL) 1.66 1.72 2.30 2.04 1.20 

Table 5.3: Average drag Cv, maximum lift, and amplitude AMP(·) of drag and lift 
coefficients for R = 200, A = 0.6, S Jl S0 = 1.0 when 15° :::; T/ :::; 75°. 

that we do not have the same behavior as in the case for A= 0.2. In fact, for A= 0.6 

the amplitude of the lift AMP(CL) and the maximum value of the lift coefficient, 

CL,max., actually decreases in contrast to its behavior at lower amplitudes. The aver­

age drag coefficient Cv increases, in general, and the amplitude of the drag coefficient 

decreases which is consistent with the results for A = 0.2, SJI S0 = 1.0. The results 

for T/ = 15° and 30° are not consistent with these general remarks for all quantities 

since the flow is not locked-on at these angles. 

5.2.5 Vortex modes at A = 1.0: 15° < 'T/ < 75° 

The vorticity contours for the largest amplitude under consideration, A = 1.0, are 

given in Figure 5.18 for 15° :::; T/ :::; 75°. In this figure our initial observation about 

a transition to a symmetric-like wake is confirmed. At this increased amplitude, the 

vortex shedding modes are recorded in Table 5.4 and the location of the cylinder at 

which each vortex is shed is recorded in Figure 5.19. The notation 28* is used to 

indicate that the two vortices are shed at nearly the same instant. The vortices in 

this case may not be the same strength or size as is the case for a symmetric vortex 

shedding mode, but they are shed almost simultaneously. In fact, Figure 5.19 shows 

that a little more than a quarter of one period separates the shedding of the top 

and bottom vortices for all angles of oscillation with the largest difference being at 

T/ = 75°. For an angle ofT/ = oo, this increased amplitude would result in a symmetric 
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mode of vortex shedding and a completely symmetric wake. However, the asymmetry 

introduced by the angle of oscillation prevents any symmetric development of the near 

wake but produces what we refer to as the 28* mode in which the time between the 

alternate shedding of vortices has decreased significantly. 

5.2.6 Force coefficients at A = 1.0: 15° < 'f/ < 75° 

The lift and drag coefficients with corresponding lift spectra for A = 1.0 and 15° ~ 

'T1 ~ 75° at SJI S0 = 1.0 are given in Figures 5.20-5.21. It is noted that for 'T1 < 45° 

the lift is not a smooth periodic curve due to the occurrence of more than one dom­

inant frequency in the near wake, as suggested by the spectra. For 'T1 = 15° and 30° 

the results again indicate a non-lock-on regime. The smaller peaks in the spectra 

are suppressed significantly as we increase the angle to 'T1 2: 45° where the smooth 

periodic nature of the lift and drag coefficients has been reestablished. 

The average drag, maximum lift, and amplitude of drag and lift coefficients are 

recorded in Table 5.5 Disregarding the first two columns, where the vortex shed-

'T1 15° 30° 45° 60° 75° 
Cn 1.84 1.84 1.47 1.48 1.92 

CLmax 2.16 1.92 0.70 1.68 0.44 , 
AMP(Cn) 3.53 3.47 3.07 2.18 1.68 
AMP(CL) 3.75 2.99 2.77 3.61 0.55 

Table 5.5: Average drag On, maximum lift, and amplitude AMP(·) of drag and lift 
coefficients for R = 200, A= 1.0, SJI S0 = 1.0 when 15° ~ 'T1 ~ 75°. 

ding frequency is not locked onto the cylinder oscillation frequency, we observe a very 

interesting phenomenon from these results. For 'T1 :2: 45°, the average drag increases 

while the amplitude of the drag coefficient decreases, as before. However, the max­

imum lift and amplitude of the lift coefficient increases for 'T1 = 45° and 60°, but at 

'T1 = 75° these quantities are reduced significantly. To understand why this occurs 

we first direct our attention to the vorticity contours which were displayed in Figure 



Owpl<'l" 5. Effect of tbP ~ •mllllllf>lit"'h- of oscillation 

' 

.. 
' • ~ 

d 
. ' 

' • -~ 0 v 

• ~ 

~ 

• 0 

rJ 

• - ' 

- _j 

... ~! 

t • i 1(-1· 

• 

I 
:a_. 

' l • J l f-1, 

I 
E a~ 
• 
i 
j"~wJ 

eu .... 
s 
t • llf-1 

107 

. • . 
-~ 

-l 

Figul'(' L.20: Lift coefficient ( ) nnd c.·yliuder dittp!itCcru(•nt ( ) with r>On'f'r spectrum 
of lift c-oefficient (righ<) for II w 200, A= 1.0, s,jS. = 1.0 for 1wgk• of oocillation 
'1 .. 15r. JOO. 45°, 60° snd 75° (from lOJ> to bottom). 



Clwpt(•r 5. Effe<.·l of the angll• ttnd amplitudf' of o.':K'j)Jation 

• 
• If\ 

~ 

. ' -
• 

~· 

•• 
• .. .. 

) 
,~ 

.. 
I 

I 
1(\ If\ 

I 
'rl 

108 

v 

-

1 

. .. 
Figure 5.2L: DrN~ '"efficient ( ) nnd cylind<•r displacement ( ) for R 200, A= 
1.0, SJISo = 1.0 for ung1cs of OH('i11otion fJ 1!;0 1 30°1 1IS0

, ()0° and 75° ((rom t.op to 
bot Him). 



Chapter 5. Effect of the angle and amplitude of oscillation 109 

5.18. Let us fix our attention on the first row, position A, of vorticity contours and 

observe the effect of the increasing angle. At this large amplitude, A = 1.0, we do 

not see a lengthening of the vortex formation length as for the case when A = 0.2. 

Instead, the vortex on top of the cylinder seems to move closer to the cylinder surface 

as rJ is increased from rJ = 45° to 60° while the vortex on bottom remains relatively 

fixed in size and location. 

With the increase of the angle from rJ = 60° to 75° the vertical movement of the 

cylinder over the oscillation period increases while the vortex formation length is de­

creasing. The result is an increased interaction between the top and bottom vortices 

which consequently effects the size of each developing vortex. Comparing the two 

figures at position A for rJ = 60° and rJ = 75° we observe that the area of major con­

centration of vorticity has switched from the top to the bottom of the cylinder. This 

phenomenon is referred to as switching and is usually discussed in the context of in­

creasing the forcing frequency through the fundamental lock-on range [see Guilmineau 

and Queutey (2002)] in which the area of major concentration of vorticity switches 

from one side of the cylinder to the other. In our analysis we observe a switching 

of the major concentration of vorticity as we increase the angle of oscillation. In 

addition, instead of reducing to zero as the in case for transverse oscillations, the top 

vortex for which we observed a decreasing formation length with increasing angle has 

been pushed away from the cylinder surface. In this context, the switching is different 

than it is for the case of a transversely oscillating cylinder. The combination of the 

increasing angle and faster generation of vorticity on the bottom of the cylinder both 

combine in this case to cause the phenomenon for increasing angles of oscillation. We 

are not certain at which angle the switch occurs, but it is somewhere between rJ = 60° 

and rJ = 75°. 

To determine the effect of the switching on the force coefficients we present the friction 

and pressure components of the lift coefficient for rJ = 60° and rJ = 75° at A = 1.0, 
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SJI So = 1.0 in Figure 5.22. These curves indicates that this switching phenomenon 
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Figure 5.22: Friction (left) and pressure (right) contributions to the lift coefficient for 
TJ = 60° (top) and TJ = 75° (bottom) when R = 200, A= 1.0, SJIS0 = 1.0. 

causes a large decrease in the amplitude of the pressure contribution to the lift coef­

ficient. This large decrease is reflected in the results of Table 5.5. 

In addition to the amplitude decrease, another effect of the switching is the phase 

difference that is observed in the lift curve for rJ = 75°, as compared to other angles, 

in Figure 5.20. Notice that neither the friction or the pressure contributions in Figure 

5.22 are aperiodic waveforms for rJ = 75°. In fact, the period does not look to be that 

much different than it is for rJ = 60°. Moreover, the third term which contributes 

to the lift (due to non-intertial reference frame) is simply a trigonometric sine func­

tion. For rJ = 60°, the lift curve is a period sinusoidal curve. However, the switching 

of the major concentration of vorticity creates a phase difference between the terms 

contributing to the lift curve, resulting in the aperiodic waveform observed in Figure 

5.20 for rJ = 75°. 
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5.3 Effect of the angle and amplitude of oscillation 

on vortex modes and force coefficients when 

R = 200 and St/80 = 2.0 

As we increase the forcing frequency to S 1 I So = 2.0 the timing alteration effect of the 

oscillation angle is eliminated. For example, at St I S0 = 2.0, A = 0.2, the vorticity 

contours over two periods, 2T, of cylinder oscillation from position A to Q are shown 

in Figure 5.23. For each of the angles in this figure we see that a single vortex is shed 

from the bottom of the cylinder over the first of the two oscillation periods. Hence 

the angle of oscillation has a large influence on the timing of vortex shedding only at 

the smaller frequencies of SJI So= 0.5 and 1.0. 

The lift (with corresponding spectra) and drag coefficients are shown in Figures 5.24-

5.25 for A = 0.2. Several clearly defined peaks in the spectra of the lift coefficient at 

Swl S1 = 1.0 and 0.5 are reminiscent of the peaks which we encountered in Chapter 

4 corresponding to the forcing and natural shedding frequencies, respectively. Thus, 

at SJI S0 = 2.0, the 2-superharmonic lock-on is observed at all angles of oscillation. 

This statement is confirmed by considering again the vorticity contours in Figure 5.23 

which show a periodic locked-on wake over two periods, 2T, of cylinder oscillation. At 

1] = 15°, the peak corresponding to the forcing frequency at Swl St = 1.0 is smaller 

than the peak at Swl S1 = 0.5 corresponding to the natural shedding frequency, but 

the vorticity contours indicate that the wake is locked-on. In Table 5.6 we observe 

1] 15° 30° 45° 60° 75° 
On 1.48 1.52 1.49 1.45 1.40 

CL,max 1.46 1.70 1.85 1.94 1.96 
AMP(CD) 2.14 1.88 1.58 1.19 0.74 
AMP(CL) 2.33 3.03 3.35 3.55 3.57 

Table 5.6: Average drag CD, maximum lift, and amplitude AMP(·) of drag and lift 
coefficients for R = 200, A= 0.2, SJI S0 = 2.0 when 15° ::::; 1]::::; 75°. 
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that the effect of the angle at SJI So = 2.0 is to increase the maximum lift coefficient 

and amplitude of the lift coefficient while decreasing the amplitude of the drag co­

efficient. Also, in general, the average drag coefficient decreases with increasing angle. 

As a final note on the fluid forces at this amplitude, we note that a repeated pat­

tern of two local maxima in the lift develops with the increase of the angle and each 

of these maxima occur when the cylinder is at its maximum positive displacement 

(position G, position 0). As the angle of oscillation increases, the smaller of the two 

local maxima increases as an implicit consequence of the increased vortex formation 

length which is tabulated in Table 5. 7. With the concentration of vorticity moving 

Formation Length 

~ 2.0 

15° 2.09 
30° 2.19 
45° 2.22 
60° 2.26 
75° 2.27 

Table 5. 7: Horizontal location of vortex behind cylinder for R = 200, A - 0.2, 
SJI S0 = 2.0 when cylinder is at the origin moving downward (position A). 

further away from the surface on one side of the cylinder, the developing vortex on 

other side of the cylinder plays a larger role in the calculation of the lift coefficient. 

This growing difference in the magnitude of the vorticity at the surface of the cylinder 

causes an increase of the smaller maxima in the lift coefficient. 

Although the timing of vortex shedding is not altered by the angle of oscillation 

at larger forcing frequencies, the effect of the angle on the near wake vortex shedding 

mode is amplified greatly. The vorticity contours over two periods of oscillation from 

position A to Q are given in Figure 5.26 for A = 0.6 and 15° ~ rJ ~ 75°. For 

rJ = 15°, we see that the pattern of vortex shedding is nearly symmetric about the 
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x-axis and is repeated over T, not 2T. As we increase the angle to 30° we observe 

that the near wake region is rapidly loosing its symmetry as the horizontal spacing 

between shedding vortices increases. At rJ = 45° the wake has lost all its symmetry 

and the period of vortex shedding has doubled to 2T. A complete record of vortex 

shedding modes and periods of oscillation is recorded in Table 5.8 for SJI S0 = 2.0 

and A = 0.6, where we observe a transition from a nearly symmetric 28~ mode to 

11~11 °'6 

15° 28~[T] 
30° 28*[2T] 
45° P+8[2T] 
60° P+8[2T] 
75° 28[2T] 

Table 5.8: Dominant modes and periods of vortex formation in the near wake for 
R = 200, SJIS0 = 2.0, A= 0.6, and rJ = 15°, 30°, 45°, 60°, 75°. 

the asymmetric P+8 and 28 modes. The +-subscript indicates that smaller vortices 

accompany the larger vortices when shed, but do not develop individually as seen in 

Figure 5.8 for rJ = 15°. This near symmetry is also suggested by the smallest ampli­

tude lift coefficient at rJ = 15° in Figure 5.27 This corresponding power spectra in 

this figure shows one dominant peak in the spectra representing the forcing frequency 

along with other smaller peaks which are not as significant; an observation that also 

indicates a locked-on state. Using the fluid forces given in Figures 5.27-5.28 we are 

then able to calculate several flow quantities which are recorded in Table 5.9. The 

rJ 15° 30° 45° 60° 75° 
CD 1.30 1.37 1.59 1.71 1.81 

CLmax 0.90 1.75 2.98 3.88 4.20 , 
AMP(CD) 5.78 5.28 4.69 3.80 2.49 
AMP(CL) 2.18 4.16 6.26 7.69 8.20 

Table 5.9: Average drag CD, maximum lift, and amplitude AMP(·) of drag and lift 
coefficients for R = 200, A= 0.6, SJI S0 = 2.0 when 15° ::::; rJ::::; 75°. 
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forces are characterized by an increasing average drag and maximum lift coefficient. 

However, the amplitudes of drag curve is decreasing whereas an increase in the lift 

coefficient amplitude is observed. 

5.4 Effect of the oscillation amplitude on 

vortex modes and force coefficients when 

In this section, we focus on how the flow characteristics change with increasing am­

plitude for A = 0.2, 0.6, and 1.0 at R = 200. At SJI S0 = 0.5 and 1.0 the increasing 

amplitude of oscillation did not play a significant role in the modification of the near 

wake flow features. All effects that were observed have been reported in Sections 

4.1-4.2. At SJI S0 = 2.0, however, the amplitude is very important in determining 

the nature of the near wake structure. To better illustrate this we consider again 

SJI S0 = 2.0 and vary the amplitude from A= 0.2 to 1.0 for 15° ::; rt ::; 75°. 

The vorticity contours over two periods, 2T, of oscillation from position A to Q 

as the amplitude increases from A= 0.2 to A= 0.6 and finally to A= 1.0 are given 

in Figures 5.29-5.31 for rt = 15°, 45°, and 75°, respectively. In each of these figures 

we plot the vorticity contours for increasing amplitude for a fixed angle in order to 

determine how the amplitude changes the vortex shedding patterns at this frequency. 

First, Figure 5.29 gives the contours for rt = 15°. At A = 0.2, the contours display 

an asymmetric 2S mode of vortex shedding. However, with the increase of the am­

plitude to A= 0.6, the symmetric-like mode 2S~ is observed in the near wake. This 

symmetry is amplified even more when we increase A to 1.0. Note that for this largest 

amplitude at rt = 15°, not only do the vortices shed at nearly the same instant, but 
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this alignment of the vortices persists downstream of the cylinder. Also, the period 

of vortex shedding changes from 2T at A= 0.2 toT at A= 0.6 and 1.0. 

Increasing the angle slightly to rJ = 45° we obtain the equi-vorticity contours in 

Figure 5.30 where a symmetric-like mode is observed, but not at an amplitude of 

A= 0.6. At the smallest amplitude, A= 0.2, the 28 mode persists in the near wake 

over two periods, 2T, of cylinder oscillation. A dramatic difference in the wake is 

then observed when the vorticity contours are compared to those for A= 0.6. During 

the formation of the vortex on the top of the cylinder we see that at location G the 

vortex completely engulfs the rear side of the cylinder. This is obviously caused by 

the fact that the increased upward motion of the cylinder is intruding on the location 

of the forming vortex. The vortex forming on the top of the cylinder then sheds in the 

second period of oscillation. During this first period, however, the vortex developing 

on the bottom of the cylinder is being pushed away from the cylinder surface towards 

the vortex which was shed from the top in the previous shedding period. The strong 

interaction of these two vortices causes a weak vortex to break away from the lower 

vortex which then accompanies the upper vortex downstream yielding the asymmet­

ric P+8 mode of vortex shedding. Finally, then, at A = 1.0 the symmetric-like 28* 

mode is observed. The transition to this mode of vortex shedding occurs at a larger 

amplitude in this case because of the increase angle of oscillation. The period of 

vortex shedding is 2T for A= 0.2 and 0.6 but only T for A= 1.0. 

At rJ = 75° the wake is completely asymmetric for all the amplitudes considered 

in this thesis as shown in Figure 5.31. The 28 mode persists in the wake for all am­

plitudes over two periods, 2T, of cylinder oscillation. 

Hence, increasing the amplitude of oscillation at a fixed angle will create a natu­

ral transition to a symmetric mode. At smaller angles, this symmetric mode appears 

at lower values of the amplitude due to the reduced asymmetrical movement of the 
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cylinder. Then, as the angle increases, the threshold amplitude required for the ob­

servance of this symmetric mode increases. However, there is also a threshold angle 

for which no symmetry will be observed as suggested by the results for ry = 75°. The 

key observation is that there is an undetermined boundary in the (A, ry)-plane which 

divides the near wake into symmetrical and asymmetrical form. The determination 

of this boundary requires a simulations for a finer interval spacing in the parameter 

range and is beyond the scope of this thesis. 

The complete classification of periods and modes of vortex formation in the near 

wake for the various angles, amplitudes, and frequencies discussed in this thesis are 

summarized in Table 5.10. Recall that the 2S* refers to a symmetric-like mode where 

the vortices are shed at nearly the same instant and the +-subscript on the mode in­

dicates a smaller insignificant vortex is attached to the larger shedding vortex. This 

smaller vortex decays rapidly as the two vortices move away from the cylinder surface. 

Several key observations can be made from the data in Table 5.10. First, for the 

lowest values of the amplitude and frequency, the 2S mode of vortex formation per­

sists in the near wake for all angles but with different periods. For Sf/ S0 = 0.5, 1.0, 

and 2.0 the periods of vortex shedding are approximately T /2, T, and 2T, respec­

tively. The doubling of the period of vortex shedding from SJI S0 = 0.5 to 1.0 is 

a result of the fact that the wake is controlled by natural shedding frequency and 

not the forcing frequency at SJI S0 = 0.5. However, the doubling of the period from 

T to 2T at SJIS0 = 2.0 results from the competition of the fundamental (So) and 

forcing (S1 = 2S0 ) frequencies. This phenomenon is referred to as period doubling. 

Notice that for ry ~ 60°, this period doubling phenomenon has been eliminated as 

the amplitude of oscillation is increased to A = 1.0. At smaller angles (ry = 15° and 

30°), it was eliminated at even smaller amplitudes. This phenomenon is explained 

by considering the magnitude of asymmetrical cylinder movement. Since the angles 

are smaller, the vertical displacement of the cylinder, Y(t) sin(ry), from the origin is 
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11~1°·2 0.6 
l.O II 

0.5 28 [T'/2] 28 [T'/2] 28 [T/2] 
1.0 28 [T] 28 [T] 28* [T] 
2.0 28 [2T] 28~ [T] 28~ [T] 

0.5 28 [T'/2] 28 [T/2] 28 [T/2] 
1.0 28 [T'] 28 [T'] 28* [T'] 
2.0 28 [2T] 28* [2T] 28~ [T] 

0.5 28 [7'/2] 28 ['T'/2] 28 [T/2] 
1.0 28 ['T'] 28 [T] 28 [T] 
2.0 28 [2T] P+8 [2T] 28* [T] 

0.5 28 ['f/2] 28 [T'/2] 28 [T/2] 
1.0 28 ['T'] 28 [T'] 28 [T] 
2.0 28 [2'T'] P+8 [2T] 28 [T] 

0.5 28 [T/2] 28 [T/2] 28 [T /2] 
1.0 28 ['T'] 28 [T'] 28 [T] 
2.0 28 [2T] 28 [2T'] 28 [27'] 

Table 5.10: Dominant modes and periods of vortex formation in the near wake for 
R = 200, 7J = 15°, 30°, 45°, 60°, 75°, A = 0.2, 0.6, 1.0, and SJI 80 = 0.5, 1.0, 2.0. 
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less than it is at higher angles. Thus, the transition to the symmetric-like 28* mode 

occurs at smaller amplitudes. 



Chapter 6 

Summary and Conclusions 

The flow of a viscous incompressible fluid past a cylinder performing oblique recti­

linear oscillations has been investigated in this thesis. The model, described by the 

two-dimensional non-linear Navier-Stokes equations in vorticity-stream function form, 

was solved numerically using a finite difference method with implicit Crank Nichol­

son time-stepping. The numerical method is an extension of the work by Collins and 

Dennis (1973b) and Badr and Dennis (1985). At small times, a series expansion solu­

tion is obtained numerically following the work of Collins and Dennis (1973a) which 

is then used to verify the accuracy of the numerical scheme in the initial stages of 

motion. Modifications to the numerical method were introduced by way of parallel 

computations which showed computational improvement at a fairly minimal cost. By 

switching to the slower converging Gauss-Jacobi iterative scheme, execution times 

decreased by a factor of nearly seven on just eight processors. In a practical sense, 

the parallel implementation of the code has reduced the execution time from approx­

imately 3.8 days (for T/ = 45°' A = 0.2, sf I So = 2.0, 0 ~ t ~ 300) to approximately 

15 hours. In addition, a maximum increase of only a single iteration was observed 

after the change of iterative schemes. Thus, performing computations in parallel were 

extremely effective in improving the algorithm. 

To verify the accuracy of the algorithm, simulations to produce comparisons with 
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previous experimental findings and numerical results using alternate schemes were 

conducted. At both small and large values of the time the results indicate good qual­

itative agreement. In particular, verification of recti-linear oscillations of a circular 

cylinder at ry = oo and ry = 90° to the oncoming uniform stream, the most exten­

sively studied cases to date, were conducted. The experimental study of Ongoren 

and Rockwell (1988b) served as a comparison for the case of a cylinder performing 

oblique oscillations at ry = 45°. 

The flow properties for an obliquely oscillated circular cylinder were then studied 

at a Reynolds number of R = 200. One of the main objectives was to address the 

phenomenon of lock-on for oscillations performed at ry = 45° to the oncoming flow. 

The power spectra of the lift coefficient and isolines in the near wake were used as 

a means of lock-on determination. Lock-on was observed in the fundamental and 

2-superharmonic excitation regimes for 0.92 ::; Sf/ S0 ::; 1.02 and 1.5 ::; SJI So ::; 2.06, 

respectively, when ry = 45° and A= 0.5 whereas no sub-harmonic lock-on in the near 

wake was observed. Another super harmonic excitation regime near SJI S0 = 3.0 was 

determined to be locked-on to the cylinder oscillation frequency, but precise bounds 

could not be calculated due to the complexity of the near wake structure. At lower 

values of the frequency SJI So ::; 1.2, the asymmetric 28 mode of vortex shedding 

dominated the near wake. As the frequency increased to SJI S0 2: 1.5, the P+S mode 

persisted. However, through the 2-superharmonic lock-on range the asymmetric mode 

changed from P+S for 1.5 ::; SJI S0 ::; 1.8 to 2P at SJI S0 = 1.9 and then back to P+S 

at SJI So = 2.0. Hence, the frequency of oscillation was important in determining the 

structure of the near wake. 

The second major focus of the results was on determining the effect of the an­

gle and amplitude of oscillation on the near wake structure and flow properties. 

At SJI S0 = 0.5, since the near wake was still dominated by the natural shed­

ding frequency, the varying amplitude and angle did not display a large effect. At 
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SJI So = 1.0, the increasing angle led to the lock-on of the vortex shedding, with no 

lock-on at smaller angles. This observation suggested that there was a transition from 

the existence of the previously confirmed fundamental lock-on regime at rt = 90° to 

the non-existence of the regime at rt = 0°. Moreover, the lengthening of the vortex 

formation length at A = 0.2, Sf/ S0 = 1.0 resulted in the shedding of vortices at 

opposite times in the cylinder oscillation period at small, rt = 15°, and large, rt = 75°, 

values of the angle of oscillation. The time between shed vortices was decreased, how­

ever, as the amplitude of oscillation increased. In addition, increasing the amplitude 

of oscillation to A = 1.0 resulted in a faster generation of vorticity from the surface 

of the cylinder and thus a decreasing vortex formation length. For the most extreme 

angle considered in this thesis, rt = 75°, a phenomenon similar to switching, which was 

observed during the fundamental excitation regime for transverse oscillations with in­

creasing frequency, was noted. However, the combination of the increased angle and 

amplitude of oscillation caused the switching in this case, not the frequency variation. 

At higher values of the frequency, SJIS0 = 2.0, the amplitude of oscillation had a 

larger effect on the near wake flow properties. At this frequency, we observed a transi­

tion from an asymmetric arrangement of vortices in the near wake to a symmetric-like 

arrangement, denoted 28*. At smaller angles the symmetry was observed at smaller 

amplitudes. As the angle was increased, a larger amplitude was required in order for 

this symmetric-like mode of vortex shedding to develop. For this mode, the vortices 

shed during one cycle are not staggered, as before, but aligned almost vertically, which 

is characteristic of a symmetric wake. As a result of the tendency to a symmetric 

mode, the period doubling phenomenon was also suppressed. That is, the period of 

vortex shedding cycle was reduced from two periods, 2T, of cylinder oscillation to a 

single period, T, of oscillation. 

In this thesis, the results were shown to be in good agreement with a small-time 
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series expansion, and previous numerical and experimental findings for fixed and os­

cillating cylinders. The method works well in capturing the important boundary-layer 

development of the flow, especially for large values of the Reynolds number. Conse­

quently, it was extremely effective in resolving the near wake flow characteristics for 

the case of an obliquely oscillating circular cylinder. 



Appendix A. The governing 

equations in the non-inertial frame 

of reference 

The continuum equations governing the flow are the unsteady incompressible Navier­

Stokes equations together with the continuity equation given by 

avj ( * 't/) * 1 * 't'"72 * -+VI· v VI=--\i'p +vv VI 
at* P 

V' · v; = 0, 

(A.1) 

(A.2) 

in cylindrical ( r*, e, z*) coordinates where vI is the velocity in the inertial or lab 

frame of reference defined as 

v; = u; er• + v; ee + (0) ez• = (u;, v;, 0), 

p* is the pressure, and p and v are constants representing the density and kinematic 

viscosity of a particular fluid. 

For convenience in this analysis, we choose to use a non-inertial frame of reference 

which is fixed with the cylinder translation and oscillation. Mathematically, to intro­

duce this non-inertial reference frame we define the velocity of a fluid particle in the 

stationary frame vj as 

* * + * VI= V VNI (A.3) 
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where v* is the velocity of a fluid particle in the moving frame and v'N1 is the velocity 

of the moving frame defined as 

v~r = [ u'N1 l = [ -(U + V*(t*) cos(17)) cos( B)- V*(t*) sin(17) sin( B) l· (A.4) 

v'N1 (U + V*(t*) cos(17)) sin( B)- V*(t*) sin(17) cos( B) 

Here we have used the relationship between the Cartesian and polar unit vectors that 

Figure A.1: Relationship between coordinate unit vectors. 

er• cos(B)i + sin(B)j 

ee -sin( B)i +cos( B)j. 

as seen in Figure A.l. Through this definition, we introduce the forced oscillations 

into our equations so that downward motion along the axis of oscillation corresponds 

to positive Um, with the maximum velocity attained as the cylinder travels downward 

through the origin at t = 0 and every full cycle thereafter. Substituting the expres­

sions contained in (A.3) and (A.4) into equations (A.1)-(A.2) yields in the non-inertial 

frame of reference 

where 

8v* 1 - + (v* · 'V)v* = --'Vp* + v'V2v* +a* 
at* P 

'V · v* = 0, 

[ 
V.*(t*) cos(17) cos( B)+ ~*(t*) sin(17) sin( B) l 

- V* ( t*) cos( 17) sin( B) + V* ( t*) sin( 17) cos( B) 

(A.5) 

(A.6) 



Appendix B. Tri-diagonal matrix 

algorithm (TDMA) 

We are given the N x N tri-diagonal matrix equation 

Ax=b 

which has vectors a, (3, and 'Y along the lower, main, and upper diagonals (with ele­

ments ai, /3i, and 'Yi)· To reduce this equation to bi-diagonal form we implement the 

following procedure: 

Set Ao = 0 and ITo = xo 

for i = 1: N- 1 

Ai = -"!d ( ai + /3iAi-1) 

IIi= (bi- /3iiii-1)/(ai + /3iAi_l) 

end 

using the convention that aN = 0. Then, we solve using back-substitution, or 

for i = N- 1: 1 

Xi = AiXi+l +IIi 

end 

since we know that XN = IIN. 
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Appendix C. Composite 

integration formula 

Assuming that a function f ( x) is defined at a set of discrete grid points x0 :::; x 1 :::; 

X2 :::; · · · :::; XM :::; XM+l, to perform the integration 

I= 1~i f(x)dx 

we may use the following algorithm: 

(1) If [(j- i) mod 6] = 1 

h 
I= 

24 
(9fi + 19fi+l - 5fi+2 + fi+3) 

Add 1 to i 

Else if [(j- i) mod 6] = 2 

h 
I = 3 (fi + 4fi+1 + fi+2) 

Add 2 to i 

Else if [(j- i) mod 6] = 3 

3h 
I = S (fi + 3fi+1 + 3fi+2 + fi+3) 

Add 3 to i 

Else if [(j- i) mod 6] = 4 

2h 
I = 

45 
(7 fi + 32fi+l + 12fi+2 + 32fi+3 + 7 fi+4) 

Add 4 to i 
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Else [(j- i) mod 6] = 5 

h 
I= 24 (9fi + 27 fi+l + 27 fi+2 + 9fi+3 + 8fi+4 + 24/i+S + 8fi+6) 

Add 5 to i 

(2) For l from i to j- 1 by 6 

3h 
I= I+ 

10 
(!1 + 5fl+l + f1+2 + 6fl+3 + fl+4 + 5fl+s + fl+6). 
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Appendix D. Summation terms 

small-time series solution 

The summation terms, Xn and Yn, used in equations (2.5.5)-(2.5.6) are 

j-1 i [ ( d (i-p,j-m-1) d/i-p,j-m-1)) 
Xn = ""'""' 2s""'""' A1 j(p,m) 9n - g(p,m)_n --

LJ LJ LJ LJ s dx s dx 
m=O s r p=O 

+ A
2 

p(p,m) n _ Q(p,m) _n ___ _ 
( 

dG(i-p,j-m-1) dF,(i-p,j-m-1)) l 
s dx s dx 

i-1 (2 )i-p { d (p,j) } 
+2""' . x [2j + p - 1]g(p,j) - x...2.!:._ 

LJ (z- p)! n dx 
p=O 

+ A
4 

p(p,m) 9n _ Q(p,m)....:,:J_·n __ _ 
( 

d (i-p,j-m-1) d;(i-p,j-m-1)) l 
s dx s dx 

i-1 (2 )i-p { d (p,j) } 
+2""' . x [2j + p- 1]G(p,j)- x...2.!:._ 

LJ ( z - p)! n dx 
p=O 

where a negative superscript indicates a zero function and the subscript n ranges over 

the values 

n=1,3,5, ... ,j+1, forjeven, 

n = 2,4,6, ... ,j + 1 , for j odd. 
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The summation of s extends over the values 

s=1,3,5, ... ,m+1 , formeven, 

s = 2, 4, 6, ... , m + 1 , for m odd. 

and the summation over r is defined by 

with 

A1 = { 
-1 

1 

A,= { 
1 

-1 

r = n + s,n- s 

r = n + s,s- n 

r = 2n 

for r = s- n, 

otherwise. 

for r = n- s, 

otherwise. 

for s- n < 1, 

for s - n 2: 1, ( 1 :::; r :::; j - m) 

for s = n, 

A,= { 
-1 for r = s - n or r = n - s, 

1 otherwise. 

A4 = 1. 
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