
































































Then are crude estimators of the subdensity values f*(tk), defining a histogram 

type estimator at K + 1, a power of 2, dyadic points. The binned data is 

then smoothed by a discrete fast wavelet method via an appropriate linear wavelet 

smoother. One technique which we have applied in this thesis is called discrete wavelet 

transform. See Section 1.1 for a description of the transform. The idea underlying 

this approach is the fact that we can express any square integrable function on [0, 7] 

in the form 
2i0-1 00 2iO-l 

J(t) = I: O:j0 kc/Jj0 k(t) +I: I: f3jk'l/Jjk(t) (2.6) 
j?_jo k=O 

for collection offunctions ¢io,k(t) = 2io/2¢(2jot_k),j0 , k E Z and '1/Jj,k(t) = 2J/2'1j;(2it-

k),j,k E Z which form an orthogonal basis for £ 2 ([0,7]). 

Here, ¢jo,k and '1/Ji,k are translated and dilated versions of a scaling function ¢(x) 

and a primary wavelet '1/J(x) respectively. The ¢jo,k allows an approximation off at 

resolution jo whereas '1/Jj,k's represent the detail in f at resolutions finer than j0. 

Antoniadis et.al. (1999) chose the scaling function ¢ as a coiflet (Daubechies, 1992) 

of order L, with L > m + 1 where m is the assumed order of differentiability of f. 
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The function f* admits the following generalized Fourier expansion in L2
: 

2iO -1 oo 2iO -1 

J*(t) = L < J*, ¢jok > ¢j0k(t) + L L < J*, '1/Jjl > '1/Jjz(t) (2. 7) 

with < f, g > defined by J; f(t)g(t)dt. In application it is widely assumed that 

but such an approximation is rarely justified. Antoniadis et.al. (1999) have shown 

that 

< j* r~, >~ 2-N/2 j*(t ) 0 < k < 2N- 1 , 'f'N,k k , _ _ , 

with error 

Therefore a reasonable estimate of the projection, TIN f* off* onto the finest available 

scale N is 
K 

fjy(t) = 2-N/2 L ~ ¢N,k(t) 
k=O 

(2.8) 

To smooth the data with a better rate, a resolution j(n) < N is chosen by using 

folded cross validation (See Nason, 1996). Then the wavelet coefficients of the binned 

data are computed at scale j ( n) and the resultant wavelet transform is taken as a 

smooth estimate of f*. This method is sufficiently accurate and flexible to handle 
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peaks in the middle of the data. However, it does not work very well far out in the 

tails. 

2.2.2 Nearest Neighborhood Approach 

The estimator shown in equation 2.4 is the proportion of z1 , ...... , Zn in the interval 

(x- ~' x +~)divided by a fixed window width, h, which is the smoothing parameter. 

However, one would expect that the window width should be larger when trying to 

estimate the tails of a density than in its center, when fewer observations are expected 

to be available in the former situation. Moreover, if f ( x) is small and fiat in the tails, 

it will not matter much that observations distant from x are employed. In contrast, 

when it is varying rapidly, as in the central part of the density, incorrect estimates 

are likely, unless observations close to x are used. 

Attempts to estimate with a fixed window width are likely to lead to under-smoothing 

in some part of the range and over-smoothing in another. A procedure that responds 

to these problems is the nearest neighborhood estimator, first suggested by Fix and 

Hodges (1951), which is another naive estimator, but one where his defined in terms 

of distances of the data points from x. Let dk(x) be the distance of x from its k-th 

nearest neighbor (k-NN) among x1 , ...... , Xn- Then taking h = 2dk(x), we have, 
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A 1 n 

f(x) = 2ndk(x) ~ I1(xi), J = [x- dk(x), x + dk(x)]. (2.9) 

To illustrate how dk(x) is computed, let x1 = 5, x2 = 3, x3 = 7 and x4 = 13. Also let 

x = 2. Then lxi- xi = lxi- 21 = 3, 1, 5, 11. After sorting the absolute differences, we 

get 1, 3, 5 and 11. Then fork= 2, dk(x) = d2(x) = 3. 

In general, we can write, for an appropriate kernel function, K(.), 

](x) = 2nd~(x) ~? u~.(~). (2.10) 

For censored data, this estimate can be expressed in the form 

or in general 

(2.12) 

The degree of smoothing (h) is controlled by an integer, k; typically k - n~. In the 
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tails of the distribution, the distance dk ( x), and hence h, will be larger than in the 

middle part of the distribution, if there are fewer observations in any given sample 

from the tail. This corrects a potential problem with the kernel estimator arising 

in the tails of the density, where, few observations will be encountered in the range, 

x ± ~, and therefore the estimate will tend to be undersmoothed. By effectively 

increasing h in the tails a smoother estimate is likely. As n --too, and k --too, dk(x) 

will tend to zero as more and more observations will be encountered that are close to 

X. 

2.2.3 Wavelet Kernel Approach 

For estimation of the density function f ( x), based on the censored data { Zi, 8i}, 

i = 1, 2, ...... , n, Xue (2004) also used the wavelet smoothing method. 

Let ¢be the scaling function of multiresolution analysis (Vm)(mEZ) where Z is the 

set of all integers. We make the following assumptions: 

• ¢is bounded function with compact support and unit integral. i.e. there exist 

constants C and L such that 

sup¢(x):::; C, 
X 

with support ¢(x) C [-L, L] , 

1: ¢(x)dx = 1 
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• ¢is of class Cr(IR) (Holder space) and every derivative up to order r is rapidly 

decreasing 

• The sequence {¢(x- k), k E Z} is an orthonormal family of L2(IR) and V0 be 

the subspace spanned. 

• If we define, ¢mk(x) = 2m12¢(2mx-k), k E Z, then { c/Jo,k, k E Z} is an orthogonal 

basis of Vm (Watler, 1994). 

For the scaling function ¢, the Meyer wavelet kernel is defined as : 

However, the kernel we used is 

Km(x, u) = nq~(x)qm(u), where q~(x) = (¢(x), '1/Jo,o(x), '1/JI,o(x), ...... , 'I/Jm,2m-1(x)). 

This kernel can be obtained as follows. Let f(x) be a square integrable mean response 

function and let y = f ( x) + E. Then, since { ¢( x), '1/Jj,k ( x)} is a basis for the class of 

square integrable functions, we can write, 

m 2m-1 
f(x) - c¢(x) + L L djk'l/Jjk(x) +remainder 

j=O k=O 
2m+l 

L f3iqi(x) +remainder 
i=l 

qT(x)/3 +remainder 
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where 

c is f(x)¢(x)dx 

1 f(x)'l/Jjk(x)dx. 

(2.13) 

(2.14) 

Now, we let S = U~=t Ai where A/s are disjoint. Here, Ai refers to the partitioning 

of the [0, 1] intervals. Then, 

c = 1 . f(u)¢(u)du = t 1. f(u)¢(u)du 
UnA, i=l A, 

(2.15) 

Since f(u) is unknown, we use the observed ( or generated) data, Yi to obtain an 

estimate of c as follows: 

c = tYi J ¢(u)du 
i=l 

(2.16) 

Similarly, 

(2.17) 

This results in 
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rn 2m-1 

!(x) c¢(x) +I: I: d1k'l/Jjk(x) 
j=O k=O 

which is the wavelet version of the Gasser Muller estimator, where 

rn 2m-1 

n¢(u)¢(x) + n L L 'ljJ1k(u)'l/Jjk(x). (2.18) 
j=O k=O 

The wavelet estimator of f(x) is then defined as: 

(2.19) 

where m = mn is a positive integer dependent on n. When the CDF of censoring 

time G is unknown, the Kaplan-Meier estimator Gn(x) of G can be used in equation 

(2.19). This estimator Gn(x) is defined as: 
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Gn(x) = { 

1, 

( 

. ) I(8(j)=O) 
1 - f1z(j):Sx n:_J.£1 ' if X< Z(n) 

(2.20) 

otherwise 

Let Sn(x) denote the Kaplan-Meier estimator of survival function S(x) = 1 - F(x), 

where 

( 
. ) 8(j) 

f1z(j):Sx n:_J~l ' if X< Z(n) 

(2.21) 

0, otherwise 

i-1 ( . ) 8(j) i ( . ) 8(j) 

II n-J II n-J 
. n-j+1 . n-j+1 
J=l J=l 

(2.22) 
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Now, 

[1 - ( n-i ) J if 
n-i+l ' 

0 if 

Substituting this value in equation (2.22), we get 

8(i). rri-1 (n- j ~ 1) 1-8ul 

n n-J 
j=l 

8(i) 

Hence, we have 
n 

fn(x) = L siKrn(X, Z(i)) (2.23) 
i=l 

The optimum value of m is usually determined through a simulation study. 
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Following the local histogram approach or nearest neighborhood approach, we may 

define the subdensity estimator as 

n 

j~(x) = L siKm(x, z(i)).8i. (2.24) 
i=l 

A limitation of this Wavelet Kernel method, used by Xue (2004) is that the estimated 

f(x) falls to zero very quickly as x goes beyond 1 even for a simple model. Another 

major limitation of this estimator is that it does not provide good estimate for den-

sities with peaks. We applied this method to estimate gamma densities and found 

that this method is not very efficient in estimating such densities. 

2.3 Average Mean Squared Error 

The average mean squared errors, AMSE's, are calculated by averaging the mean 

squared errors 

MSE(J*(t)) = ~ I)J~(tk)- J*(tk)j2. 
k 

AMSE is used to compare the estimates obtained by different approaches and the 

results are shown in the next section. 
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2.4 Simulation Studies 

To illustrate the methods, we conducted two simulation studies. First, we generated 

lifetimes xi from a gamma distribution with parameter 5 and censoring times ci from 

an exponential distribution with parameter 1/6. The choice of these parameters is to 

ensure that there is about 50 percent censoring. S-plus codes are used to perform the 

simulation study where the number of simulations was 200 with a sample of size 200. 

We applied all the methods discussed in the previous section to estimate the sub­

densities. For the local histogram approach, we used the Daubechies wavelets with 

filter 16, for smoothing the crude estimates and j(n) was chosen to be 1. For Xue's 

Wavelet Kernel approach, we used m = 1. Finally we constructed Figure 2.1 based 

on the estimates obtained from different methods. 

From Figure 2.1, we observe that the subdensity by the local histogram approach 

(subdensity LH) works fairly well to estimate the true subdensity but it overestimates 

the true curve. The nearest neighbor approach (subdensity NN) results in some 

underestimation of the true curve. The wavelet kernel approach (subdensity WK) 

does not appear to be a good approximation for this subdensity. 

We also compared the estimates based on their average mean squared errors, AMSE's. 
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Figure 2.1: Subdensity estimates by different methods, Xi gamma(5, 1), ci f"V 

exp(1/6) . 

The AMSE's are shown in Table 2.1. For the first example, we found the average mean 

squared error (AMSE) is the least for the estimates obtained by nearest neighbor ap-

proach which is a little smaller than the AMSE of the estimates by local histogram 

approach by Antoniadis et. al. (1999) The AMSE for Wavelet Kernel approach used 

by Xue (2004) is higher than that of Antoniadis et.al's estimates and nearest neighbor 

estimates. 

However, Antoniadis et.al.(1999), in their paper reported the AMSE for the same 

situation to be .00025 which is a little lower than the one we reported for the same 
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Table 2.1: Table of AMSE of the subdensity estimates, Xi"' gamma(5, 1) and Ci"' 

exp(l/6) 

Estimates AMSE 

f~(t)LH 0.0009 

f~(t)NN 0.0006 

f~(t)wK 0.0032 

approach. And it should also be mentioned that the AMSE calculated in their paper 

was calculated restricting the sum over time to points with tk :::::; 6. 

Secondly, we generated lifetimes Xi from an exponential distribution with parameter 

1 and censoring times Ci from another exponential distribution with parameter 3/4. 

Again the parameters are chosen to ensure that there is about 40 percent censoring 

in the data. Sample size and the number of simulations were 200. All the methods 

described in Section 2.2 are again applied to estimate the subdensities. And we con­

structed Figure 2.2 based on the estimates obtained from different approaches. 

From Figure 2.2 we observe that both smoothed local histogram approach and near­

est neighbor approach underestimates the true curve to some extent and at the right 

tail, they are very close to the actual curve. Wavelet Kernel approach overestimates 

38 



( 
! 

~r------------------------------, 

~ 

::l 

......... ~~;'~ 
::l 

... 

:;: 

::l 

~r------------------------------. 

- true•ubd.,.,8ity 
· ········ aubdensity LH 
---- eubdenaityNN 
--- .ubdenaity WK 

Figure 2.2: Subdensity Estimates by different methods, Xi ,....., exp(l) , Ci ,....., exp(3/4). 

the curve at the beginning, and underestimates the curve at the right tail. 

The estimates are also compared based on their AMSE's as shown in Table 2.2. For 

the second example, we found that the average mean squared error (AMSE) is the 

least for the estimates obtained by nearest neighbor approach which is a little smaller 

than the AMSE of the estimates by smoothed local histogram approach suggested 

by Antoniadis et. al. The Wavelet Kernel approach has very close AMSE which 

is a little bigger than the two other estimates. So for the case where lifetimes are 

generated from an exponential distribution with parameter 1 and censoring times are 

39 



Table 2.2: Table of AMSE of the subdensity estimates, Xi ,...., exp(l) and Ci ,...., 

exp(0.75) 

Estimates 

f~(t)LH 

f~(t)NN 

f~(t)wK 

MSE 

0.0174 

0.0172 

0.0179 

also generated from another exponential distribution with parameter 3/4, all three 

approaches have very close average mean squared errors. 
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Chapter 3 

Estimation of Distribution 

Function 

3.1 Notations and Model Setup 

In this Chapter, we discuss the estimation of the distribution function of Zi = 

min(Xi, Ci) where, Xi's are lifetimes and C/s are censoring times as defined in Chap­

ter 2. By definition, the distribution function of the random variable Z is 

L(t) = P(Z ~ t) = 1- P(Z > t). 
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Now, 

P(Z > t) P[min(X, C) > t] 

P[(X > t) and (C > t)J 

P(X > t)P(C > t), from independence 

[1- P(X:::; t)J[1- P(C:::; t)J 

[1- J?(t)][1- Ci(t)] 

where F(t) and Ci(t) are the distribution functions of lifetimes and censoring times 

respectively. Therefore, 

L(t) P(Z:::; t) 

1- P(Z ~ t) 

1- [1 - F(t)J[1- Ci(t)J, t ~ 0. 

So, the observed Zis have a distribution function L satisfying 

1- L(t) = P(T ~ t) = [1- F(t)J[1- Ci(t)], t ~ 0 

(3.1) 

(3.2) 

The function 1 - L(t) is commonly referred to as the survival function for censored 

data. 

Given the set of iid observations Z 1 , Z 2 , ...... , Zn, from the common distribution func-

tion L, the standard non-parametric estimator of Lis the empirical distribution func-
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tion Ln defined as 

(3.3) 

In the absence of additional information about the shape of L, the empirical distrib-

ution function Ln is the optimal estimator for L in the asymptotically minimax sense 

(Dvoretsky et.al, 1956). 

In Section 3.1, the procedure based on density function described by Antoniadis 

et. al. (1999) is discussed. Section 3.2 elaborates the estimation procedure by Series 

expansion. Kronmal and Tarter's (1968) approach followed by a Wavelet modification 

is discussed there. A Modified Kaplan-Meier estimate discussed by Diehl and Stute 

(1988) is described in Section 3.3. Finally in Section 3.4 we compare the estimates 

obtained by these approaches. 

3.2 Estimation based on the Density Function 

Considering that a continuous estimator of L is better adapted to fully account for 

the smoothness of L, Antoniadis et.al. (1999) defined an estimator of the distribution 

function L by 

(3.4) 

where in is a traditional histogram type estimator of the density l of L. Let ¢(t) = 
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I[o,rj(t) be the indicator function of [0, T] and denote by cPj,k(t) the translated and 

dilated functions, ¢j,k = 2J12¢(2Jt- k). 

Let ](n) be a sequence of scales such that ](n) ---+ oo as n---+ oo. The resolution ](n) 

was chosen by folded cross validation (Nason, 1996). Then, 

A - 1 ~ ](n)/2 -ln(t) - -:;; L...t 2 cPj(n),o(t- Zi)· 
i=l 

(3.5) 

For the Haar wavelets, 

¢(t) = I[O,l)(t). 

Thus, ln(t) = ~ l.::~=l 2](n)/2¢](n),o(t- Zi) can be viewed as a Haar wavelet histogram 

type estimator of the density function of the random variable Zi = min(Xi, Ci)· Now 

define 

Then 

(3.6) 

is an integrated Haar transform estimator of the distribution function of Z. This 

estimator can be viewed as a wavelet estimator of L(t) and we denote it by Ln(t)nF· 
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3.3 Estimation by Series Expansion 

Kronmal and Tarter (1968) suggested an estimation procedure of cumulatives by 

Fourier series expansion. We propose a non-parametric modification of Kronmal and 

Tarter's estimates of CDF by using its wavelet substitute. The most commonly used 

estimate of the population cumulative L is the sample cumulative or step function, 

L*. Suppose, the set {Z(i)} represents the set of n order statistics corresponding to 

the censored random sample { Zi} and a < Zi < b. The step function L * ( t) can be 

defined as 

(3.7) 

For L*(t) = L Ak<t?k(t) and Ak = J <t?k(t)L(t)w(t)dt, Kronmal and Tarter(1968) de-

fined their estimated CD F as 

m 

Lm(t) = L Ihrpk(t) (3.8) 
k=O 

where the set <t?k(t) consists of functions orthogonal with respect to a weight function 
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w(t). Here 

Bk j 'Pk(u)L(u)w(u)du 

1 n J -:;;, L 'Pk(u)c(u- Zi)w(u)du, 
i=l 

where 

0, if u < 0 

c(u) = 

1, ifu 2: 0 

The limitation of this approach is that it depends on the characteristic functions of 

the particular density of interest and hence is not very flexible. 

We propose Wavelet extension instead of Fourier expansion for Lm(x). This estima-

tion method is more general and more flexible than the method discussed above as it 

does not depend on the density function of the observations. The Wavelet extension 

can be expressed as 

m 2i-l 

Lm(t) = c¢(t) + L L djk'¢jk(t) (3.9) 
j=O k=O 
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where, 

c j w(u)L(u)¢(u)du 

(3.10) 

and 

(3.11) 

where, 

(3.12) 

We note that, for any x E [a, b), w = ~=~ E [0, 1]. Furthermore, 

Lw(w) P(W::; w) (3.13) 

p (X- a::; w) 
b-a 

P(X::; a+w(b- a)) 

Lx(x) 

Our approach is therefore to scale the values of the random variable Z into [0, 1] and 

then compute Lz(z), with w(u) = max(L,(z)). 
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3.4 Estimation Procedure Based on the Kaplan-

Meier Method 

The distribution function of the observed z:s is L such that 

1- L(t) = P(T 2: t) = (1- F(t))(1- G(t)), x 2: 0 

where 1- L(t) is the survival function for censored data. The familiar Kaplan Meier 

product limit estimator of the survival function 1-F(x) = P(X 2: x) can be expressed 

as 

( 
. )I[Z·<xo·=l] 

Tin n-J J- 'J 

j=l n-j+l x <max Zj, 1~j~n 

(3.14) 

0 otherwise 

The modified Kaplan Meier estimator of 1- G(x) can therefore be written as 

(3.15) 

0 otherwise 
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An estimate of the survival function 1- L(t) is then 1- L(t) where 

i(t) 1- [1- Fn(t)J[1- Gn(t)] (3.16) 

1-5:_j-5:_n 

1 otherwise 

We denote this estimator by Ln(t)KM· 

The average mean squared error AMSE's can be computed for all the methods by 

averaging the mean squared errors 

MSE(L*(t)) = ~ 2)in(tk)- L*(tk)] 2
. 

k 

AMSE is used to compare the estimates obtained by different approaches and the 

results are shown in the next section. 

3.5 Simulation Studies 

To illustrate the methods, we conducted two simulation studies as before. First, we 

used the lifetimes xi generated from a gamma distribution with shape parameter 

equal to 5 and scale parameter equal to 1. The censoring times Ci were generated 

from an exponential distribution with mean 6 as described in Chapter 2. Censoring 
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rate was close to 50 percent. 200 samples each of size 200 were generated in the 

simulation study. 

All the methods discussed in the previous section to estimate the cumulative dis-

tribution function were used and we constructed Figure 3.1 based on the estimates 

obtained from different approaches for the subdensity: where the lifetimes has a 

gamma distribution and the censoring time has an exponential distribution. 

"' ~----~----------------------~ 

truel(t) 
···--··· Ln(t) by KM approe.otl 

truel(l) 
·····-- Ln(t) by SE 

~~----------------------------~ 

Figure 3.1: Estimates of CDF's by different methods: Xi gamma(5, 1), Ci exp(i). 
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For the subdensity, where the lifetimes are generated from gamma(5, 1) and censoring 

times are generated from exp(l/6), we observe from the 4 graphs in Figure 3.1 that 

all the approaches used for the estimation of the distribution function are resulting 

in underestimates of the actual CDF. But among all three methods considered, the 

series expansion approach with wavelet modification (Ln(t) SE) produces better es­

timates than the two other approaches, density function approach (Ln(t) DF) and 

the Kaplan Meier approach (Ln(t) KM). However, the estimates obtained by Kaplan 

Meier approach is quite close to the estimates obtained by Wavelet series expansion. 

Table 3.1: Table of AMSE of the CDF estimates, Xi "' gamma(5, 1) and Ci "' 

exp(l/6) 

Estimates AMSE 

Ln(t)nF 0.3499 

Ln(t)sE 0.0485 

Ln(t)KM 0.0550 

The estimates are also compared based on their AMSE's. Table 3.1 is constructed 

for comparing the different approaches with respect to their average mean squared 

errors. For the first example, we found the average mean squared error (AMSE) is the 

least for the estimates obtained by Series expansion approach (Modified Tarter and 
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Kronmal (1968) approach). The AMSE of the estimates by modified Kaplan-Meier 

approach is very close to the first one. The AMSE of estimates by density function 

approach suggested by Antoniadis et.al(1999) is comparatively larger than the two 

other methods considered in this study. 

~r---------======~ 

~~------~======~ 

I :::::= L~) L~ OF aproaoh 

Figure 3.2: Estimates of CDF's by different methods when Xi rv exp(l), Ci rv 

exp(3/4). 

Secondly, we generated lifetimes Xi from an exponential distribution with parameter 

1 and censoring times ci from exponential distribution with parameter 3/4 to ensure 

that there is about 40 percent censoring. All the methods are again applied to esti-
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mate the subdensities and we constructed Figure 3.2 based on the estimates. 

Table 3.2: Table of AMSE of the subdensity estimates, Xi "' exp(l) and Ci "' 

exp(0.75) 

Estimates AMSE 

Ln(t)nF 0.2596 

Ln(t)sE 0.0682 

Ln(t)KM 0.1343 

Figure 3.2 shows that for the CDF where the lifetimes are generated from exp(l) 

and censoring times are generated from exp(3/4), all the approaches used for esti­

mating the distribution function are resulting in underestimates of the actual CDF. 

However, among all three methods considered, the series expansion approach with 

wavelet modification (Ln(t) SE) produces clearly better estimates than the two other 

approaches. 

The estimates are also compared based on their AMSE's as given in Table 3.2. For 

the second example, we found that the average mean squared error (AMSE) is the 

least for the estimates obtained by wavelet series expansion.The AMSE for estimates 

obtained by Kaplan Meier approach are twice and the AMSE for estimates obtained 
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by density function approach are 4 times that of Wavelet approach. 
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Chapter 4 

Hazard Estimation 

4.1 Notations and Model Setup 

In the analysis of lifetime data or time to event data, a primary interest is to assess 

the risk of an individual observing a particular event at certain times. This risk 

is what is called the hazard rate or hazard function. Let Xi, i = 1, 2, ...... , n, be 

the lifetimes of n independent, identical units. X 1 , X 2 , ...... , Xn are non-negative and 

iid (independent and identically distributed) with common continuous cumulative 

distribution function (CDF) F and continuous density f. The risk of an individual 

at time t can be measured by the hazard rate or hazard function, defined by 

'( ) _ z· P[t :S T :S t + .6.tjT 2: t] 
A t - 2ffi.6.t-+O f::lt · (4.1) 
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Hazard rate inference is a widely used method to analyze the properties of durations 

between specific events, as it reflects the instantaneous probability that a duration 

will end in the next time instant. An increasing hazard rate indicates that the prob-

ability that a spell will be completed is increasing with the duration of the event, 

which is called positive duration dependence. Similarly, a decreasing hazard rate re-

fleets negative duration dependence (Spierdijk, 2005). 

If X is a continuous random variable, then,in the absence of censored individuals, the 

hazard function can be expressed as 

-\(t) = j(t) = f(t) F(t) < 1. 
S(t) 1- F(t) 

( 4.2) 

If, Ci is the corresponding censoring time of i-th individual with pdf g and CDF G, 

and Zi = min(Xi, Ci)· Then Zi has the distribution function L such that 

L(t) P(Zi ::; t) 

1- [1- F(t)][1- G(t)], (which was given in equation 3.1). (4.3) 

Then 

1- L(t) = {1- F(t) }{1- G(t)}. (4.4) 
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Then for censored data, if G(t) < 1, we have 

j(t)(1- G(t)) 
-\(t) = (1- F(t))(1- G(t))' F(t) < 1. (4.5) 

Substituting equations ( 4.4) and ( 4.5) into equation ( 4.6) gives 

f*(t) 
-\(t) = ( ) , L(t) < 1. 1-Lt 

(4.6) 

which is the hazard rate for censored data. 

4.2 Estimation Procedure 

Different approaches for estimating the hazard rate is available in the literature which 

includes parametric, semiparametric and nonparametric approaches. These methods 

include penalized likelihood methods (Antoniadis, 1989, Antoniadis and Gregoire, 

1990), local likelihood methods(Loader, 1999), estimation by using orthogonal series 

(Kronmal and Tarter, 1968, Tanner and Wong, 1984), Spline models(Kooperberg and 

Stones, 1992), Kernel estimation (Ramlau-Hansen, 1983, Roussas, 1989, 1990) and 

Orthogonal Wavelet methods (Patil, 1997, Antoniadis et.al., 1999, Li, 2002). In this 
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chapter, we discuss the hazard estimates by Antoniadis et.al(1999), and compare it 

with some other possible estimates of hazard function. 

Several estimation procedures of the subdensity function, j*(t), and the cumulative 

distribution function L(t) for censored data were described in Chapter 2 and Chapter 

3 respectively. Here, we use those estimates to compute the hazard function using 

equation 4. 7. 

4.3 Results and Discussion 

We computed seven estimates of the hazard function: 

• Hazard estimate obtained by using the ratio of subdensity estimate by local 

histogram approach and CDF estimate by Wavelet expansion. We refer to this 

approach as Model 1. 

• Hazard estimate obtained by using the ratio of subdensity estimate by Wavelet 

Kernel approach and CDF estimate by Wavelet extension. This approach is 

referred to as Model 2. 

• Hazard estimate obtained by using the ratio of subdensity estimate by local 

histogram approach CDF estimate by modified Kaplan Meier approach. We 

refer to this approach as Model 3. 
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• Hazard estimate obtained by using the ratio of subdensity estimate by Wavelet 

Kernel approach and CDF estimate by wavelet extension. We refer to this 

approach as Model 4. 

• Hazard estimate obtained by using the ratio of Nearest Neighbor subdensity 

estimate and CDF estimate by wavelet extension. This model is referred to as 

Model 5. 

• Hazard estimate obtained by using the ratio of Nearest Neighbor subdensity 

estimate and CDF estimate by modified Kaplan Meier approach. We refer to 

this approach as Model 6. 

• Hazard estimate proposed by Antoniadis et.al (1999). We refer to this approach 

as Model 7. 

These estimates are used to compute the hazard rate for both the lifetimes generated 

from gamma distribution and exponential distribution as discussed in the Simulation 

studies parts of Chapter 2 and Chapter 3. The hazard functions for the subdensity 

where lifetimes were generated from gamma density are shown in Figure 4.1. 

For comparison, we computed average mean squared error (AMSE) for the hazard 

rates of all the models. The results are listed in Table 4.1. The AMSEs were estimated 
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Table 4.1: Table of AMSE of the hazard estimates, Xi "" gamma(5, 1) and Ci "" 

exp(1/6) 

Estimates AMSE 

Model 1 3.5279 

Model 2 6.5396 

Model 3 3.6819 

Model4 6.5471 

Model 5 4.4623 

Model6 4.6113 

Model 7 4.3303 

by averaging the mean squared errors 

MSE(>.) = ~ L)~n(tk) - >.(tk)f 
k 

For the first example where lifetime is generated from a gamma distribution and 

censoring times are generated from an exponential distribution, we observe from the 

Figure 4.1 and the Table 4.1 that the hazard model 1 using subdensity estimate 

by smoothed local histogram as suggested by Antoniadis et.al.'s and CDF estimate 

by Wavelet series expansion gives the smallest AMSE. We obtained similar result 

for the model 3 using the same estimate for subdensity and CDF estimate obtained 

by Kaplan Meier approach. However, from figure 4.1, we observe that none of the 
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estimates are very well fitted to the actual hazard function. It would be worthy to 

mention that Antoniadis et.al.(1999) in their paper, reported the AMSE for hazard 

function estimation based on 200 repetitions of the simulations for sample size n = 

200 to be 0.112. Also they reported that the hazard estimates were only computed 

at points were L(t) > 0.5 as the hazard estimates are very unstable and have little 

meaning when few subjects were left at risk. 

Table 4.2: Table of AMSE of the hazard estimates, Xi,....., exp(l) and Ci,....., exp(0.75) 

Estimates AMSE 

Modell 181.4185 

Model 2 137.2793 

Model 3 42.1125 

Model4 9.94 

Model 5 36.6551 

Model6 39.8152 

Model 7 42.09 

While both lifetime and censoring time are generated from exponential distribution, 

from Figure 4.2, it can be viewed that the hazard modell, hazard model3 and hazard 

model 6 are close to the actual curve. For comparison, we computed the AMSE for 

the hazard rates of all the models and the results are listed in Table 4.2. From Table 
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4.2, we found, that the hazard model 1 using subdensity estimate by Wavelet kernel 

approach and CDF estimate by Kaplan Meier approach produces smallest AMSE. No 

simulation studies for calculating AMSE's for this situation is available in literature. 
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Figure 4.1: Estimated Hazard functions, Xi"' gamma(5, 1) and Ci "'exp(l/6). 
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Chapter 5 

Concluding Remarks 

In this study, we examined the subdensity, CDF and hazard rate estimation proce­

dure for two cases. First, lifetimes are generated from gamma and censoring times are 

generated from exponential distribution and there is about fifty percent censoring in 

the data. Second, both lifetimes and censoring times are generated from exponential 

densities and about forty percent censoring occurs in the data. 

For subdensity estimation, we applied local histogram approach, nearest neighbor 

approach and Wavelet Kernel approach and used wavelet smoothers for smoothing 

the crude estimate obtained by local histogram approach. For lifetimes generated 

from gamma distribution, we found that the first two approaches worked fairly well. 

Wavelet Kernel approach suggested by Xue (2002) does not provide good estimates 
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of the subdensity for this case. On the other hand, when lifetimes are generated from 

an exponential distribution, we found that all three approaches are competitive. 

For CDF estimation, we used three approaches, density function approach suggested 

by Antoniadis et.al.(1999), Wavelet series expansion by modifying the Fourier se­

ries expansion suggested by Kronmal and Tarter(1968) and Kaplan Meier approach 

suggested by Diehl and Stute(1988). We found that Wavelet series expansion , i.e. 

modification of Kronmal and Tarter approach gives better estimate of the CDF than 

the two other methods adopted, for both the examples. 

While estimating hazard rate, several possible combination of subdensity estimates 

and CDF estimates (as mentioned earlier) are tried for both the cases. We computed 

the 7 hazard models with different combinations of subdensity estimates and CDF 

estimates. 

For the case where lifetime is generated from Gamma distribution and censoring 

times are generated from Exponential distribution, we found that the hazard model 

1 using Antoniadis et.al. 's subdensity estimate and CDF estimate by Wavelet series 

expansion gives the smallest AMSE. We obtained similar result for the model 3 using 

Antoniadis et.al. 's subdensity estimate and CDF estimate by Kaplan Meier approach. 
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While both lifetime and censoring time are generated from Exponential distribution, 

we found, that the hazard model 1 using subdensity estimate by wavelet kernel ap­

proach and CDF estimate by Kaplan Meier approach produces smallest AMSE. 
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