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SUMMARY

A research project was undertaken to provide insight into the use of Alternating
Current Field Measurement (ACFM) technology for the detection and classification of
transgranular stress corrosion cracking (TGSCC) plaguing Canada’s oil and natural gas
transmission pipelines. Work was conducted using a series of machined defects and natural
TGSCC samples. The results suggest that ACFM warrants further investigation in a larger

scale project. Guidelines for future endeavors are provided.

Of the 63 machined defects, used in 21 colony configurations. visual inspection
identified all of the defects and an automated computer algorithm missed only one. The data
set was not large enough to develop a sizing algorithm but provided valuable insight into

defect signal interactions.

Present ACFM technology is capable of detecting natural SCC colonies. but more
work is required before individual crack classification can be achieved when the cracks

appear in clusters.
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Alternating current
field

NOMENCLATURE

Eleclmmagneuc non-destructive testing technique using

Al ing current

in an induced al current field to detect and
size surface breaking cracks.

potential drop

A/D Card

Canadian Energy
Pipelines
Association

Cathodic protection

No ive testing technique using the electrical resistance of
a metal to measure the path traveled by an impressed alternating
current flowing under a surface breaking crack. thus indicating
crack depth.

Analogue to digital convertor card used to convert analogue signals
into digital data for computer processing purposes.

An alliance of 15 transmission and distribution pipeline
in Canada i to address common
concerns in pipeline integrity and product distribution issues

Application of a current to a pipeline through soil media in an
attempt to regulate the voltage potential range so that it is notina
range, which would promote corrosion of the pipeline.

Ci fe ial Py dicul ion in the ci ial direction between

spacing parallel. axially aligned cracks on a pipe.

Cluster A grouping of close proximity cracks

Coating Material applied to the external surface of a buried pipeline to
provide protection from a corrosive medium.

Colony A grouping of close proximity cracks.

Disbondment

Eddy current

Elastic Wave
Inspection Vehicle

Region on a pipeline where the protective coating has lost adhesion
to the surface.

testing ique most effective
in non-ferromagnetic metals for detecting metal loss due to
corrosion.

Internal i mspecuon tool developed by British Gas Ltd to detect
cracking in ion pipelines using ul




Intergranular stress
corrosion cracking
the metal.

Inter-defect
spacing

Isolated defect

Machined colony

Microprobe

Magnetic particle
inspection

National Energy
Board of Canada

Nondestructive
resting.

Pencil probe

Perturbation

Pig

pH

Stress corrosion
cracking

Single Defect

Form of stress corrosion cracking associated with a high pH
corrosive medium. Cracks tend to follow paths between grains in

Perpendicular separation between parallel cracks.

A defect which is not alone on a specimen, but is sufficiently
spaced on the specimen so that the ACFM field perturbations are
not influenced by the other defects.

Colony of slots in a metal plate created with a slitting saw used to
simulate cracking.

An ACFM probe using 2 mm diameter pick-up coils.

Magnetic non-destructive testing technique used to detect surface
or near surface cracking. Magnetic particles applied to the surface
of a ferromagnetic metal are attracted to gaps in an applied
magnetic field due to the presence of cracks.

Federal government agency in Canada responsible for monitoring
and regulating i pipeline

Inspection of materials, components, structures. etc., without
affecting the intended purpose or operation of the component.

An ACFM probe using 5 mm diameter pick-up coils.

Disturbance in a uniform induced (ACFM) or injected (ACPD) AC
field in a test specimen.

Internal inspection tool used to clean and/or inspect a pipeline.
often propelled by the medium transported through the pipeline.

Measure of acidity.

Cracking in metals resulting from a synergy between a fluctuating
stress and a corrosive medium.

A defect which is alone on a test specimen (i.e. no other defects
present).
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Transgranular stress  Form of stress ion cracking iated with a tral

corrosion cracking

Time of flight
diffraction

Ultrasonic testing

pH corrosive medium. Crack path tends to propagate through
grains in the metal.

An advance ics based ive testing
using the diffraction of sounds waves at crack tips and the speed of
sound in a metal to identify and size cracks.

N h

testing utilizing the reflection of
ultrasonic signals to locate and size cracking and metal loss ina
metal.
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MPI

NEB

NDT
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Cathodic Protection
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Fusion Bonded Epoxy
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Pattern Recognition
Specified Minimum Yield Strength
Trans Canada Pipelines Ltd.

Transgranular Stress Corrosion Cracking
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CHAPTER 1: INTRODUCTION

Transgranular stress corrosion cracking (TGSCC) has become a serious concern for
operators of oil and natural gas transmission pipelines in western and central Canada. To
date. a commercially available technology capable of reliably characterizing TGSCC damage
does not exist. The research project described herein is a preliminary investigation into the

of an existing ive testing technology, the Al ing Current Field

Measurement (ACFM) technique. to the task of detecting and sizing TGSCC during pipeline

excavation programs. ACFM is presently utilized in a variety of applications to characterize

isolated cracks in electricall ing metals, i ly weld toe fatigue cracks in

carbon steel.



This research is seen as the first stage in a series of projects which could lead to a
new application of ACFM technology to assist pipeline operators in preventing the failure
of their systems. thus. preventing possible loss of product. downtime. expensive repair costs.
environmental damage, and may be even loss of human life. Development of a commercially
viable technology was beyond the research scope. as it would have required a much larger
investment of time and financial resources. The facus was to determine the present ability
of the ACFM technique to deal with multiple crack clusters and provide guidelines for

further research.

Through an extensive literature review and consultation with the manufacturers of
the ACFM technology. Technical Software Consultants Ltd. of the United Kingdom. it

appeared that the lication of the technology to TGSCC classi ion had not been

addressed previously. This was not surprising as ACFM is still relatively new to North
America and TGSCC has not been a problem on UK transmission pipelines. Several
objectives were chosen. not only to determine the present capabilities of ACFM in the
proposed task. but also to set guidelines for future work. The research was subdivided into

two phases. The first phase deait with crack detection and the second concentrated on sizing

related issues.

‘With respect to crack colony detection, the limitations of existing probe technology

first had to be identi Two ial probe

were applied to machined

defect colonies and real crack clusters, with both probes yielded encouraging results. Signal




and image processing techniques were applied to ACFM data to identify possible models for

TGSCCd ion. Finally. the

pability of ACFM to detect colonies through
polyethylene tape coatings. typically found on pipelines with TGSCC damage. was

successfully demonstrated.

The sizing of cracks within clusters was anticipated to be the most difficult task. It

was noted early on that the d P ofa sizing ithm was likely bevond

the capacity of a preliminary investigation. To address the task on a more manageable scale.
three facets were examined in detail. First, the concept of linear superposition of signals

from

defects was ined. U Litd d poor
results. Subsequently. the nature of defect signal interaction was examined to establish

guidelines for future work in ping a 1i model. An ination of existing

ACFM theory applied to TGSCC sizing was possible with the acquisition of pipeline
sections. Twa isolated defects were sized to within 0.3 mm while a third offered difficulty

in that it propagated through the pipe wall at and angle. leading to an overestimate in depth.

The concepts presented here are intended to be a stepping stone to the development

of a reliable NDT method for characterizing TGSCC sites in transmission pipelines.



CHAPTER 2: REVIEW OF LITERATURE

2.1 REVIEW OF TRANSGRANULAR STRESS CORROSION CRACKING AND
CURRENT INSPECTION PROCEDURES

The graduate work described herein was inspired by reported failures of Canadian
hydrocarbon transmission pipelines as a result of stress-corrosion cracking. In Canada. soil

and climatic ions favor the of rather than i

SCC. The ph of i stress- cracking (IGSCC) in buried
pipelines appears to have been well established in studies conducted in other countries.

particularly the United States, where this corrosion process has been evident for decades.

Transgranular stress corrosion cracking (TGSCC) appears to be unique to colder

climates and has only become a problem in Canada over the last thirteen years. As the name
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suggests, cracks associated with TGSCC propagate through grains in the metal, while [GSCC
crack tends to take a more irregular path following grain boundaries. TGSCC tends to occur

when the pipe steel is exposed to an v ining high levels of dissolved carbon

dioxide while IGSCC tends to form in the presence of bicarbonate solutions.

Itis. in fact. more accurate to refer to the transgranular SCC experienced in Canada
as near neutral pH SCC (sometimes referred to as low pH SCC). Intergranular SCC normally
occurs under conditions of high pH levels in ground water near the pipeline (pH above 9) and
is classified as high pH SCC. Transgranular cracking normally occurs when pH levels are
between 6 and 8. Under certain conditions. high pH SCC can lead to transgranular cracking.

but this is rare [NEB. 1996].

It should be noted that from this point forward that the abbreviation SCC. used alone.

will refer to the transgranular rather than the intergranular form of the SCC process.

2.1.1 TRANSGRANULAR STRESS-CORROSION CRACKING IN CANADIAN NATURAL GAS
PIPELINES
To date. 22 incidents of pipeline failure (leakage or rupture) attributed to SCC have
been reported in Canada [CEPA, 1996: Kumar, 1996]. As the pipelines continue to age, the
potential for accidents will increase and the need for a method to accurately estimate the

extent of SCC damage is becoming increasingly important.

-5-



Transgranular SCC is the result of the deterioration of pipe steel through grains due

to a combination of cyclic stress loading and a corrosive medium. It relies upon the presence

of the

4)

5

ing five iti T ion Safety Board. 1994]:

A combination of stresses due to internal pressure and residual tensile stress.
exceeding the threshold stress level (below which SCC cannot occur). which
may he present as a result of m 1g and install

procedur

Contact between the metal and a corrosive medium.
Electrochemical potential within the TGSCC range.
Elevated temperature of the product flowing in the pipeline.

Fluctuations in the internal pressure.

SCC colonies can consist of hundreds of shallow cracks on the outer pipe wall.

generally axially oriented [CEPA. 1996: Transportation Safety Board. 1994], with a tendency

to overlap [CEPA. 1996]. Over time. the small cracks may coalesce. forming long shallow

cracks that may grow until the pipeline integrity is compromised [Parkins et. al.. 1994].

According to the industry accepted definition, a “significant™ SCC colony must concurrently

satisfy a length and depth criteria [NEB, 1996].

Depth Criteria: Greater than 10% of the wall thickness.

Length Criteria: Longer than 75% of a 50% through wall crack that would

cause failure at 100% of the specified minimum yield strength
(SMYS) of the pipe steel.



SCC will initiate on the outer surface of a pipeline in an area of coating disbondment.

where groundwater has been able to accumulate to act as the corrosive medium and cathodic

(CP)is i due to poor issi ies of the local soil and/or the

coating. Pipelines coated with polyethylene (PE) tape appear parti ) ible because
the tape is especially prone to disbondment. Sixteen of the reported failures have occurred
on pipelines coated with polyethylene tape [CEPA. 1996: Kumar. 1996]. Of the remaining
failures. 4 have occurred on asphalt/coal tar coated sections and one on a pipeline section

coated with glass insulation [CEPA, 1996].

PE tape does not bond well to dented surfaces or over welded seams. providing
groundwater collection sites next to the external pipe wall. In addition. the tape is an
insulator and acts as a barrier to CP currents [Beavers and Thompson. 1995]. This is nota
problem when well bonded to the pipe steel. but permits the formation of micro-
environments under disbondments that can lead to SCC attack. Newer coatings. such as
fusion bonded epoxy (FBE) and extruded polyethylene. are commonly used today because

of their superior bonding properties [NEB. 1996].

Upon finding a significant colony pipeline operators are required to repair either by
cutting out the section containing the defect or installing a welded repair sleeve. Significant
colonies must be reported to the National Energy Board of Canada [NEB]. Insigniticant

colonies can be removed by grinding and the pipeline can be returned to full service.



It is estimated that 4% of the over 500.000 km of transmission pipelines in Canada
are susceptible to SCC damage [NEB, 1996]. As recent events have shown. the validity of
this estimate is vet to be proven. In 1995, Trans Canada Pipelines Ltd. (TCPL) experienced

two pipeline failures attributed to SCC in areas previously considered SCC free.

There are several features common to hoth transgranular and intergranular SCC [Leis.
1995]. The size. shape and inter-crack spacing can vary greatly. Length to depth ratios can
range from as low as 1.5 1o as high as 20. Inter-crack spacing (Fig. 2.1) appears to be one
of the significant features in determining the significance of a colony [Leis. 1995].
Generally. deep cracks will only form when the circumferential spacing within a colony is
a large fraction or multiple of the pipe wall thickness. Otherwise, stress shielding occurs (see
Fig. 2.1). resulting in the arrest of crack propagation. Thus. clusters of closely spaced cracks
tend to contain only shallow defects and become dormant before any significant breach of
structural integrity.  Significant cracks tend to occur around the edges of clusters where the

stress shielding effects due to neighboring cracks are not as significant [NEB. 1996].

2.1.2 CURRENT INSPECTION AND DETECTION PROCEDURES

There are major initiatives underway, backed by pipeline operators and government
agencies, to develop new, effective SCC detection procedures. At present, the only widely
accepted means of identifying SCC are through hydrostatic retesting (hydrotesting) and

magnetic particle inspection (MPI) [Transportation Safety Board, 1994]. In Line Inspection



tools are showing more and more promise. but they are not 100% reliable and still require

field verification.

\ Interdefect Circumferential
Spacing

Center
Crack
Shielded

Stress Flow Lines

FIGURE 2.1: Schematics of SCC crack ori and stress
(defects shown enlarged)

Hydrotesting is a destructive testing process, whereby. an out of service pipeline
section is subjected to a short-term pressurization up to about 100% of SMYS. Critical crack
locations are identified by a leak or rupture in the section. Based upon the test pressure and
a fracture mechanics assessment of the pipe steel, a reinspection frequency is determined to
prevent failure before the largest remaining defect in the line can grow to a critical size under

normal operating conditions. While proving the short term integrity of a section,

9



hydrotesting can lead to increased growth of sub-critical SCC cracks, which in effect, may

reduce the lifetime of the structure [Zheng et. al., 1998].

Many companies and government agencies are working towards the elimination of
hydrostatic retesting. however, there are presently very few options available. MPI has only
proven effective in confirming SCC sites identified by in-line inspection (ILI) or predicted

by SCC location models compiled from i It provides no i i di

the depths of the cracking. In addition. the technique requires coating removal and surface

cleaning.

ILI tools using advanced ic testing (UT) y (intelli pigs) have
had some success in identifving SCC. but are still prone to false calls from non-metallic
inclusions and tend to have difficulty identifying small clusters. Sizing estimates from ILI

tools are still very unreliable and require manual verification.

Since 1986. British Gas Limited (BG) has been developing an in-line inspection

device based on ic NDT i [TCPLF i 1995] to identify cracking
on in-service pipeline systems. The Elastic Wave Inspection Vehicle (EWIV) is a pigging
device equipped with an ultrasonic probe configuration, which does not require a liquid
coupling medium as the probes are contained within specially designed wheels. Designers
anticipate that it will be capable of detecting and sizing crack colonies, however, they

acknowledge that much work remains to be done before the equipment obtains an acceptable

-10-



level of reliability. The latest EWIV prototype has been tested, with promising results. on
some sections of the TCPL pipelines [Borrowman. 1996]. The Mark Il model was designed
to operate in pipes having 30". 32", 34" and 36" diameters and can negotiate bends of about
three times the pipe diameter (3D). with the exception of 30" diameter pipe. which requires
a 5D bend. Its data storage capacity is limited to 48 km and it has an optimal travel speed
of 2 m/s. which means that testing can only be performed during downtime of natural gas
lines. It is estimated that by the end of 1996. 3450 km of the TCPL lines will be equipped
with proper launching and receiving equipment to allow for pigging operations. The total
cost of refitting all of the TCPL lines with launchers and receivers, as well as replacing plug
valves on older lines with the required full opening ball valves. is $221.130.000 [CEPA.

1996]. The EWIV has exhibited difficulties in distinguishing between

signals
from crack colonies and nonmetallic inclusions in pipe steels. which tend to be numerous.
especially in the older vintage lines of the 1960's and 1970's [CEPA. 1996). Refinements are

being implemented in attempts to eliminate such false calls. The tremendous amount of data

associated with each test run i atime yti i taking

months to complete.

The next generation EWIV, the Mark III. is expected to overcome some of the
shortfalls of the Mark Il [CEPA. 1996]. It should be capable of 60 km test runs in pipe
diameters from 20" through to 42" and negotiate 1.5D bends. The Mark III will also be
designed with gas-by-pass capabilities so that testing in natural gas lines may be carried out

on in-service pipe.

i



In addition to the EWIV. other possible in-line tools, including the Pipetronix
Ultrascan CD crack detection tool and C.W. Pope's Electro-Magnetic Acoustic Transducer

are in use.

The use of the manual UT. time of flight diffraction (TOFD) and alternating current
potential drop (ACPD) have also been investigated. UT and TOFD have only been
successful when defects were quite isolated [Fingerhut. 1996. personal reference]. For
instance, using TOFD on a |5 mm thick plate, there must be approximately 60 mm either
side of the defect free of other defects. ACPD has been shown to significantly under predict

defect depth when defects are closely spaced [Hodgki 1997. personal refe !

Predictive soils models have been developed using a set of parameters (coating type.
soil drainage. tomography. soil type. etc.) to identify areas having a high probability of SCC
damage. utilizing information from past experiences [CEPA. 1996]. These models have

shown limited success rates.

A technique which may prove promising in Western Canada is the Direct Current
Voltage Gradient (DCVG) technique [CEPA, 1996]. Current can be applied to the pipeline
using an approach similar to a cathodic protection system to provide information regarding
possible locations of coating disbondment. Experimentation with this method has been

carried out in central Canada, but the electrical shielding effects of the rock formations have

2=



provided only limited success. This technique cannot provide information with respect to

SCC damage. but can assist in narrowing the search procedures for SCC. through the

location of coating disbondments.

2.2 ALTERNATING CURRENT FIELD MEASUREMENT

The Alterating Current Field M hni is a thin-skin,

[Lugg et. al.. 1988]. electromagnetic technique [Lewis, 1991] used to detect and size surface

cracks in electrically ducting, metallic It was first

by Technical Software Consultants Ltd of the UK in 1991. ACFM has typically been used
to characterize weld fatigue cracking in carbon steel structures, but may be adapted to other
applications [Raine and Monahan. 1996] and to materials such as aluminum and stainless

steel.

To gain an appreciation of the underlying principles of ACFM it may be useful to first
consider the principle behind its predecessor, ACPD. ACPD is a direct resistence
measurement technique used to size cracks in a known location and orientation. It has found
use mainly for crack growth monitoring, particularly for laboratory experimentation.
Electrodes are attached to the specimen and an AC current is passed between them
perpendicular to the length of the crack. A probe is then placed to one side of the crack,

oriented in the same direction as the electric current flow, and a reference voltage

13-



measurement is taken between the two pins on the probe (i.e. current passing between the
pins multiplied by the resistance of the material). A second voltage measurement is taken
with the pins of the probe straddling the crack and a decrease in the voltage is observed.
Since the current flowing between the electrodes remains fairly constant and the resistivity
of the material should not dramatically change over such a small range. the drop in voltage
is a result of a change in resistance due to the increased path length between the probe pins
as the current is forced to flow underneath the crack. Comparison of the two voltage
readings provides a comparison of the path lengths traveled during both readings. thus

indicating the depth of the crack.

Instead of making direct contact with the surface of the metal. ACFM theory takes
advantage of the magnetic fields generated by AC currents passing through coils, to induce
a current in the surface of the test specimen. ACFM probes are available in a variety of
configurations. but they all contain the same primary components illustrated in Fig. 2.2.
When the induction coil is excited with and AC current, the resulting intermittent magnetic
field surrounding the coil will impress an AC current field in the surface of the test specimen.
This effect is indicated in Fig. 2.3 by the arrows perpendicular to the crack length at the

edges of the specimen. In the absence of a crack, the induced field is uniform over the

's surface inga i secondary magnetic field effect. In the presence
of a crack. the AC field is forced to flow under and around the defect, therefore, at the
location of the defect the residual secondary magnetic field strength is affected. In a standard

pencil probe (Fig. 2.2). two orthogonally wrapped pick-up coils are used to measure the

-14-



strength of the secondary field in two directions. ds d By and B,. which

are illustrated in Fig. 2.3. As the secondary magnetic field cuts the pick coils. currents are

induced and measured by the ACFM hardware. The corresponding By and B, field

fluctuations for a semi-elliptical surface breaking crack are illustrated in Fig. 2.4. These field

are i and ducible based upon crack length and depth so that the

crack dimensions can be determined

The drop in the B, signal level in Fig. 2.3 is attributed to the reduction in field
strength as the current is forced to flow around the crack. The trough and peak in the B,
signal is the result of the current flow around the ends of the defect and provides information

with regards to the crack length. For an isolated semi-elliptical crack, sizing is based upon

the foll g four : the back d By level. the mini| By level, the length

of the defect as indicated by the B, signal, and the location of the pick-up coils with respect
to the crack [Lewis. 1991). For sizing purposes, ACFM software typically compares the

parameters to data for known defects. stored in look-up tables.

The depth of penetration (skin thickness) of the AC field depends upon the frequency
of the induction current and the magnetic permeability of the material. For carbon steel (as

used in transmission pipelines) the skin depth is approxi 02mmata of 5

kHz. whereas in austenitic stainless steels it can approach 30 mm at 200 Hz. Therefore, in
carbon steel ACFM will only detect and size surface breaking cracks, but in austenitic

stainless it can detect subsurface and back wall defects in plate up to 30 mm thick.
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Pencil probes are able to detect field disturbances within 5 to 10 mm of either side
of the probe. It is possible to construct a linear array probe. which is comprised of an
induction coil and a number of By and B, pick-up coils to increase the coverage in a single
scan pass. Two dimensional array probes can be constructed to cover areas 75 mm by 150
mm and contain 96 sets of sensor coils. Flexible array probes allow operators to easily scan

curved. or non-uniform surfaces.

Induction

Coil

B, Search By Search
Col — ol

FIGURE 2.2: Schematic of pencil probe



FIGURE 2.3: ACFM field directions
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FIGURE 2.4: Sample B, and B, signals resulting from a semi-elliptical

surface crack
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ACFM could not be used to replace ILI technology, as unlike UT it cannot detect
cracking from within the pipeline. Instead. it is seen a potential complimentary technology.
which could be used by field personnel to verify ILI results. It is perceived to have key
advantages over UT and MPI techniques, currently used in this capacity. ACFM is a non-
contact technique, which is fairly insensitive to probe lift-off [Rain and Monahan. 1996] and
does not require extensive surface preparation. as it is unaffected by most non-metallic
coatings and oxide layers [Raine et. al.. 1992]. This is in thanks to the use of an induced AC
current field rather than a directly impressed current. Eliminating the need for coating
removal and surface cleaning of excavated pipeline sections offers a significant time and cost
advantage over current practices. ACFM provides less ambiguous data than UT. with
regards to crack colony detection and characterization as UT retlections from multiple cracks
can be difficult to identify. ACFM provides information with respect to crack depth that MP{
cannot. Furthermore. calibration is not required for ACFM, unlike ultrasonic inspection

UT equi must be cali for slight variati in sound

properties. however, since ACFM simply compares magnetic field strength between crack
and uncracked areas on the specimen, the equipment does not need to be calibrated prior to

each use.

For isolated weld toe fatigue cracking, ACFM is generally considered accurate for
sizing when the defect is greater than 1 mm deep and longer than 20 mm. although it can
detect and size smaller defects remote from a weld. These defects may be large compared

to many of the cracks resulting from TGSCC, however, ACFM was considered for this
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application since the cumulative affect of the signals from close proximity cracks was

anticipated to improve the ability to detect the defects.

2.3 LITERATURE REVIEW OF NDT TECHNIQUES AND ALGORITHMS USED
IN THE AUTOMATED CHARACTERIZATION OF DEFECTS
ACFM is a relatively new NDT method for which little effort has been expended on
developing techniques to automate the detection and sizing processes. However, the general
trend in the inspection services industry is shifting toward maximizing the efficiency and
reliability of NDT techniques by removing the human judgement element [Burch and

Bealing. 1986]. Accurate means of estimating flaw parameters is essential in fracture

for life y (Kline and Egle, 1986] and the use of the

p and pattern it i to achieve better results appears to be gaining

popularity in industry [Chen. 1989].

The field of pattern ition (PR) is

Y P o
scientists and engi The use of p for itive tasks related to
data processing and decision making is an i ive to having i

fumbling through large quantities of information. The speed with which computers can

perform such assi has p interest in

ping algorithms. A

great deal of work has gone into imizing the i of PR i for a variety

of applications in both engineering and the sciences [Alder et. al., 1992; Chen, 1985;
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Ramasubramanian. and Paliwal, 1992; Trahanias and Skordalakis, 1990].

PR techniques attempt to break data into the common features or ‘patterns’ which
humans would instinctively use to compare objects (i.e. colour, texture, size, shape. etc.)
to determine whether or not they belong to the same group or classification [Fukunaga,
1990). Humans perform such tasks with little thought. but programming machines to
understand simple comparisons can often be difficult. There are three primary
classifications of PR algorithms - statistical pattern recognition. syntactical pattern

recognition, and artificial neural networks [Shalkotf, 1992). Statistical PR uses vector and

matrix statistical to ine the ility that a particular object belongs
to a particular group. The probability of error of misclassifying an object and the resulting
cost of the misclassification must be determined to evaluate the suitability and reliability
of the technique. Syntactical or structural PR methods, as the name suggests. divide
objects into structural components for comparison with objects of known structures.

Artificial neural networks try to emulate the function of the human brain through the

p! of network based on or 'neurons’, which are
essentially discriminant functions. Complex algorithms may be developed using various

combinations of neurons.

Most of the available literature relating to the use of pattern recognition in the NDE
field concerns the use of either ultrasonic or eddy current data. Both processes provide easily
digitized. numerical data that is ideal for statistical [Chen, 1989] or neural network [Chen,

-20-



1989; Dodd and Allen. Jr.. 1992] techniques. The EWIV system employs pattern recognition

techniques in the analysis of the UT data from pipeline inspection [Taffe. 1986].

Ultrasonic and eddy current data can be broken down into recognizable elements in
both the time and frequency domains (Brown et. al.. 1981]. allowing for the use of both in

signal recognition procedures [Clark et.

1986). Digital signal processing techniques are
often important in feature selection from digitized UT (Kline and Egle, 1986; Chen, 1987:
Doctor et. al.. 1986: Poulter, 1986: Rose and Meyer, 1974: Singh and Udpa, 1986] and eddy
current data [Singh and Udpa. 1986]. Techniques such as Fourier transformations [Rose.
1984 Chaloner and Bond. 1986: Doctor et. al.. 1981], deconvolution {Chen, 1989: Chen.
1987: Chaloner and Bond. 1986]. autocorrelation [Chen. 1989 Singh and Udpa. 1986:
Doctor et al.. 1981]. cross-correlation of signals [Chen. 1989; Chen, 1987: Singh and Udpa.
1986: Doctor et. al.. 1981]. spectral analysis [Chen. 1989 Chen, 1987: Smith. 1987] and

imaging [Chen. 1989] have been used to establish effective descriptors of defect signals.

Deconvolution, spectral analysis and imaging techniques can be used to break down

signals into a set of base (ie. v resp ). Knowledge of the make-

up of defect signals can provide clues to evaluate more complicated signals. Cross and auto-
correlation functions provide clues to signal decoding through the determination of

correlation patterns within the signal.

More traditional statistical descriptors of data, such as kurtosis [Burch and Bealing,
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1986]. have also been used as characterization features. The simplest signal descriptors are

time domain features, such as signal amplitude and signal duration.

Researchers have attempted to automate the detection of a variety of defects using
EC and UT data. The defects include weld porosity. corrosion pitting. SCC. and fatigue
cracking. In many cases. when there was an inadequate supply of natural defects for test
series. machined defects where used to simulate flaws. Electro discharge machining (EDM)
is a common technique used to create cracks and pits [Doctor et. al.. 1981]. In others cases.

slitting saws [Olley. 1985] have been found to be useful in machining simulated cracks.
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CHAPTER 3: EXPERIMENTAL PROCEDURE

The experimental apparatus used in this test series was assembled to provide data
emulating an ACFM array probe as one was not available and the cost of constructing an
array probe was beyond the budget of the project. A standard pencil probe was used with an
X-Y positioning frame to scan regions of the test samples. Figure 3.1 is a schematic of the

| apparatus. The positioning frame was

iginally designed for ications on

an ice basin carriage and. therefore. had features not used in this series.

A Model U10 ACFM Crack Microgauge, equipped with an analogue BNC output
port, was used in conjunction with a 5 mm pencil probe. The probe was mounted in a nylon
plexiglass holder which. in turn. was mounted to the positioning frame. The frame’s carriage
was able to translate in two directions (designated X and Y, as shown in Fig. 3.1) using two
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stepper motors. The carriage was also equipped with two stepper motors which could be
used 10 adjust the vertical height of any attached components. For this test series, however,
vertical adjustments of the probe were conducted manually. The QFM 1.0 software.

typically used for data acquisition from the U10 mi could not be hronized with

the stepper motor ller program, thus. a Mis ft QuickBASIC program was written

(Appendix C) to coordinate these tasks. The X and Y motors were controlled using
DAEDAL PC21 Indexers. and data was collected using the analogue output on the U10 via
aCYDAS 8 A/D card. Knowledge of the probe position during each scan pass was essential

in determining defect locations. Probe position in the data stream was determined using the

equation:
=X v 31
SR G.D
Where: 1 : the location of the probe (mm)
v : the speed of the probe (mm/s)

SR :the sampling rate of the A/D card (Hz)
NP the number of data points collected

The QuickBASIC software was executed using a 16 MHz. 386 computer.

27-



186 COMPUTER
X-¥ SCANNING FRAME
U0 ACFM
MICROGAUGE
ACFM
PROBE
""" SPECIMEN DIMENSIONS |
800 mm x 400 mm ‘
SCAN AREA
200mm 100 mm
SLOT DIMENSIONS
Depth:  Smm
| SPECIMEN sgths  TSmm !
1 (PLATE NO. 2) Separation: 15 mm
|
| !
i |
FIGURE 3.1: ic of the test

3.1 MACHINED DEFECT COLONY TEST SERIES

A series of defect colonies were machined in cold-rolled, mild steel plates to
comprise the test sample set. In the preliminary stages of the research, it was decided to keep

the defect colonies simple so each colony was limited to three defects. The configurations
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are illustrated in Fig. 3.2 and Table 3.1. There were 21 colonies used in total. designated
colonies 1 through 21. Each of the three defects within the colonies were designated defect

A.Band C. Appendix A contains the shop drawings for the 21 colonies.

To investigate the effect of defect depth on the cluster signals, two different depths
(2 mm and 5 mm) were used. The maiority of the defects were 50 mm long. with two
colonies having defects 75 mm long. They were machined using a 40 thou (1.02 mm). 4 inch
diameter (101.6 mm) slitting saw. giving the defects a flat bottom profile. The standard
sizing tables developed for ACFM technology assumes defects have a semi-elliptical shape

common to fatigue cracks. To properly profile lliptical slits. el

machining would have been required. This option was not locally available. so the flat-
bottomed profile was used. A series of slitting saws. ranging from 10 to 40 thou in thickness
were tested. but the 40 thou saw produced the most repeatable results. A | mm crack opening
is large compared to the typically tighter stress corrosion cracks. but this parameter was kept

constant throughout testing.

At the outset of the project. only a 5 mm pencil probe was available for the tests. For
this reason, it was decided that the colonies should be scaled in accordance with the probe
size. Future work will likely require the development of a more sensitive probe for
distinguishing closely spaced defects. A scale factor of five was used to increase the defect

length and the inter-defect parallel spacing ding to the ci

spacing

discussed in Chapter 2). This scale factor was not applied to the defect depths. as it would
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have lead to the use of unreasonably thick steel plates. New information was discovered
subsequent to the machining of the first plates to suggest that the chosen inter-defect spacing
may correspond to that of some natural SCC colonies containing significant defects. The

defect spacing was maintained at 15 mm th hout the test series.

CONFIGURATION |

CONFIGURATION 2

CONFIGURATION §

CONFIGURATION §

FIGURE 3.2: General hined defect

In addition to the colonies. four isolated defects were machined, corresponding to
each of the four defects used in the make up of the colonies; 2 mm deep by 50 mm long. 2
mm deep by 75 mm long. 5 mm deep by 50 mm long and 5 mm deep by 75 mm long. These

were used in later investigations into defect characterization, discussed in Chapter 5.
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TABLE 3.1: Machined defect depths

CONFIG. | SlotA SlotB | SlotC
PLATE (mm) (mm) (mm)
1 1 2 2 2
2 1 s s s
3 [ 2 s 2
f 2 2 2 2
s 2 s s s
6 2 2 5 2
7 2 s 2 s
] 3 2 2 2
s |3 B s s
| 1 3 X 2
[t 2 |
I B 2 s
T 3 2 2 2
|
13 3 s s s
| i
[ w T { 2 B 2
T T
 —— =
I s B
I 2 1|3
7 s < s i s
|
o 5 2 R
|
T R 2 B
0 s 1 s 2 2
| | I
n [ s [ 2 ] s s

a) With reference to Fig. 3.2

b) Siot A is the bottom slot

c) Slot B is the middle slot

d) Slot C is the top slot

e) All slots 50 mm long except in plates 1 and 2, which
were 75 mm long
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All of the configurations shown in Table 3.1 were not machined simultaneously. The
manufacturing process took place over several months. Plates 1,4, 8, 12 and 16 were the
first to be machined. This provided an opportunity to analyze preliminary data before the

scope of the project was finalized.

During scanning. the probe was translated paralle! to the defect colonies. in a region
200 mm long in the X-direction and 100 mm wide in the Y-direction. Data was collect only
while the probe moved in the positive X-direction. At the end of each pass. the data
collection ceased and the probe was repositioned to begin the next scan pass. Witha 5 mm
probe. it was decided that a 2 mm spacing between each pass (in the Y-direction) was

sufficient to adeq y ize the field i A | mm spacing was tested. but

appeared to offer no improvement on the clarity of the signal. It merely doubled the required
time to scan each plate and provided data files of twice the size. The minimum sampling rate
of the A/D card was limited to 100 Hz and the scan speed used was 20 mnvs. to eliminate
vibrations in the X-Y frame. Thus. 5 samples were taken each second. corresponding to a
spacing of 0.2 mm in the X-direction. This was more data than required. but due to the

limitations of the A/D card and the accuracy of the positioning frame, it was considered

The maxi ion possible (200 mmy/s® ) was chosen for the stepper
motor starts and stops. Thus, the lag time between stepper motor motion and data acquisition
was minimized. The 20 mm/s scan speed and 200 mmy/s’ acceleration resulted in negligible

vibrations in the test assembly, so that the probe positioning accuracy was not affected.
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3.2 ReAL SCC COLONY TESTS

An opportunity arose, during the machined defect test series, to test plate sections
from natural gas pipelines containing natural SCC damage allowing for a preliminary
evaluation of commercially available ACFM probe technology in detecting real SCC
damage. [n addition to the pencil probe used on the machined colonies. two, 2 mm ACFM
microprobes were available at different times during the testing phase. Their performance

was compared to that of the 5 mm probe.

Budget and time restrictions did not provide the opportunity to design and construct
a new probe positioning frame modified for the curved pipe walls so the apparatus used for
the machined defect colonies was adapted to the task. The X-Y frame did not permit rotation
of the probe. thus. the probe could not be positioned normal to the surface of the plate at all
times during a scan. It was discovered during the machined defect series that probe lift-off
of a couple of millimeters had little affect on the ACFM B, signal. The lift-off associated
with the plate curvature was not anticipated to be a concern, as the curvature of the pipe wall
sections was fairly gradual (approximately a | m pipe diameter). The primary interest was
in detection (focusing on the B, signal) and not in sizing, as sizing verification would require
a great deal of destructive sectioning of the plates. Sizing of selected defects was carried out,

but in those cases, the sizing was performed manually using the QFM software.

Modifications were required to the QuickBASIC program. Because of the curvature
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of the pipe sections, vertical adjustment of the probe was also required. The frame was not
equipped with proximity sensors, so these adjustments had to be made manually. Because
of the large areas that had to be covered. the scan speed of the probe was increased to 50
mm/s. These factors did not appear to significantly affect the stability of the frame or the

accuracy of probe placement.

MPI was used to determine the locations of the defects in the pipe walls. The regions
affected by SCC were marked on the plates by the supplier. A layer of contrast paint was
applied over these regions, and upon drying. a permanent marker was used to overlay a grid.
Originally. 10 mm square blocks were used. but it was later decided that 20 mm square

blocks were sufficient. Individual cracks were located and sketched for later reference.

The sections were first scanned using the 5 mm pencil probe. The probe mount that
had been used with the machined plates was designed to accommodate this probe. A loose
fit within the mount provided the probe with the ability to make slight adjustments over

surface irregularities.

The methods for mounting the mis were more icated, but yielded

acceptable results. The first microprobe was attached to the underside of the 5 mm probe
mount using a sponge backing between the probe and the plexiglass, allowing the probe
freedom of vertical motion to ride up over slight surface irregularities and then spring back

1o maintain contact with the surface. The second 2 mm probe had a different construction
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and was mounted to the front of the plexiglass mount using rubber bands to provide some
flexibility when dealing with surface irregularities. Unlike the 5 mm probe. which had a
composite material covering the probe coils. the microprobes had a stainless steel wear plate.
To reduce surface friction and wear between the microprobe and the plate. water soluble. UT
gorp was used as a lubricant. All probes were covered with electric tape to reduce wear of

the tips. This is by the f and does not affect the ACFM

signals.

Three of the more isolated cracks where manually scanned and sized using the ACFM

QFM software. The results of these sizing tests are discussed in Chapter 5.

3.3 PRELIMINARY DATA HANDLING

The QuickBASIC programs used during the test series provided data in a single

column text file ining i y il ion identifying the file. An example of the

first 13 entries in the output files follows:

"ACFM Data File"
"pl_1_bx"
"20-09-96"
“9:11am"

B

-100

-35-



3384
3383
3383
3384
3384
3384
The first line identifies the file as a raw data file, with the second line giving the file
name. This is followed by the date and time the file was created in lines 3 and 4 respectivly.

The fifth line indicates the colony number.

To manipulate the data into a 51 column by 1000 row matrix representing the scan
area. a Matlab M-file routine was written for the B, and B, data files. The files are provided
in Appendix C. The introductory text was removed using a UNIX text editor. The BASIC
code provided the flag number of -100 to indicate the beginning of each scan pass in the data
stream. This value was chosen. as it is outside the possible range of the +/- 10 volt output

of the A/D card. The M-files saved the data in matrix form in text files for future use and

output ipt files ining 3- di images of the ACFM signals. The plots will
be discussed further in Chapter 4. The plotting of the files used every 5* row of data. since
use of all rows was too dense for the Matlab plotting routines and was not necessary to

identify the signal features.



CHAPTER 4: DETECTION OF DEFECTS

4.1 MACHINED DEFECTS

The resulting By and B, signals from the 21 machined defect colonies are shown in
Appendix A. Four views of the B and B, data were plotted. giving a total of eight plots per
colony. The first of the four views is a three-dimensional isometric. the second is a two-
dimensional colour contour plot. the third is a view of the three-dimensional image along the
length of the scan area (X-direction) and the fourth is a view along the width of the scan area

(Y-direction). Examples of the plots follow.
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FIGURE 4.1:
B, isometric for machined colony 2

FIGURE 4.2:
B, contour plot for machined colony
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FIGURE 4.3:
B, view along length of scan area
for machined colony 2

FIGURE 4.4:
B, view along width of scan area
for machined colony 2




FIGURE 4.5:
B, isometric for machined colony 2

FIGURE 4.6:
B, contour plot for machined colony
2

FIGURE 4.7:
B, view along length of scan area
for machined colony 2

FIGURE 4.8:
B, view along width of scan area
for machined colony 2
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Visual inspection of the plots. revealed two means of identifying the individual defects
within the colonies. For most configurations, the peak points in the By signal where the
magnetic field experiences a characteristic rise just before, and just after, the ends of a crack
could be used. However, in some cases when defects overlapped, the 2 mm defects could not
be clearly distinguished due to the more dominant signal created by a 5 mm deep defect.
Using the peaks and troughs in the B, signal caused by the curvature of the AC field around
the ends of the defect is traditionally used with ACFM technology. This proved to be a more
useful means of identifying the defects, as future ACFM SCC sizing algorithms will likely
require knowledge of the distance between the B, peak and trough as an estimate of defect

length. The locations of the peaks and troughs for each defect were visible in all B signals..

A Matlab routine was developed to automatically identify the peaks and troughs in the
B, data, using the image analysis t0olbox functions. This routine provided the location and
length estimate of the defects. The code for the detection algorithm is included in the M-files

lin_sup.m, def_size.m, and scc_det.m, given in Appendix C.

The data, in the formof a 51 column by 1000 row matrix, was normalized between
0 and 1, to apply the Matlab image processing toolbox functions. To determine the
appropriate conversion formula, the maximum and minimum B, values in each of the 21 scans
were identified. The range of values, in data acquisition card units, was between 1900 and

2040 and the resulting formula was:
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(B, - 1880 )

Normalized B, = 260

“.n

The 0 to | range corresponds to data between 1880 and 2060. which is slightly below the

minimum trough value and slightly above the maximum peak valuc.

Upon conversion, the ‘imresize” function in Matlab was used to convert the matrix 1o
50 rows by 100 columns (an even number of rows and columns was required). giving it an
aspect ratio similar to the actual scan area. with a matrix size dense enough 10 be accurate.
while small enough to allow for fast computing time. The new matrix was plotied to the
screen in 256 grayscale. providing a visual representation so the user could verify the results

of the normalization routine.

B, peak identification was the next phase in the algorithm and required a three step
process. Prior to writing this routine, the difference in intensity between a peak pixel and the
eight surrounding pixels was determined from a 256 shade grayscale image of a scan using
Corel PhotoPaint. The eight positions were designated north, south, east. west, northeast,
northwest, southeast and southwest. This intensity difference was the threshoid value used
1o identify local *high’ areas in the data. Eight mask matrices, given below, were convolved
with the B, data from each colony to determine if the threshoid criteria was valid for each of

the eight directions surrounding a pixel.



east = 00000 -1 -1
00060-1-1
00000 -1 -1

west = -1-100000
-1-106000
-1-100000

north = east’

south = west'

nwest = a1 -y 9 moe
-1-1 0 0 000
-1 0 00 CO00
00 0 6 000
00 0 0 000
00 00 000
00 00000

swest = 260 00 000
200 ¢C 500
2000 000
00 0 6 000
-1 0 C 0 0600
1-1 ¢ 6 000
1-1-1.0 000

neast = swest’

west”

The second step in peak identification scheme was a check to determine the number
of directions for which the threshold intensity criteria was valid. The criteria had to be
satisfied in all eight directions for a point to be considered a possible peak. The final check
required that a peak point be greater than 20 units above the background level preventing any

small noise spikes from being missclassified as peaks.

The process of identifying troughs in the signal was identical, except the data image

g



was inverted prior to checking threshold levels. Figure 4.9 is an example of the defect

location plot using data from colony 13.

Wi of Scan Area o)
5 8 8

0 100 120 140 160 180 200)
Length of

FIGURE 4.9: Defect detection algorithm results for machined colony 13

The results of the peak identification algorithm were quite impressive. From the 21
colonies, 62 of the 63 defects were clearly identified using a threshold level of 0.075. The
unidentified defect was slot A in colony 3 (see Fig. 3.2 and Table 3.1) . A B, plot for this
colony is shown in Fig. 4.10. The 5 mm deep central defect, slot B, masked part of the peak
in the 2 mm deep slot, A, so that it did not satisfy the threshold criteria for all eight directions.
It should be noted that the trough at the other end of slot A, and the endpoints of slot C, also
2 mm deep, were identified. Slot A was correctly identified when the number of locations for
which the threshold level had to be satisfied was reduced to 6 and the minimum possible peak
height was increased to 25 units from 20. These same values were not adopted for all of the

colonies, because they lead to an erroneous length measurement in slot B of colony 17.
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Future refinements to the peak detection algorithm should include a decision making process

to enhance the peak detection capabilities under such circumstances.

FIGURE 4.10: View of the B, signal of machined colony 3 along the scan
area width

4.2 DETECTION OF DEFECTS IN SCC COLONIES

The natural SCC colonies scanned in this test series provided more of a challenge than
the machined defect colonies, primarily because the defects were smaller in length and often
more closely spaced. The resolution of the 5 mm and 2 mm probes was adequate for
detecting the defect clusters, but neither probe was capable of distinguishing every defect.
The MPI results did not provide any information on the depth of the defect indications, so
the number and location of significant cracks was not known. Some of the cracks may have

been fractions of a millimeter deep and, therefore, insignificant. Detailed sectioning of the



pipe material would have been necessary to determine which cracks were, in fact, significant

and the available funding did not permit this.

Scans of selected regions within the SCC affected areas of the pipe wall sections are
shown in Appendix B. The Matlab routines used to plot the machined defect colony data
were modified to account for differences in data file size and the increased noise levels in the
SCC colony data (presented in Appendix C). To reduce noise levels in the SCC plots, a time
series averaging technique (also a part of the QFM software’s signal processing) was utilized.
Each data point was averaged with its neighbors in all surrounding directions to smooth signal
noise. This is a fairly standard technique used in signal noise reduction and was decmed
necessary as the noise in the microprobe scans was fairly significant. The 5 mm probe appears
10 have provided a superior signal to noise ratio when compared to the 2 mm probe.
However, the data from the microprobe was enhanced fairly reliably using the data averaging
technique. Figure 4.11 was sketched from the results of MPI examination of one of the pipe
walls and clearly shows evidence of SCC damage. It must be stressed that no information
were available concerning the depths of these defects. The results of a pencil probe scan is
provided in Fig. 4.12. The brightest yellow and hot red regions are dips in the B, signal at
one end of the defect and the pink areas are the rises in the signal at the opposite end. The
microprobe scan did not cover the entire area shown in Fig. 4.11, but was able to identify

cracking, as indicated in Fig. 4.13.
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The work described here did not utilize the By data. Effort was concentrated on the
B, data, 10 determine the ability of the ACFM probes to detect, rather than size, the SCC

cracks. Sizing results for a few of the more isolated defects are described in Chapter S.

The weld seams did not influence the B, signals levels and. therefore. did not affect
defect detection. In the By signals, the weld seams did affect the background levels
immediately adjacent to the weld. However, provided the background levels are properly
identified for defects located near weld seams, this interference should not affect sizing
results. as ACFM's primary application (o date has been the detection and sizing of weld toe

defects.

The peak and trough detection algorithm described in Section 4.1 was modified (see
Appendix C) and tested to evaluate its performance when used on actual crack colonies.  The
threshold parameter was changed from 0.075 to 0.15. In addition, the formula used 0
normalize the data was modified according to the probe used. Variations in the probe
construction and gain settings had 10 be considered when normalizing the data. The
normalization formula used for the microprobe was:

(B, - 2580 )

Normalized B, = )

(4.2)

The normalization formula used for the pencil probe was:



(B, - 1930 )

Normalized B, = 50

(4.3)

Again the results were promising. The peak detection routine was applied to the scans
depicted in Figures 4.12 and 4.13 and the results are illustrated in Figures 4.14 and 4.15. All
of the cracks indicated by MPI could not be identified individually. but the majerity of the
clusters were detected by both probes. In practice, this technique could provide inspectors
with the knowledge of where they should focus their attention and could also provide one of

the key features needed 1o identify significant SCC colonies, namely the overall length of a

cluster.
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FIGURE 4.11: MPI results of a section of SCC affected pipe wall
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FIGURE 4.12: Pencil probe scan of pipe wall section from Fig. 4.11 (B,
Signal)
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FIGURE 4.13: Microprobe scan of pipe wall section extracted from the
region shown in Fig. 4.11 (B, Signal)
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FIGURE 4.14: Peak detection algorithm resuits from the pencil probe scan
of the region shown in Fig. 4.12
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FIGURE 4.15: Peak detection algorithm resuits from the microprobe scan of
the region shown in Fig. 4.13
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Figure 4.16 is an illustration of the results of the peak detection algorithm on 5 mm
pencil probe B, data from the same pipe used to create Figures 4.11 through 4.15,
encompassing a larger region, measuring 500 mm long and 180 mm in width. It is provided
1o assess the sensitivity of the peak detection algorithm on a larger scale. The threshold
parameters were identical to those used to create Fig. 4.14.  According to MPI inspection
performed on the pipe section, there were 16 arcas which contained onc or more cracks.
Figure 4.16 identifies 11 of the 16 regions. In all, 12 sets of peaks and troughs were actually
matched and plotted according to the text output from the detection algorithm, but two sets
were in such close proximity they were indistinguishable. The smaller area investigated in Fig.
4.14 provides greater detail of defect layout than does the area captured in Fig. 4.16,
suggesting that the detection process may be developed as a multistage identification routine.
The first step would identify defect regions within a large scan area. The second step would
involve focusing in on affected areas, to obtain more detail. The success of the focusing stage

would obviously depend upon the probe resolution and the sampling rate used to collect the

data.

From an integrity assessment viewpoint, the probes appear to have achieved an
acceptable level of detection. While the B, signal alone cannot be used to size defects, the
peak and trough magnitudes do increase with defect depth. Thus, the defect clusters not
detected by the algorithm were likely shallower than the defect clusters that were detected.
Assuming that the undetected defects would be too shallow to affect pipeline integrity, a

fracture mechanics assessment would be based upon the deepest defects present.
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FIGURE 4.16: Detection algorithm results on a 180 mm by 500 mm section
of SCC affected pipe wall.

4.3 SIGNAL PROCESSING TECHNIQUES

To this point, it has not been necessary to use signal processing techniques to identify
areas of crack damage. Many of the techniques outlined in Chapter 2, that have been used
with eddy current or ultrasonics, can only be applied when more than one excitation
frequency is used during testing. This is not the case when using ACFM. For the work
documented in this project, a single excitation frequency of 5 kHz was used to induce the AC

field.

The use of cross-correlation and autocorrelation of the signals was investigated.
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Cross-correlations of the ACFM data did not appear to provide useful information.
Autocorrelation, on the other hand, could potentially be used to separate defect signals from
background noise. Results of an autocorrelation of the B, signal for machined colony 13 is
shown in Fig. 4.17 and the autocorrelation of the signal depicted in Fig. 4.12 is illustrated in

Fig. 4.18.

One drawback associated with the use of the autocorrelation function is the excessive

time. The ion function in Matlab averaged 25 minutes to run on a
Unix system. whereas. the peak detection algorithm described in Section 4.1 took only 2
minutes to process the same data file. It should also be pointed out that the autocorrelation
results do not provide any information on the location of individual defects. It merely

indicates that defects are present.

The autocorreiation function may find use when scan signals are noisy. to distinguish

between spurious indications and actual crack damage.
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FIGURE 4.17: Autocorrelation of the B, signal of machined colony 13

Autocorretation of Plate 1 Bz Signal
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FIGURE 4.18: Autocorrelation of the B, signal of pencil probe scan of
the region shown in Fig. 4.12
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4.4 DETECTION THROUGH POLYETHYLENE TAPE COATINGS

Verification of the ability of ACFM to detect SCC through pipeline coatings was
obtained using a minor SCC cluster on an 8" diameter section of pipe. Figure 4.19 shows
a plot of the By data collected with a pencil probe through the center of the cluster without
tape coating on the surface. Figure 4.20 shows the results obtained for the same location
covered in just under 2 mm of PE tape. No loss in signal strength is noticeable, as the

background and minimum By levels in both plots are virtually identical.

Bx Scan Without Tape Coating
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FIGURE 4.19: B, Scan through an SCC cluster on 8" pipe section without
coating
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FIGURE 4.20: B, scan through same region as in Fig, 4.19, with a PE tape
. A o iieh
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CHAPTER 5: CLASSIFICATION OF COLONIES

At the outset of this project. one major issue was identified concerning the sizing of
cracks occurring in clusters. The effects of close proximity defects on ACFM field
perturbations had to be addressed to develop a sizing algorithm. With time limitations and
budget constraints a crack cluster sizing algorithm could not be developed during the course
of this research, however, information presented in this chapter could aid future

investigations into this topic.

5.1 CLASSIFICATION OF MACHINED DEFECTS

Through ion with ACFM equi devel and an ive literature

P

search, no information was obtained to suggest that previous work had been carried out to
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model the affects of closely spaced defects on the AC field induced in a specimen. The
machined defect configurations were designed in an attempt to evaluate the effects of crack

proximity and position on signal behavior.

For comparison purposes. single defects were machined with geometries similar to
those of the four different defects used in the machined colonies. These defects were sized
using QFM software and the results are provided in Table 5.1. A point in terminology must
be made at clear at this stage. Single defects, in the context of this chapter, were entirely
alone on a test specimen. [solated defects were not alone on a specimen. but were

sufficiently separated from other defects so that their By and B, signals were not affected.

There were some obvious discrepancies in the ACFM predictions for the single

defects. which were attributed to the geometry of the machined defects. i.e. their flat-

rather than i-elliptical profile. In all cases, the defect length was under-
predicted and the depths of defects 2. 3 and 4 were also under-predicted. Curiously. the
depth for defect | was over predicted. Since all of the defects used the same flat-bottomed
profile. the investigations of the signal interactions within the colonies should not be
adversely influenced by geometry effects. However, further investigation, using semi-

elliptical defects, is recommended to confirm the findings presented here.
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TABLE 5.1: Sizing results for single machined defects

Defect [Machined LengthMachined Depth|
L (mm) (mm)

[ 1 7 2
| 2 75 5
' 3 50 2
| 'y 50 5

The first colonies machined were numbers 4. 8. 12 and 16. They contained 2 mm
deep defects only and. therefore. were the easiest to manufacture. Data from these colonies
was imported into a spreadsheet and the scans made directly over each defect were extracted
and plotted to evaluate whether or not the defect signals for single defects might linearly
superimpose to form the patterns obtained for the colonies. The single 2 mm deep by 50
mm long defect was then manipulated within Matlab to form four colonies. artificially
mimicking colonies 4. 8 12. and 16. illustrated in Figures 5.1 through 5.6 for machined
colony 12. The signals shown in Figures 5.2. 5.4 and 5.6 were referenced to a background
level of 0 to facilitate the signal addition of the single defect matrices. Adding or
subtracting the background level associated with colony 12 does not affect the difference

measure between the background and minimum By levels.

Looking first at Figures 5.1 and 5.2, the By signal drop for defect A in colony 12 was
approximately 44 units, while the signal drop for defect A in the artificially created colony

was 48 units. Similarly, for defect B, the drop in the signal for colony 12 was 56 units as
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opposed to 52 units for the artificially created signal. Finally, for defect C, the B, signal
drops were 40 units and 48 units. respectively. While the artificially created signals
appeared to match the machined colonies reasonably well. the By signals drops did not vary
significantly from that of the single 2 mm deep defect. for any of the cases examined. Two
hypotheses were thus envisaged. Either the concept of linear superposition was valid. or the
inter-crack spacing was too large for the 2 mm deep defects to have any significant
influence upon each other. These findings warranted further investigation of linear

superposition. so a decision was made to manufacture the remainder of the colonies.

Upon completion of the machining and scanning of all of the colonies, linear
superposition was investigated in more detail. A Matlab M-file. lin_sup.m (see Appendix
C). was written utilizing the peak detection algorithm described in Chapter 4 to first locate
the defects within the machined colony scans and then manipulate the single defect scans
into the appropriate geometries to form artificial By signals. Initially. the algorithm did not
make any assumptions as to the depth of the defects. It used the lengths indicated in the B,
signals to determine which defects might comprise the colonies and then constructed
artificial signals based upon all possible combinations of 2 and 5 mm deep defects. For
example, when analyzing colony 1 (see Fig. 3.1 and Table 3.1 or Appendix A). the
algorithm recognized that based upon the lengths of the defects in colony 1 (75 mm), only
single defects having a length of 75 mm could possibly form the colony. The 50 mm long
defects were ignored because of their length. The algorithm then proceeded to construct the

eight possible artificial colonies, based upon all of the possible combinations of single
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defects 1 and 2 (refer to Table 5.1). Each of the eight artificial colonies was then compared
to the data file for machined colony 1. For each defect. a distance measure between the By
signal drop for the machined colony was compared the By signal drop for the artificial
colonies. Table 5.2 gives the results produced by this algorithm. A negative error indicated
that the linearly superimposed signal had a larger drop in the By signal level than did the
actual colony. indicating that lincar superpositicn over predicted the depth of the defect in
question. The artificial configuration best matching the machined defect signal is also given
in the table. It was obvious from the results that linear superposition was not a satistactory

technique for characterizing these colonies. as it tended to under-predict defect depth.

Although it was recognized that the field perturbations associated with neighboring

defects did influence one another. the TSC sizing tables for isolated defects. supplied with

the QFM software. were adapted to a Matlab M-file. de

ze.m (Appendix ). The defects

in the machined colonies were then si

d using these tables and compared to the results
shown in Table 5.1. The results clearly indicate significant interactions between the 5 mm
deep defects at the 15 mm inter-crack spacing used in all of the machined configurations.
Table 5.3 provides the results of def size.m. Less interaction was observed between
neighboring 2 mm deep defects. however. 2 mm deep slots with 5 mm deep neighbors were

oversized by as much as 140% (colony 14 in Table 5.3).
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FIGURE 5.1: Defect 1 B, signal from machined colony 12
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FIGURE 5.2: Defect 1 B, signal from linear superposition in the colony 12
configuration



3460

z i
€ 3440
2 L] A\ /
8 3420
9 \
< 3400 |
g 1/
3 3380 )\
& [V

3360

0 50 100 150 200

Length of scan (mm)

FIGURE 5.3: Defect 2 B, signal from machined colony 12
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FIGURE 5.4: Defect 2 B, signal from linear superposition in the colony 12
configuration
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FIGURE 5.6: Defect 3 B, signal from linear superposition in the colony 12

configuration
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TABLE 5.2: Results of the linear superposition algorithm

["Colony | Defect | Superposition of Single | Single Defect Combination with |
| Depths Defects in Colony Minimum Error if not the Actual |
| Present C Combination |
L (mm) Defect % Error Defect s Error
| 2 2 00 ]
1 1 2 2 00 i
2 2 01 |
| 5 5 02 17
|2 5 5 8 07|
L s s 44 -5
| 2 2 01 25
‘ 3 5 5 49 L3
| 3 2 -3 2 0s
| 2 2 04 i
I 2 2 -02 |
‘ 2 2 -03 |
5 5 En s -10]
I 5 5 5.1 2 27
| s 5 -5.0. 2 25
[ 2 2 4 2 10
5 5 s 31 2 39
L 2 2 12 2 09
s s 07
¥ o 2 2 05 i i
s 5 35 | |
2 2 04 |
s 2 2 0.1 {
2 0.1
s s 06 5 00
9 s s -5 2 33
s s 48 2 32
! 2 2 13 2 12
10 5 5 49 2 27
2 2 00 2 01
5 5 14 s 07
1 2 2 46 2 0.5
5 s 22 2 3.1
2 2 03
12 2 2 03
2 2 ol




TABLE 5.2: Results of the linear superposition algorithm (cont'd)

["Colony | Defect | Superposition of Single | Single Defect Combination with
Depths Defects in Colony Minimum Error if not the Actual
Present C C
(mm) Defect % Error Defect |  %Ermor
5 5 L5 B | 03
13 5 5 34 2 | 7
5 s 3.5 s | 27
2 2 10 2 ‘ 7)
1 s < 82 2 13!
2 2 03 2 02
5 5 02
15 2 2 038
5 s 26 |
] 2 2 0.4 |
i 16 2 08
| 2 2 07
5 s 18 s
17 H s 39 2
s 5 3.5 s 2.
2 2 05 |
18 5 s 35 |
! 2 2 02 i
| 5 5 NE 1
e 2 2 08 |
i 5 5 32 |
| 3 2 [IX] 2 0 7i
b0 % -0.0 2 038
| 5 5 -48 3.0]
I B s 43 2 0.0
21 s s 35 5 3.0
2 2 3.5 2 36
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Investigation into linear superposition and the TSC sizing tables did not provide
satisfactory solutions to the problem of developing a classification routine for defects within
clusters. The development of an empirical influence factor formula (which would use
parameters such as defect length. inter-crack spacing. a relative position measure to account

for crack al

nment. ¢te.) to obtain an approximate measure of the influence of a defect on

its surroundings was alse co

sidered.  Such 2 formula might then

sed in an iterative

routine for cl

ification. However. the procedure could not be pursued in any great depth
for a number of reasons. First of all. the data set available was 0o sparse to adequately
determine the influence of most parameters and sufficient funding was not available to
expand the size of the test set.  Information based upon two length values (50 and 75 mm)
would provide little insight into the influence of defect length, and a similar argument could
be made for the depth parameter.  Additionally. in order to properly examine these factors,
the data set should have first been comprised of colonies containing only two defects. Then,
upon analysis of that data. three defect groupings could be considered. and so on. Finally.
the data. in its present form. relates to defects having flat-bottomed profiles. [t may be a
tutile effort to develop a characterization routine for a defect geometry which is rarely

observed in practice.

Another possible approach would have been an investigation using the theoretical
equations developed at University College London for sizing isolated defects. in an attempt
to relate them to multiple crack groupings. This option was not pursued as these equations

are proprietary information.
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Rather than ing to develop the defect ification algorithm further with this

limited data set. it was decided to study the information provided in Tables 5.2 and 5.3 in an
effort to gain an improved understanding of the manner in which multiple defect signals

interact.

Close examination of the lincar ition and sizing Jata for colonies containing
only 2 mm deep defects revealed important observations. [t appeared that at the 15 mm
inter-defect spacing. the parallel 2 mm deep defects were sufficiently remote as not to

significantly affect the By signal drop of neighboring defects. This was apparent in colonies

1. 4. and 8. where the linear superposition algorithm regenerated the ACFM signals with a
maximum error of only 0.4%. This translated to a maximum error in sizing on the order of
0.3 mm. Colonies 12 and 16 also contained only 2 mm deep defects but the configurations
contained overlapping detects. In those colonies the error in regenerating the signals

increased to 0.8%. which while ing quite small. lated to an over iction in

defect depth up 10 0.9 mm. This suggested that overlapping of crack ends may affect si

results.

To further investigate the relationship between defect depth and field perturbations.
By scans of single 2. 3. 4 and 5 mm deep slits were examined (all 50 mm long). The results
were quite interesting., The 2 mm deep defect appeared to cause perturbations in the field up

to 12 mm on either side of the slit. This was consistent with the observation in colonies 1.

4 and 8. The 15 mm inter-defect spacings used in the colonies appeared to have negligible
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affect on sizi

g as the centerline of the slots were 3 mm beyond the range of the
perturbations. For the 3 mm deep slot. the field perturbations extended to about 14 mm
either side of the slot. For the 4 mm slot. field perturbations increased to 16 mm and for the
3 mm slot. the perturbations extended to about 18 mm. Thus. for every one millimeter

increase in depth. field ions extended i two additi illi

farther from the defect. An empirical relationship was developed to predict this distance as

a function of crack depth for the 5 mm probe:

d =2 -8 (3.1
Where: d « distance either side of crack (mm)
a : crack depth (mm)

The same exercise was repeated using the microprobe.  The extent of the field
perturbations was found to be two millimeters less on cither side of the defect than for the
pencil probe. This suggested the following revision to Equation 3.1 for the microprobe:

d=2-6 (5.2)

At this stage. Equations 5.1 and 5.2 can only be considered valid for parallel defects.
As previously discussed in relation to colonies 12 and 16. the overlapping of the ends of’
defects appeared to add an additional influence into the relationship. which increased the

perturbation effects.

Itappeared that defect length had little influence on the crack depth field perturbation
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relationships from Equations 5.1 and 5.2. Examining the scans of the single 2 mm deep by
75 mm long defect and the 5 mm deep by 75 mm long defect indicated the same extent of
field perturbations either side of the defects as noticed for the shorter slots. These
observations may only be valid for certain length and depth ranges and should be

investigated further on semi-elliptical defect profiles of a variety of lengths.

The largest errors in lin_sup.m and def_size.m occurred when the 5 mm deep detects
were present. This was seen to lead to gross over predictions for the depth of neighboring
detects and usually lead to improper classifications using the linear superposition technique.
Again. it was apparent that the decper the detect, the greater its influence on the surrounding

AC field.

Another point of interest arose when comparing colonies 5. 9 and 13. which all
contain similar 5 mm detects at varying degrees of overlap (Fig. 5.7). In colony 9. all of the

defects were fairly remote from one another and the sizing algorithm reflected this as defect

depth predictions were fairly close to the expected prediction of 3.1 mm for a single 5 mm
deep tlat-bottomed defect. Looking to colony 3. there appeared to be cancellation effects as
the rise in the By level at the ends of the defects lead to a significant under prediction in
sizing results. In the colony 13. which had overlapping defects. the sizing error switched
from an under prediction of defect depth to an over prediction. These findings suggested that
the superposition of By signals was not necessarily additive, but may also have involved

cancellation effects related to defect positioning.
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FIGURE 5.7: Configurations of Colonies 5, 9 and 13
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TABLE 5.3: Results of the sizing Algorithm on the ined defect

[ Colony Defect Isolated Defect Sizing_| _ Percentage Difference |
Length Depth Length | Depth Length Depth
- | om Com | om | om0 )

A 75 24 672 24 30 00

1 B 7% 25 672 24 30 40
c | 75 | 23 672 24 30 7.&‘

A 75 44 74 31 63 205

2 B 75 53 714 31 63 415
c 5 | 5 46 | ma | 31 63 326

A 50 2 24 430 09 00 625

3 B 50 5 31 430 31 00 00
c 50 2 | 18 430 | 09 o0 500

A 50 2 12 430 09 00 250

4 B 50 2 08 430 09 00 00
6 I 430 0s | 430 09 | 00 00

A 50 5 430 26 430 31 00 192

5 B 50 5 430 20 430 31 0.0 -55.0
¢ 50 5 430 25 30 | 31 | 00 240

A 50 2 451 16 430 09 a7 438

6 & 50 5 451 27 430 31 ar 148
© 50 2 451 15 430 oo | a7 400

A 50 5 430 31 430 31 00 00

7 8 50 2 430 18 430 09 00 500
c so | 5 | 40 | 32 | 430 | 31 00| 31

-



TABLE 5.3: Results of the sizing Algorithm on the machined.defect colonies (cont'd)
_‘,

ntage Difference

" Colony__|__Defect Machined Features | _ Golony Sizing Results | _ Isolated Defect Sizing | _Percer
Length Depth Length | Depth Length Depth Length Depth

om | om | om | m | em | em | ] 0

A 50 2 451 12 430 09 a7 250

8 B 50 2 451 10 430 09 47 100
c 50 2 | 451 11 430 | o9 | a7| 182

A 50 5 430 31 430 31 00 0.0

9 8 50 5 430 25 430 31 00 240
c s | 5 | 430 | 26 | 430 31 00 192

A 50 2 451 15 430 09 47 40.0

10 B 50 5 451 24 430 31 47 -292
g 50 2 451 | 12 | 430 09 a7 250

A 50 5 430 29 430 3 00 59

it 8 50 2 430 17 430 09 00 47
c 50 5 _ 430 26 | 430 3 | 00 -19.2

A 50 2 | 451 12 430 09 a7 250

12 B 50 2 451 18 430 08 47 50.0
c 50 2 . 451 16 430 [ 09 J— ¥ 438

A 50 s | 451 36 430 31 a7 139

13 B 50 5 a51 49 430 31 a7 36.7
c 50 s | 451 36 | 430 31| a7 ﬁ‘

A 50 2 451 24 430 09 47 625

14 B8 50 5 451 30 430 31 a7 -33
c 50 2 | 451 L 18 _430 09 47 50,0

Pk



TABLE 5.3: Results of the sizing Algorithm on the machined defect colonies (cont'd)

__Colony Defect Machined Features |  Colony Sizing Results Isolated Defect Sizing | _Percentage Difference |
Length Depth Length Depth Length Depth Length Depth

. (mm) (mm) | (mm)_ (mm) (mm) (mm) (%) (%)
A 50 5 451 36 430 31 47 139

15 B 50 2 451 33 430 09 a7 727
| c 50 5 | as1 a7 430 31 a7 16.2
A 50 2 451 16 430 09 47 438

16 B 50 2 451 15 430 09 a7 400
c 50 2 451 | 15 | a0 | 09 | a7rf 400

A 50 5 476 33 430 31 97 6.1

17 B 50 5 476 33 430 31 97 61

c 50 5 476 32 430 31 97| 31

A 50 @ 451 22 43.0 09 47 59.1

18 B 50 5 451 29 430 31 47 69

c 50 2 | 451 16 430 09 | a7l 438

A 50 5 451 29 430 31 47 69

19 B 50 2 451 21 430 09 47 571

c 50 5 | 451 30 430 31 a7 33

A 50 2 430 16 430 09 00 438

20 B 50 2 430 18 430 08 00 500

c 50 5 430 | 24 430 | _oo| 292

A 50 2 451 21 430 09 a7 571

21 B 50 5 451 32 430 31 a7 3

[ 50 5 451 31 430 31 47 00

% i



5.2 SCC Suzing

No attempts were made to size individual stress corrosion cracks located within dense
colony clusters. However. three of the more isolated defects were sized using three different
probes and the pipe specimens were sectioned to verify the ACFM sizing results. The results

are shown in Table 5.4.

TABLE 5.4: Sizing p for i stress ion cracks
[ ACFM Sizing results (mm) Actual Defect ‘
Defect Microprobe Pencil Probe | Weld Probe Dimensions (mm) |
i Depth | Length | Depth | Length | Depth | Length | Depth | Length |
| 33 93 29 9.3 31 83 3.09 13.0]
) 69 174 72 174 6.5 172 3.62 19.0]
3 20 123 17 123 1.8 118 1.98 110!

In the case of cracks | and 3. the depth estimates were quite reasonable withina 0.3
mm range. The depth estimate for the second crack was almost double that of the actual
defect size. Upon further investigation. it was discovered that defect 2 actually grew at an
angle that was not normal to the surface of the pipe wall. The value recorded as the actual

depth of the defect. was the actual through thickness depth, which would be used in a

fracture i The value d using ACFM was the slanted depth of

the defect a common ph with ic NDT i While the

measurement provided by ACFM was consistent with ACFM theory (measurement of AC
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field flow around the crack). it had not been anticipated that SCC defects grew at an angle
other than normal to the surface of the material. This issue would have to be addressed by

future sizing algorithms to allow for accurate fracture mechanics assessments.
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CHAPTER 6: CONCLUSIONS AND

RECOMMENDATIONS FOR FUTURE
WORK

While it appears that the goal of adapting ACFM to the detection of SCC damage in
natural gas transmission pipelines can be achieved. a number of obstacles remain to be
overcome before individual defects within colony clusters may be characterized. Such
factors can only be addressed in a larger scale research program involving larger data sets and

increased funding

The use of the ACFM probes with both 5 and 2 mm pick up coils (pencil probe and

p! that current technol has the ility of detecting SCC

clusters. however, it will not provide as accurate an image as MPI since signals from closely
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spaced cracks can superimpose to appear as one single defect. Both NDT techniques

working in conj ion could speed up i ion time, using ACFM to identify the exact
crack locations without the need for extensive surface cleaning, then following up with

localized cleaning and MPI.

The pencil probe. having larger pick-up and induction coils offered a better signal to
noise ratio. while the smaller coils in the microprobe had provided better resolution. Future
development of array probe technology using a large induction coil and 2 mm (or smaller)
pick-up coils may provide an SCC probe with both a good signal to noise ratio and

acceptable resolution.

Methodologies for automating the detection of defect signals were successful. When
sizing weld fatigue cracks, the ends of a crack are identified from a peak and trough in the
B, field component (see Fig. 2.4) resulting from the curvature of the induced AC field around
the crack ends. The peak detection algorithm was adequate in identifying both the machined
and real defects cluster used in the research. It will demonstrate its true potential when
assessing meters of data from large diameter pipe in the field. Applying the autocorrelation
function to defect signals appeared effective in identifying cracking, but was very demanding
on computer processing power. The peak detection routine described in Chapter 4 was much
more efficient, reducing processing time from 25 minutes, for the autocorrelation function,

to 2 minutes on the same data.

e



For the 21 machined colonies containing a total of 63 defects, only one defect was
missed using the initial threshold criteria in the peak detection algorithm. The defect was
later identified with an adjustment to the criteria. The same detection algorithm also
functioned well for natural SCC present in the pipe wall sections. While probe resolution
was not sufficient to distinguish between all defects within clusters. the majority of the SCC

sites were readily identified.

The ability of ACFM to detect cracking through non-conductive coatings up to 5 mm
in thickness is an attractive feature as pipelines most susceptible to SCC damage are those
coated with PE tape. Typically as the lift-off of the probe is increased. the signal strength is
decreased, however, as documented in Chapter 4, a 5 mm pencil probe is able to detect SCC

through 1.7 mm of PE tape without a loss in signal strength.

The test set used in this research provided insufficient information to develop an
algorithm to accurately size defects within clusters. In addition. the flat-bottom profile of
the machined defects was not representative of the semi-elliptical shapes usually observed
in practice. Significant information was acquired which will be useful in designing a
characterization routine in the future. First of all, the superposition of defect signals is not
linear. The linear superposition algorithm will likely under predict the extent of damage in
aregion. Secondly, the influence of a defect on AC field perturbations is proportional to the
depth of the defect (refer to Eqn’s 5.1 and 5.2). Thirdly, the relative position of defects

within a colony has a significant influence on the measured AC field perturbations as parallel
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defects of equal length seemed to affect the ACFM signals differently than defects with

overlapping ends.

Sizing of two larger cracks in the SCC clusters resulted in depth estimates within 0.3
mm of the actual depth while slightly under predicting crack length. The use of MPI was
able to verify the actual crack length. The depth of a third crack was over predicted because
it propagated through the pipe wall at an angle of about 45°. When defects grow at some
angle other than normal to the pipe surface. the tendency for ACFM is to measure the slanted
depth of a defect, as opposed to the through thickness depth, leading to conservative depth
estimates. This phenomenon will have to be addressed in future work to improve the
reliability of sizing predictions. It may be possible to overcome this effect with more

detailed modeling of AC field ions or the use of i v NDT tech:

(i.e. shear wave UT or el ic acoustic ission probes).

In order to accurately evaluate the effects of parameters such as defect length. defect
depth. defect location and inter-crack spacing. sample sets must be designed so that all
variables. except the variable being observed, remain constant. The ACFM signal
interactions of two neighboring defects should be thoroughly evaluated before moving on to
larger groupings. A larger sample of real SCC colonies in pipe wall sections is required and

allowances have to be made for detailed sectioning of these specimens to study colony

and their i on AC field p



Access to the theoretical model developed at University College London for
predicting the magnetic field perturbations associated with an isolated semi-elliptical surface
crack could be useful when developing a characterization algorithm. This model may

provide insight into defect signal interactions.

The usc of ACFM probe configurations other than those commercially available.
should also be investigated. One possible configuration, which would likely yield useful
results. would be an array of 2 mm pick-up coils with a large induction coil. This
arrangement may result in a more sensitive probe with a higher signal to noise ratio. The
current 2 mm probe design incorporates a small induction coil to reduce “free edge™ effects.

but edge effects are never encountered when scanning continuous pipe walls.

Upon completion of future research into the development of refined detection and
sizing algorithms. ACFM’s role in the pipeline integrity industry’s SCC management
programs could be vital. After identification of a potential SCC site using an ILI tool and
subsequent excavation of the site. ACFM could be used to inspect the suspect location prior
to any significant surface preparation work and confirm the exact location of the anomaly.
Current procedures require extensive and costly cleaning of an entire joint as the locations
identified by ILI tools are not precise. Once identified, the defect location could be cleaned
and MPI performed so that a photograph of the cluster could be taken for permanent record
keeping. An ACFM SCC sizing algorithm could then identify the depth of cluster and the

appropriate repair could be made.
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APPENDIX A

MACHINED DEFECT COLONY CONFIGURATIONS
AND ACFM ScANs

NOTE:

The plates used for the machining of the defect colonies were 200 mm by 400 mm and
made form mild carbon steel.
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APPENDIX B

SAMPLE OF SCANS FROM NATURAL SCC
COLONIES
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This appendix contains samples of scans taken of natural SCC colonies that
correspond to the scan area shown in Figure 4.11 (presented again below). The data files
shown in Appendix A provide valuable insight into the influence of defect depth and position
on AC field perturbations. The research project did not advance to the stage where similar
conclusions could be drawn from natural colonies and presenting the scans from all of the
colonies was not deemed necessary. Instead, representative samples of the B, scans are
shown here to compare the signal to noise ratio and resolution of the pencil probe and

microprobe.

Length of Scan Area
(mm)

200 T

00 e
105 115 125 135 145 155

| ‘Width of Scan Area (mm)

FIGURE 4.11: MPI results of a section of SCC affected pipe wall
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Microprobe Data
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APPENDIX C

QuICKBASIC PROGRAMS AND MATLAB M-FILES
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PROGRAM: SCAN.BAS

Purpose: Used to control the X-Y frame and data acquisition for the machined defect colonies

. XYCUTT routine for ACFM Probe ¥
. Main Program Body .
'SINCLUDE: ‘CBBI' * Mandatory INCLUDE file to access default

* parameter values

DECTARF SUR pe2 I reset (address®a
DECLARE SUB PC2loutput (CMDS, address®s)
DECLARE SUB PC2lout (chas$. address®s)
DECLARE SUB PC21input (address%, Status$)
DECLARE SUB menu (ADDY(), ax$())
DECLARE SUB xaxis (address%)

DECLARE SUB yaxis (address®o)
DECLARE SUB scan (ADD())

DECLARE SUB convert (number]

DECLARE SUB gohome (address®s)
DECLARE FUNCTION movedone (address®a)

cLs
PRINT "
3 ACFM SCAN PROGRAM Ly
¢ JULY 199 L
. by .
. L. Blair Carroll -

RINT
PRINT "NOTE: This program was written for a 386 processor. Delays may have”
PRINT" 1o be modified for faster machines™
PRINT
PRINT " press <SPACE= to continue”
PRINT
PRINT
PRINT

DO UNTIL INKEYS$ =" *: LOOP

* Dimension appropriate arrays

ADDY) ... address amay for controller cards
DIM ADD(2)
DIM axS(2)

* xeaxis
* yeaxis

* The following list of variables are use to keep track of addressing and
* the Control Byte
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CONTROL =96 " the normal state of the control byte (only bites § and 6
' high)

STOPPE
CRASH

*a mask for testing status bit 1 (is the motor moving)
*a mask for handling control bit 2 (to signal the *Board
* Monitor" to time out or nol
LOADRDY =4 *a mask for testing status bit 2 (ar move parameters
loaded (load and go mode))
INTACK =8 'a mask for handling control bit 3 (to signal “Interrupt
* Acknowledged" or not
MESSAGE =8 " amask for testing status bit 3 (is a response waiting in
output data buffer)
IDBREADY = 16 *a mask for handling control bit 4 (10 signal “Command Byte
* Ready in IDB or not") also a mask for status bit 4
(is the Input Data Buffer ready for command byte)
* a mask for handling control bit 5 (1o signal "Restart
Board Monitor” or not) also a mask for status bit
5 (has the PC21 suffered a processing failure)
INTERRUPT =64 ' a mask for handling control bit 6 (1o signal "Clear
" Interrupts” or not) also a mask for testing status
bit 6 (has the PC21 generetaed an interrupt)
RECEIVED = 128 * 2 mask for handling Lonlmi bit 7 (10 signal "Message
Received form ODB" or not

Set up emergency stop key = <exc>
PRINT "Defining emergency stop as <esc>

KEY 15, CHRS(0) + CHRS(1)
ON KEY(15) GOSUB EmerStop
KEY(15) ON

PRINT "d
FORj=1 70 30000, NE

Raening oors
FOR axis =1 T0 2

ndduﬁ o = ADD(axis)
PRINT "Resetting " ax$(axis); "-axis stepper motor indexer.
CALL pe2lreset(address®) ' reset indexers
CMD! X0 STI " 'normal mode. zero position. energize
CALL PC21output(CMDS. address®)
* decnergize motor windings

PRINT “done."
FOR j = 1 TO 30000: NEXT j
NEXT axis

* Set initial position of motors to home
PRINT " Setting x-axis home position ....".
address®% = ADD(1) ' x-axis

CMDS$ =" PZ X0 "

CALL PC2loutput( CMDS. address%)

* send step counter reset

FOR i = | TO 100000: NEXT i

PRINT "done”

-151-



PRINT " Scn\ng\ -axis home position ...
address' D vans

CMDS$ I’Z

CALL PcuumpuuCMDs address?%)
* send step counter reset

FOR 1 = | TO 100000: NEXT
PRINT “done”

FORj = 1 [0 40000: NEXT j

* Provide the user with the option of repositioning the mators or
* running the preset scanning patter of the probe with user specified
*velocity and displacement parameters

CALL menutADD( ). axS())

END

EmerStop
FORavis= 1102
address®o = ADD(asis)

CMDS =
L'\Ll PC2loutput(CMDS, address®ol
NEXT axi
PRl\Y"””'”'” EMERGENCY STOP INITIATED
RETURN

SUB gohome (addresso)
* determines position relative to home postuion and then sends axis home

SHARED Status$
DO: LOOP UNTIL movedone(address®a)  * wait until move is finished

FOR

TO 100000: NEXT §  pause

DO

CMDS =" X1" * ask for position
CALL PC2loutput(CMDS, address°s)
CALL PC2linput(address®e. Status§) * retrieve position

I IhSTR(Smm)S "+) S OTHEN " check if positive
- * set move negative

m
ELSEIF rN\TR(SxamsS ") © 0 THEN  check if negative
sign$. * setmove positive

LOOP UNTIL ready
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disp$ = MIDS(Status$, 3. 8) ' trim displacement string

IF disp$ < "00000000" THEN
CMDS =" MN D" + sign$ + disp$ +" V2 A10G "
CALL PC2loutputCMDS, addressa) " send instruction
DO: LOOP UNTIL movedonetaddress®s) ' wait until move is finished

PRINT *___ the motor is already home."
FOR i =1 TO 10000; NI
D IF

ENI
END SUR
SUB menu (ADDY ), ax$())

SHARED CONTROL. STOPPED, CRASH, LOADRDY. INTACK, MESSAGE, IDBREADY
SHARED FAULT. INTERRUPT, RECEIVED

CLs

PRINT "MENU OPTIONS"
ition x-axis using the arrow key

PRINT "3) Select velocity and displacement parameters and begin scan”
PRINT "3) Reset Inde
PRINT "5) Set current x-axis position as home”

= poson = ham

PRINT "8) Send y .m:humc
PRINT "9) Quit"’
INPUT "Select the number of the desired option... ", opt

SELECT CASE opt

CASEIS
CLs
.\sldr:ss' =ADD(1)
PRINT "REPOSITION X-AXIS"
PRINT “For rapid movement use the left and right arrow keys "
PRINT "For small increments use <INS> and <HOME>"
PRINT "To KILL motor use <SPACE>"
PRINT "When Finished hit <RETURN>"
CALL xaxis(address®s)

1

CASEIS
cLs
addres
PRINT "REPOSITION Y-AXIS"

PRINT "For rapid movement use the up and down arrow keys."
PRINT “For small increments use <PGUP> and <PGDN>"
PRINT "To KILL motor use <SPACE>"

PRINT "When Finished hit <RETURN>"

CALL yaxis(address?)

CASEIS=3
CLS
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PRINT "PROBE SCAN ROUTINE INITIATED"

PRINT

PRINT

INPUT "IS THE PROBE POSITIONED PROPERLY (y or n)....*. check§

IF checkS =
CALL scanmm)m

ELSEIF check$ = "n" THEN
PRINT

PRINT

PRINT "Reposition probe before proceeding”
PRINT "hit <space> to continuc”

DO *: 100!

L INKEYS

L menu(ADD(). axS())

C

END IF

CASEIS =4
CLs

Resetting motors
anis=1T02
address®s = ADD(ax1s)

T "Resetting *; axS(axis); *-axis stepper motor indexer
reset indexers

b ‘normal mode, zero position, energize
CALL PC2loutput(CMDS, address®o)

* energize motor windings
PRINT “done."

NEXT avis

present X-axis position as home
“ Setting v-axis home position
ADD! DU) s

PZ X
CALL pmompuumm address?a)
end step counter reset
FOR = 1 TO 100000 NEXT 1
PRINT “done”

* Setting present y-axis position as home
PRINT " Seting y-axis home position
address?o = ADD(2) ' y-axis
CMD! 2. X0
CALL PC210utput(CMDS, address®)
* send step counter reset
FOR i = 1 TO 100000: NEXT i
PRINT "donc”

CASEIS=7
cLs

* Sending x-axis home

address®% = ADD(1) *veaxis
PRINT "Sending x-xis to home pasition.”
CALL gohome(address®)

FOR i = | TO 100000: NEXT i
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CASEIS=8
CLS

yeaxis
PRINT "Sending y-axis to home position.”
CALL gohome(address®)

FOR i = | TO 100000: NEXT i

CASEIS=9
Do

PRINT

PRINT

PRINT

PRINT "MAKE SURE PROBE HAS BEEN RETURNED TO HOME POSITION!!111*
INPUT "DO YOU REALLY WISH TO QUIT (y OR n)? ", quit$

IF qul(S ="y" THEN

[Lss quuS
i

EXIT DO
ENDIF
Loop

CASE ELSE
CLS
END SELECT
CALL menu(ADDY). ax$())
END SUB

FUNCTION movedone (address?o)

* check t0 see f indexer has stopped sending pulses to the motor
if the motor has stopped a logical true (-1) 15 retumed

“if not a logical false (0) 1s returned

SHARED CONTROL. STOPPED. CRASH. LOADRDY, INTACK, MESSAGE. IDBREADY
SHARED FAULT. INTERRUPT. RECEIVED

" request move status
lnulplﬂ[LMDS address®s)
FOR i =1TO 1000: NEXT i

CALL PC2linputtaddress’, Status$)
Status$ = UCASES(Status$)

IF (INSTR(Status$, "R")) = 0 AND (INSTR(Status$. "S")) = 0 THEN

END FUNCTION

SUB PC2finput (address?%. Status$)
retrieves response of the indexer of the speciifiied axis and forms a

-155-



* string

SHARED CONTROL. STOPPED, CRASH. LOADRDY. INTACK. MESSAGE. IDBREADY
SHARED FAULT. INTERRUPT. RECEIVED

Staws$ =" " clear siring

0
BYTE = INP(address®o + 1)

IF (MESSAGE AND NOT BYTE) THEN
EXIT DO
ELSE
answer®o = INP(address®a)
OU 1 address*s + |, (CUNTRUL OR RECEIVED)

BYTE = INP(address®a + 1)
LOOP WHILE (MESSAGE AND BYTE)
OUT address?s + |, (CONTOL AND NOT RECEIVED)
char§ = CHRS(answers)
Stats$ = Statws$ - char§.

FOR i = | TO 10000: NEXT ¢
END IF
LOOP UNTIL char$ = CHRS(13)

END SUB

SUB PC21out (charS, address®s)

. PC21 Output: Stage 2 £

SHARED CONTROL. STOPPED. CRASII. LOADRDY. INTACK. MESSAGE. IDBREADY
SHARED FAULT. INTERRUPT. RECEIVED

DO
BYTE = INP(address®o = 1)
LOOP WHILE IDBREADY AND NOT BYTE

OUT address®a. ASC(char$)
OUT address®o + 1. (CONTROL OR IDBREADY)

Do

BYTE = INP(address?o + 1)

LOOP WHILE IDBREADY AND BYTE

OUT address% + 1, (CONTROL AND NOT [DBREADY)
END SUB

SUB PC21output (CMDS, address®a)

. PC21 Output: Stage | *

SHARED CONTROL, STOPPED, CRASH, LOADRDY. INTACK, MESSAGE. IDBREADY
SHARED FAULT. INTERRUPT, RECEIVED
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FOR i = | TO LEN(CMDS)
char$ = MIDS(CMDS. i. 1) “isolate each character in command
* siring 1o send to PC21
CALL PC2louticharS. address®)
*send

character 1o PC21

NEXTi * repeat for next character

char$ = CHRS(13) * send carmiage retur to signal
* end of command

CALL PC21out(char$. address®)

END SUB

SUB pe2rexet (address?
* the following subprogram allows the “Board Monitor” to timeou, reset
*the PC21, and then the restart the Board Monitor Timer

SHARED CONTROL. STOPPED. CRASH. LOADRDY. INTACK, MESSAGE, IDBRFADY
SHARED FAULT. INTERRUPT. RECEIVED

1. (CONTROL OR CRASH) * control bit 2 high
s~ 1. (CONTROL AND NOT CRASH)  * control bit 2 low

FOR Y = | TO 10000: NEXT * wait for BMA
OUT address®s - 1. (CONTROL AND NOT FAULT)  * control bit § low
OUT address®s + 1. (CONTROL OR FAULT) * control bit $ high
FOR i = 1 TO 10000: NEXT * pause
END SUB
SUB scan (ADD()

SHARED CONTROL, STOPPED, CRASH, LOADRDY. INTACK. MESSAGE, IDBREADY
SHARED FAULT. INTERRUPT. RECEIVED, CurCount&., Curlndex&

CONST BoardNum = 0 * Board number
CONST NumPoints = 1050 * Number of data points 1o collect

DIM ADData*«NumPoints) ‘dimension an array 10 hold the input values

* Set up the appropriate motion parameters for the x and y axis
* of the scan patter

INPUT "Desired x-aws travel (mm).... ~, unv

INPUT “Total desired y-axis travel (mm) .~

INPUT ~Scparaion of cach scanpas [eter O for sinle pass] (mm)
PRINT

PRINT "Allowable velocity range: 0.05 ln 50 mms™
INPUT "Desired scan velocity (mms).... ", vel

IF vel < 05 OR vel > 50 THEN * check velocity
PRINT "VELOCITY VALUE OUT OF RANGE"
FOR i = 1 TO 50000: NEXT i
CALL scan(ADD())

ELSE

END IF

PRINT
PRINT "Allowable acceleration range: 0.01 to 200 mnvs*2"
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INPU'

Desired acceleration (mm/s"2)...

L ace

IF acc <01 OR acc > 200 THEN * check acceleration
PRINT "ACCELERATION OUT OF RANGE"

FOR i = | TO 50000: NEXT
CALL scan(ADD())

ELSE

END IF

PRINT

INPUT Pm\vde the data file name ( DAT' automatically added). *. Basename$
INPUT "Provide the date. ", die§

T "Provide the ume. ", tme§.

INPUT “Provide the Plate Number. *. pltno$.
ELSE

END IF

PRINT

INPUT "Have you input the parameters properly (y or n).. ", check

IF cheek§ THEN

IF 1le$ = "v" THEN

OPEN Basenames - " DAT" FOR APPEND AS #1

ACFM Data Fi
WRITE #1. Nm§
WRITE #1. Basename$
WRITE #1. die§
WRITE 71, tme§
WRITE #1. plino$
WRITE #1,
LLSE
END IF

PRINT
PRINT “Then hit <SPACE> t0 begin scan”
DO UNTIL INKEY' Loor
cLs
PRINT "SCANNING"
ELSE
cLs
CALL pe2lresetiaddress®o)
CALL scan(ADD())
END IF

* Convert mm to number of steps
xmove = INT(xtrav * 1968.50394#) * change to microsteps
ymove = [NT(yspace * 1968.50395#) * change to microsteps

" yspsce =0 THEN " no of scan passes
passes

ELSE
passes = INT(ytrav / yspace) + |
D IF

velocity =(.196850394% * vel) / 2.392 ' change to revis
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accel = (.196850394# * acc) * change to revis™2
dispx$ = LTRIMS(STRS(xmove))

* change numbers (0 strings for output to
dispy$ = LTRIMS(STRS(ymove))

* indexers

IF velocity < | THEN * trim velocity string 1o indexer format
vel§ = LEFTS(LTRIMS(STRS(velocity)), 4)

ELSE

velS = LEFTS(LTRIMS(STRS(velacity)). 5}
ND IF

accel$ = LEFTS(LTRIMS(STRS(accel)). 4)
trim acceleration string to indexer format
" Send velocity and acceleration to indexers
FOR1=1T02
address®a = ADD(i)
CMDS =" MN V" « vel§ +* A" + accel$ = *

CALL PC2loutput(CMDS, addressa)
NEXT i

* Move the prohe and scan
FOR j = 1 TO passes

“SSTATIC
* Declare UL Revision Level

ULStat®e = cbDeclareRevision(CURRENTREVNUM)

* Initiate error handling
activating error handling will trap ervors like

* bad channel numbers and non-configured conditions.
Parameters

PRINTALL  all warnings and errors encountered will be printed
DONTSTOP

ifan error is encountered. the program will not stop.
errors must be handled locally

ULStat®s = cErrHandling? « PRINTALL. DONTSTOP)
IF ULStat®e <> 0 THEN STOP

1 cbErHandling® is set for STOPALL or STOPFATAL during the program
* design stage. Quick Basic will be unloaded when an error is encountered.

* We suggest trapping errors locally until the program is ready for compiling
10 avoid losing unsaved data during program design. This can be done by

* setting cbErrHandling options as above and checking the value of ULStat%
*after a call to the fibrary. If it is not equal to 0. an error has occurred.

“set up the display screen
cLs

PRINT "Samples are displayed for user to visually verify data is being collected."
PRINT
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“Collect the values with cbAInScan®) in BACKGROUND mode. CONTINUOUSLY
* Parameters:

* BoardNum the number used by CB.CFG to describe this board

LowChan®  :the first channel of the scan

HighChan®% the last channel of the scan

Counté the total number of A/D samples to collect

Rate&  sample rate in samples per second

Gaina the gain for the board

ADData%  :the array for the collected data values

Options®s data collection options

LowChanta =0

umPoints * total number of data points to collect
100 * sampling rate (samples per second)
BACKGROUND + CONTINUOUS » CONVERTDATA ~ SINGLEIO
* collect data continuously in background
* retum data as 12-bit values
Gain®a = BIPIOVOLTS * set the gain

ULStat*e = chAlnScan® n(BualdNum LowChan®s, HighChan®s, Count&, Rate&. Gain®s. ADData®s(0). Options®e)
IF ULStat% = 84 1
PRINT "The CONV [RT option cannot be used with 16 bit convertors. Set Options®s to NOCONVERTDATA
STOP "Change Options®e above to NOCONVERTDATA (Options? = 01
END IF
IF ULStat®s <> 0 THE!

sToP

X0 = CSRLIN
Yoo = POS()

addresss = ADD(1)
CMDS =" MN D-"  dispx$ - * G "
CALL PC2loutputt CMDS. address® o)

“duning the BACKGROUND operation. check the status, print the values
DO * wait until move is finished

CurCount&  current number of samples collected
Curlndex& :index to the data butfer pointing to the last value transfirred

ULStat®s = cbGetStatus%( BoardNum, Status®e, CurCount&:, Curlndex&)
IF ULStat®s < 0 THEN STOP

1F Status®o = RUN’NING THEN

LOCATE %

PRINT USING "Data Point: ###### ", Curlndex&:

IF Curlndex& >= 0 THEN

PRINT USING " Value: ######". ADData%(Curindex&):
END IF
END IF

LOOP WHILE Status% = RUNNING AND NOT movedone(address%)
PRINT

‘the BACKGROUND operation must be explicitly stopped
* Parameters
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BoardNum :the number used by CB.CFG to describe this board

ULStai® = cbStopBackground?a BoardNum)
IF ULStat% <> 0 THEN STOP

PRINT
PRINT "Sean pas passes; “complete ”
FOR k = 1 TO 10000: NEXT k * pause

CMDS =" MN D=" + dispx§ +" G *
CALL PC21output(CMDS. address”:

DOV 1 OOP IINTH . movedonel address®a) * wait until move is finished
FOR k = 1 TO 10000: NEXT k * pause

address®a = ADD()

CMDS =" MN D-" + dispy$ +* G "

CALL PC21output(CMDS. address®)
DO: LOOP UNTIL movedone(address®s) * wait until move is finished
FOR k = 1 TO 10000: NEXT k * pause

* Write data to data file
IF eS = "v" THEN
WRITE #1100 lag marker for scan separation

FOR m = | TO NumPoints
WRITE #1. ADData®sm}

10 continue”
TIL INKEYS = * " LOOP

* close data file
CLOSE #1

CALL gohome(172)
END SUB
SUB xaxis (address?s)

SHARED CONTROL. STOPPED, CRASH, LOADRDY, INTACK. MESSAGE, IDBREADY
SHARED FAULT. INTERRUPT, RECEIVED

* Set up keys

IS = CHRS(0) + CHRS(75)
rght$ = CHRS(0) + CHRS(77)
inst§ = CHRS(0) + CHRS(82)
hm$ = CHRS(0) + CHRS(71)

spacebar
fims = CHRS(13)
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done =0

DO UNTIL done
kbd$ = INKEYS
SELECT CASE kbd$
CASEIS = 1§
" move left
CMDS$ =" MC H- VI A20G "
CALL PC21outpuy(CMDS. address®e)

done
FOR i =1 TO 10000: NEXT i

CASE IS = rght§

m$

move slowly right

CMDS =" MC H+ Vi A20G "
CALL PC2loutput( CMDS, address®a)
0

CALL PC2loutputt CMDS. address®e)
done = 1

CALL PC2loutput( CMDS. address®o)

done = |
CASE ELSE
CMDS="§"
CALL PC21output(CMDS. address®
done
END SELECT
Loor
END SUB

SUB yaxis (address%)

SHARED CONTROL. STOPPED, CRASH. LOADRDY. INTACK. MESSAGE, IDBREADY
SHARED FAULT. INTERRUPT. RECEIVED
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address®o = 772

*Setup keys
CHRS(0) + CHRS(72)
HRS(0) + CHRS(80)
peup$ = CHRS(0) - CHRS(73)
pgdnns CHRS(0) + CHRS(81)

rlmS CHRSU))
done =0

DO UNTIL done = |
Kbd$ = INK

*move in

CMDS$ =" MC H+ V3 A20G "
CALL PC2loutput(CMDS. addresss)

0
FOR 1= 1 TO 10000: NEXT i

CASE IS = dwn$
move ou
CMDS =" MC H-V3 A20G "
CALL PC2ioutput(CMDS. address”s)
done =0

FOR 1 =1 TO 10000

Ti

CASE IS = ppup$

mose slowly in

CMDS =" MC H+ V1 A20G

CALL rcmumuu: MDS. address®o)
done =
FOR

—l TO 10000 NEXT ¢

CASE IS = pgdwn$
* move slowly out
CMDS =" MC H- V1 A20G "
CALL, PC2loutput(CMDS, address®s)
done
FOR Y

1 TO 10000: NEXT i

(ASF lS = sp ebalS
DS

CALL PC"luulpul(CMDS address%)
done =

CASE IS = nrn$.
MD$="S5"
CALL PC2 loutput(CMDS, address%)
done =1

CASE ELSE
CMDS
CALL PC2loutput(CMDS, address®)
done =0
END SELECT
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LooP
END SUB
PROGRAM: PIPESCAN.BAS

Purpose: Used to control the X-Y frame and data acquisition for the pipe wall section scans

XYCUTT routine for ACFM Probe .
Main Program Body .

‘SINCLUDE: ‘CBBI ' Mandatory INCLUDE
* parameter values

ile 10 access default

DECLARE SUB pe2reset (address

DECLARE SUB P InulpuﬂC\ADS address®s)
DECLARE SUB PC2lout (charS. address®s)
DECLARE SUB PC2linput (address%. Status$)
DECLARE SUB menu (ADD(), ax$()}
DECLARE SUB xaxis (address®s)

DECLARE SUB yaxis (address®o)

DECLARE SUB scan (ADD()

DECLARE SUB convert (number)

CLARE SUB gohome (address?o)
DECLARE FUNCTION movedone (address®o)

ACFM SCA
JULY 1996

PROGRAM -

by
L Blair Carroll .

PRINT "NOTE: This program was written for a 386 processor. Delays may have”
N 10 be modified for faster machines”

press <SPACE> 10 continue”

DO UNTIL INKEYS =" ": LOOP

* Dimension appropriate arrays

* ADD!()..... address array for controller cards
DIM ADD(2)

DIM ax§(2)

* xeaxis
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ADD(2) =772 * y-axis

* The following list of variables are use to keep track of addressing and
* the Control Byte

CONTROL =96 " the normal state of the control byte (only bites 5 and 6

igh)
STOPPED =2 *a mask for testing status bit | (s the motor moving)
CRASH =4 *amask for handling control bit 2 (t0 signal the *Board
‘ Monitor" to time out or not)
LOADRDY =4 *a mask for testing status bit 2 (are move parameters
" loaded (load and go mode))
* a mask for handling control bit 3 (o signal "Interrupt
Acknowledged” or not)
MESSAGE =8 a mask for testng statws bit 3 (1s 2 response waiing in
" output data buffer)
IDBREADY = i6 *a mask for handling control bit 4 (10 signal "Command Byte
* Ready in IDB or not") also a mask for status bit 4
* (is the Input Data Buffer ready for command byte)
FAULT =32 "amask for handling control bit § (to signal “Restart
" Board Monitor” of not) also a mask for status bit
5 (has the PC21 suffered a processing failure)
=64 " a mask for handling control bit 6 (to signal “Clear
Interrupts” or not) also a mask for (esting status
bit 6 (has the PC21 generetaed an interrupt)
RECEIVED = 128 * 2 mask for handling control bit 7 (to signal "Message
" Received form ODB" or not)

INTACK

* Set up emergency stop key = <exc
PRINT “Defining emergency stop as <esc™

KEY 15. CHRS(0) - CHRS{ 1)
ONKEY(15) GOSUB EmerStop

KEY(15)ON
PRINT "done "
FOR) = 1 TO 30000 NEXT j

* Resening motors
FOR axis = 1 TO 2
address®o = ADD(axis)
PRINT "Resetting ", ax$(axis):; *-axis stepper motor indexer...",
CALL pe2Ireset(address%) ' reset indexers
CMDS =" MN PZ X0 ST1 *: ‘normal mode. zero position, energize
CALL PC21output(CMDS, address%)
* deenergize motor windings

PRINT "done.”
FOR j = | TO 30000: NEXT j
NEXT axis

* Set initial position of motors to home
PRINT " Sctting x-axis home position ...
address% = ADD(1) ' x-axis

CMDS ="PZX0"
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CALL PC210utput(CMDS. address%)
*send step counter resct
FOR i = 1 TO 100000: NEXT i

PRINT " Setting y-axis home position .... *;
address®o= ADD(2) " y-axis

CMDS =" PZX0"

CALL PC2loutput(CMDS. address®s)

* send step counter reset

FOR i = | TO 100000: NEXT i

PRINT “done"

FOR j = 1 TO $0000: )

Ti

* Provide the user with the option of repositioning the motors o
* running the preset scanning pattern of the probe with user specified
* velocuty and displacement parameters

CALL menut ADD). ax$())

END
EmerStop
FOR axi
¢
CALL PC2loutput( CMDS. address®a)
NEXT anis
PRINT "1ty Y STOP INITIATED it
RETURN

SUB gohome (addresso}
* determines position relative to home position and then sends axis home

SHARED Status$
DO: LOOP UNTIL movedone(address®a)  * wait unul move is finished
FOR i = 1 TO 100000: NEXT i * pause

Do

CMDS =" X1 * ask for position
CALL PC21output(CMDS, address®o)
CALL PC2linput(address%. Status$)  * retrieve position

IF INSTR(Status$. "+") <0 THEN  * check if positive
* set move negative

ready = -1

ELSEIF INSTR(Status$, ") < 0 THEN * check if negative
sign! * set move posilive
ready =-1

ELSE
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ready =0
END IF

LOOP UNTIL ready
disp$ = MIDS(StatusS. 3. 8) * trim displacement string
IF dlspS < "00000000" THEN

DS = " MN D" + signS = disp$ + " V2 A10G *

LALL PC2loutput(CMDS. address®) ' send instruction
DO: LOOP UNTIL movedone(address®)  * wait until move is finished
E

PRINT
PRIN the motor is already home "
FOR 1 = | TO 10000: NEXT i

END IF

END SUB

SUB menu (ADD(). ax$())

SHARED CONTROL. STOPPED, CRASH. LOADRDY. INTACK. MESSAGE. IDBREADY
SHARED FAULT. INTERRUPT. RECEIVED

cLs

PRINT "MENU OPTIONS”

PRINT "1) Reposition x-axis using the arow keys"

PRINT “2) Reposition y-avis using the arrow keys”
PRINT *3) Select velocity and displacement parameters and begin scan”

Set current x-axis position as home"

) Set current y-axis position as home”

Send x-axis home™

) Send y-axis home"

PRINT "9) Quit”

INPUT "Select the number of the desired option..... . opt

SELECT CASE opt
CASEIS=1
CLS

address®a = Al U

PRINT "REPOSITION X-AXIS"

PRINT “For rapid movement use the left and right arrow keys."
PRINT “For small increments use <INS> and <HOME>"

PRINT "To KILL motor use <SPACE>"

PRINT “When Finished hit <RETURN>"

CALL xaxis(address%)

CASE XS =

midy: 5% = ADD(2)

PRINT "REPOSITION Y-AXIS"

PRINT "For rapid movement use the up and down arrow keys."
PRINT "For small increments use <PGUP> and <PGDN>"
PRINT "To KILL motor use <SPACE>"
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PRINT “When Finished hit <RETURN>"
CALL vaxis(address®s)

CASEIS=3
cLs
PRINT “PROBE SCAN ROUTINE INITIATED"
PRINT
PRINT
INPUT "IS THI PROBE POSITIONED PROPERLY (y or n).... ", check$
THEN

CALL scan(ADD()
ELSEIF check§. THEN

PRINT "Reposition probe before proceeding”
PRINT “hit <space> to continue”
DO UNTIL INKEYS =* *: LOOP
ALL menu(ADD(). ax$())
END IF

CASEIS =4
cLs

* Resetting motors
FOR axis =1 T0 2
address? )
PRINT "Resetting *: axS(axis): *-axis stepper motor indexer
CALL pe21resetiaddress?s)  reset indexers
CMDS = * MN PZ X0 ST1 * ‘normal mode. z¢ro position, energize
CALL PC2loutputt CMDS, address o)
* energize motor windings
PRINT "done *
NEXT avis

CASEIS =5
cLs
" Setting present x-axis position as home
PRINT " Setting x-axis home position .. *;
address?e = ADD(1)  * v-axis.
CMDS =" PZ X0
CALL PC21loutpu(CMDS. address®s)
* send step counter reset
FOR i = I TO 100000: NEXT i
PRINT "done"

CASEIS=6
cLs

* Setting present y-axis position as home
PRINT * Setting y-axis home position ...
address® = ADD(2) ' y-axis
CMDS =" PZ X0 "
CALL PC210utput(CMDS. address%)

* send step counter reset
FOR i = 1 TO 100000: NEXT i
PRINT "done"

CASEIS=7
cLs
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* Sending x-axis home

address®s = ADD(1) S aeaxis

PRINT “Sending x-2xis to home position.”

CALL gohome(address®s)

FOR 1 =1 TO 100000: NEXT i
CASEIS=8

cLs

* Sending y-axis home

address®s = ADD(2) *y-axis

PRINT “Sending y-axis to home position.”

CALL gohome{address®s)

FOR1=1TO 100000: NEXT

CASEIS=9
DO

PRINT "MAKE SURE PROBE HAS BEEN RETURNE
INPUT "DO YOU REALLY WISH TO QUIT (s OR n)? ",
1F quits 3

N

TO HOME POSITION! 11
quns

CALL menu(ADD(). ax$())
ENDSUB

FUNCTION movedone (address®e)

* check to see if indexer has stopped sending pulses 1o the motor
* if the motor has stopped 3 logical true (-1 is retumed

*if not a logical false (0) is rewmed

SHARED CONTROL. STOPPED. CRASH. LOADRDY. INTACK. MESSAGE. IDBREADY
SHARED FAULT, INTERRUPT, RECEIVED

CMDS="R" * request move status
CALL PC2loutput(CMDS. address®)
FOR i =1TO 1000: NEXT i

CALL PC2linput(address%. Status$)
Status§ = UCASES(Status$)

IF (INSTR(StatusS. “R")) = 0 AND (INSTR(StatusS. "
movedone =0

ELSE
movedone = -1

))=0 THEN
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END IF

END FUNCTION

SUB PC2linput (address?s, StatusS)

' retrieves response of the indexer of the speciifiied axis and forms a

sting

SHARED CONTROL. STOPPED, CRASH. LOADRDY. INTACK. MESSAGE. IDBREADY
SHARED FAULT, INTERRUPT. RECEIVED

Status$.

* clear string

DO
BYTE - INP(addr

AGE AND NOT BYTE) THEN
IT DO

answer®o = INP(addr
OUT address®o = 1. (

o)
NTROL OR RECEIVED)

SAGE. AND BYTE)

OUT address?e - 1. (CONTOL AND NOT RECEIVED)
char§ = CHRS(answer®s)

Stats$ = Staws$ + char§

FOR 1 = | TO 10000: NEXT 1
END IF

LOOP UNTIL char§ = CHRS(13)
END SUB

SUR PC2lout (char$, address®e)

PC21 Output: Stage 2 .

SHARED CONTROL. STOPPED, CRASH. LOADRDY. INTACK. MESSAGE, IDBREADY
SHARED FAULT. INTERRUPT. RECEIVED

B\’TF INP(address®o +
LOOP WHILE IDBR}AD\ AND NOT BYTE

OUT address%. ASC(char$)
OUT address% + 1, (CONTROL OR IDBREADY)

DO

BYTE = INP(address® + |)

LOOP WHILE IDBREADY AND BYTE

OUT address% + 1. (CONTROL AND NOT IDBREADY)
END SUB

SUB PC2loutput (CMDS. address®)
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. PC21 Qutput: Stage | .

SHARED CONTROL. STOPPED. CRASH, LOADRDY. INTACK. MESSAGE. IDBREADY
SHARED FAULT, INTERRUPT, RECEIVED

FOR i = 1 TO LEN(CMDS)
char$ = MIDS(CMDS. i. 1) isolate each character in command
string to send to PC21
CALL PC2lout(charS, address?o)
* send character 1o PC21
NEXT " repeat for next character

char$ = CHRS(13) * send carriage return w signal
" end of command
CALL PC2lout(charS, addressoo)

END SUB
SUB pe2ireset (address®o)

the following subprogram aflows the *Board Monitor” to imeout, reset
the PC21. and then the restart the Board Monitor Timer

SHARED CONTROL. STOPPED, CRASH, LOADRDY. INTACK. MESSAGE. IDBREADY
SHARED FAULT. INTERRUPT. RECEIVED

OUT address®s = 1. (CONTROL OR CRASH) * control bit 2 high
OUT address®s + 1. (CONTROL AND NOT CRASH) " control bit 2 low
FOR Y = | TO 10000: NEXT * wait for BMA

OUT addres ~(CONTROL AND NOT FAULT)  * control it § fow
OUT address®s + 1. (CONTROL OR FAULT) *control bit § high
FOR 1= 1 TO 10000: NEXT * pause

ENDSUB
SUB scan (ADD()

SHARED CONTROL. STOPPED. CRASH. LOADRDY. INTACK. MESSAGE. IDBREADY
SHARED FAULT. INTERRUPT, RECEIVED., CurCounté. Curindex&

CONST BoardNum = 0 * Board number
INPUT "Set the necessary scan length array size.... ", NumPoints
* Number of data points to collect

DIM ADData%(NumPoinis) ‘dimension an array to hold the input values

* Set up the appropriate motion parameters for the x and v axis
* of the scan pattern

INPUT "Desired x-axis travel (mm).... ", xtrav

INPUT "Total desired y-axis travel (mm)....”. ytrav

INPUT "Separation of each scan pass [enter 0 for single pass] (mm).... ", yspace
PRINT

PRINT "Allowable velocity range: 0.05 to 50 mms"

INPUT "Desired scan velocity (mms)....". vel

IF vel < 05 OR vel > 50 THEN * check velocity
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PRINT "VELOCITY VALUE OUT OF RANGE"
FOR i = 1 TO 50000: NEXT i
CALL scan(ADD())

ELSE

END IF

PRINT
PRINT "Allowable acceleration range: 0.01 10 200 mm/s"2"
INPUT “Desired acceleration (mm/s"2).... ", ace

IF acc < 01 OR ace > 200 THEN * check acceleration
PRINT "ACCELERATION OUT OF RANGE"
FOR i = | TO 50000: NEXT i
CALL scan(ADD())

ELSE

END IF

PRINT

INPUT "Do you wish to save the data to a file? *, fle§.
IF fles THEN

INPUT *Provide the data file name (* DAT automatically added). *. Basename$
tes.

INPUT "Provide the date.

INPUT "Provide the time. *. tme§

INPUT “Provide the Plate Number. *, pltno$.
ELSE
END IF
PRINT

INPUT "Have you mput the parameters properly (y or n)... ", check$

IF check:

CFM Data File"
WRITE #1. Nm$

WRITE #1. me§
WRITE ~1 pln’mS
WRITE

PRINT
PRINT "Then hit <SPACE> m btxm scan”
DO UhT!L INKEYS =

PRrNT “"SCANNING"
ELSE
CLS
CALL pe2 | reset(address%)
CALL scan(ADDO)
END IF

* Convert mm to number of steps

xmove = INT(xtray * 1968.50394¢) * change to microsteps
ymove = INT(yspace * 1968.50395#) * change to microsteps
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IF yspace = 0 THEN

10 of scan passes
passes =

passes = INT(ytrav / yspace) + |
ND IF

(196850394# * vel)/2.392 " change to revis

accel = (1968503944 * acc) * change (o revis™2

dispxS = LTRIMS(STRS(xmove)) * change numbers to strings for output to
dispy$ = LTRIMS(STRS(ymove)) * indexers

IF veloity < | THEN * rim velocity string to indexer format
vel§ = LEFTS(LTRIMS(STRS(velocity ). 41

E
vel§ = LEFTS(LTRIMS(STRS(velocity)). $)
END IF

accel$ = LEFTS(LTRIMS(STRS(accel). 4)
trm acceleration string to indexer format

* Send selocity and acceleration 10 indexers
TO

FOR =
CMDS A"~ aceel§ -
CALL PC2output( CMDS, addresso)

NEXT1

* Move the probe and scan

FOR ) = 1 TO asses

PRINT

PRINT "MAKE SURE PROBE IS IN

CCONTACT WITH PIPE SURFACE AND PRESS “SPACE> TO CONTI
DO UNTIL INI

Loop
'SSTATIC
* Declare UL Revision Level

ULStar®

cbDeclareRevision(CURRENTREVNUM)

* Initiate error handlin
* activating error handling will trap errors like
* bad channel numbers and non-configured conditions

all warings and errors encountered will be printed
if an error is encountered, the program will not stop.
errors must be handled locally

ULStat% = cbErrHandling%(PRINTALL, DONTSTOP)
IF ULStar% <> 0 THEN STOP

*If cbErHandling% is set for STOPALL or STOPFATAL during the program
* design stage. Quick Basic will be unloaded when an error is encountered.

* We suggest trapping errors locally until the program s ready for compiling
*to avoid losing unsaved data during program design. This can be done by
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* setting cbErrHandling options as above and checking the value of ULStat®
*after a call to the library. If it is not equal to 0. an error has occurred.

'set up the display screen
cLs

PRINT "Samples are displayed for user to visually verify data is being collected.”

“Collect the values with cbAlnScan®a() in BACKGROUND mode. CONTINUOUSLY
* Parameters.
RoardNum  the number used by CB CFG to describe this hoard
LowChan® the first channel of the scan
HighChan®a the last channel of the scan
Count& the total number of AD samples to collect
Rate& sample rate in samples per second
Guin®a the gain for the board
ADData% the array for the collected data values
Options® data collection options

LowChan®e = 0
HighChan® = 0
Counté = NumPoints * total number of data points 1 collect
Rate& = 100 * sampling rate (samples per second)
Optians?o = BACKGROUND ~ CONTINUOUS - CONVERTDATA = SINGLEIO
* collect data continuously in background
* return data as 12-bit values
Gain®s = BIPIOVOLTS * set the gain

ULStat®a = cbAlnScan® o BoardNum. LowChan® o, HighChan®s, Counté. Rate&. Guin®e. ADData®0). Options®e)

IF ULStat®s = 84 THEN
PRINT "The CONVERT option cannot be used with 16 bit convertors. Set Options®s to NOCONVERTDATA."

STOP 'Change Options® above to NOCONVERTDATA (Options®e = 0)
D IF

E
IF ULStat <> 0 THEN STOP

" MN D-" - dispx§

CMDS =" A s
CALL PC2loutput(CMDS. addres:

8)
“during the BACKGROUND operation, check the status. print the values
Do * wait until move s finished

' CurCount& :current number of samples collected
' Curlndex& :index to the data buffer pointing to the last value transferred

ULStat% = cbGetStatus%(BoardNum. Status%, CurCount&. Curlndex&)
IF ULStat% <> 0 THEN STOP.

IF Status® = RUNNING THEN
LOCATE X%. Y%
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PRINT USING "Data Point: ###### ", Curlndex&::
IF Curlndex& >= 0 THEN
PRINT USING " Value: ######", ADData%(Curlndex&):
END IF
ENDIF

LOOP WHILE Status®
PRINT

RUNNING AND NOT movedone(address?e)

‘the BACKGROUND operation must be explicitly stopped
* Parameters
* BoardNum the number used by CB CFG to describe this board

ULStat® = cbStopBackground® o BoardNum)
IF ULStat®s <> 0 THEN STOP

PRINT
PRINT "Scan pas

. passes: "complete.*

FOR k= 1 TO 10000: NI

3 * pause

PRINT

PRINT "LIFT PROBE AWAY FROM SURFACE AND PR
DO UNTIL INKEYS =" - LOOP

PRINT

SPACE~ TO CONTINU|

CMDS =" MN D=" + dispx§ = " G *

CALL PC21output( CMDS. addresso)

DO: LOOP UNTIL movedone(address?) * wait until move is finished
FOR k= 1 TO 10000° NEXT k * pause.

address®a = ADD(2)

CMD! N D" - dispy$ - " G "
CALL PC2loutput(CMDS. address®a)

DO: LOOP UNTIL movedone(address®o) ' wait until move is
FOR k = 1 TO 10000: NEXT k * pause

* Write data o data file
IF leS = "y THEN
WRITE #1.-100 “flag marker for scan separation

FOR m = | TO NumPoints
WRITE #1. ADData%m)
NEXT m

PRINT

PRINT

PRINT "Press <SPACE> to continue”
DO UNTIL INKEY$ =" ": LOOP

* close data file
CLOSE #1

CALL gohome(772)
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END SUB
SUB xaxis (address®a)

SHARED CONTROL. STOPPED, CRASH. LOADRDY. INTACK, MESSAGE. IDBREADY
SHARED FAULT, INTERRUPT. RECEIVED

Setup keys

1S = CHRS(0) - CHRS(75)
HRS(0) + CHRS(77)
HRS(0) ~ CHRS(82)
hm$ = CHRS(0) = CHRS(71)
spacebar!
m$ = CHRS(13)

done =0

DO UNTIL done = |
Kkbd$ = INKEYS
SELECT CASE kbd$
CASE IS = IfiS
“move left
CMDS$ =" MC H- V3 A20G "
CALL PC2loutpui(CMDS. address?a)

done
FOR i = | TO 10000: NEXT i

CASE IS = rghts
 move right
CMDS = MC H= V3 A20G
CALL PC21output(CMDS. address®o)
done =0
FOR i = 1 TO 10000: NEXT i

CASE IS = inst$
“mose slowly left
CMDS =" MC H- VI A20G "
CALL PC2loutput( CMDS. address®o)
)
1 TO 10000 NEXT 1

1S = hm$

* move slowly right

CMDS =" MC H- VI A20G
CALL PC2loutpu(CMDS. address%)
done =0

FOR

TO 10000: NEXT i
CASE IS = spacebar§
CMD§ ="K "
CALL PC2loutput(CMDS. address%)
done = 1
CASE IS = am$
CMDS="§"

‘CALL PC2loutput(CMDS, address%)
done =1
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CASE ELSE
CMDS="S"

CALL PC2loutput(CMDS. address®s)
=0

done
END SELECT
LooP
END SUB
SUB yawis (address®s)

SHARED CONTROL. STOPPED, CRASH. LOADRDY. INTACK. MFSSAGF. IDRRFADY
SHARED FAULT. INTERRUPT. RECEIVED

address®e = 772

*Set up keys

up$ = CHRS(0) - CHRS(72)
dwns$ = CHRS(0) - CHRS(80)
pRupS = CHRS(0) ~ CHRS(73)
pedwn$ = CHRS(0) ~ CHRS($1)
spacebar$ ="

Ams = CHRS(13)

done =0

DO UNTIL done = |
kbdS = INKEYS
SELECT CASE kbd$
CASEIS = up§.

n
CMDS =" MC H= V3 A20 G~
CALL PC2loutputt CMDS. address®s)

done
FOR i = 1 TO 10000: NEXT i

CASEIS = dwn§
* move out
CMDS ="MC H-VIA20G "
CALL PC21loutput( CMDS, address®e)
=0

d
FOR i = 1 TO 10000: NEXT i

CASE IS = pgup$
“ move slowly in
CMDS =" MC H+ VI A20G "
CALL PC2loutput(CMDS. address%)

done =
FOR i = 1 TO 10000: NEXT i
CASE IS = pgdwn$
* move slowly out
CMDS =" MC H- VI A20G "
CALL PC21output(CMDS. address?%)
=0

FOR i =1TO 10000: NEXT i
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CASE IS = spaccbar$
S on K
CALL PC2loutput(CMDS, address®e)
done = 1

CASE IS = nm$
CMD$ ="S"

CALL PC2loutpui(CMDS, address®s)
done = |

CASE ELSE
MD:

CALL PC2loutpui(CMDS, address®s)
done =0

END SFLECT
LoOP

END SUB
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M-file: acfmscanx.m

Purpose: Used to plot the By data acquired from SCAN BAS for visual verification and save it in & proper matrix
format for further processing. acfmscanz.m was used for the B, data

2 Matlab File for Parsing ACFM.QFM Data Files

clear
°a load data file. It must be modified so that text is removed and only
26 one channel of data 1s present.

load pl_i_bx ixt:

°% Save 1o temporary matrix for manipulation

26 find size of matrix.
m=size(ALl),

%0 Begin separating scans

point = 1+1,

puini2 = point + 1046,

eval('\' Im2str(veet) = AC insttpomnt - instrtpoini2) 1) ]):
veet = veet - 1

end;

veet = veat-1:

24 recombine scan into 3D matrix
for

eval(['Z = ' int2strtq) 7' 1):
W=7
V= (VWL

end:

clearq Z W

%% Reduce the number of data points to a manageable number for plotting
clearlc:
for | = Lvect:

count

forc = 1:200;
eval(|
count

*int2str(]) '(e.1) = x' int2ste(]) ‘(count,1)7]);

end:
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end;

% recombine scan into 3D matrix

for q = vect:
eval([Z
W=2Z.

U: W

¥ int2streq)

end;

clearpqkscdBNWZ:

forp =1

eval(['elear ¥’ in2str(p)|).
end;
clear p vect:

% Begin Surtace Ploting routine

[m.n| = size(U,

fork = I:m:

UKD = (e 1)#100m-1)
end.
forl=1n;

LD = (141120001
end:
figure(1).
surf(xy. Ul

xlabel('X - Length of Scan Arca (mm)');

ylabel('Y - Width of Scan Area (mmy):

2label’ ACFM Bx Data (Data Acquisition Card Units));
titler'Isometric of Plate | Surface By Scan').

ind plot of top down view

2k

- Length of Scan Area (mm)');

- Width of Scan Area (mm)').

D Top Down Representation of Plate | Bx Scar').

9% Third plot side view along X

figure(3);

surfix.y.U):

view(0.0);

xlabel('Length of Scan Area (mm)):

2label ACFM Bx Data (A/D Card Units)):

title('View of Plate 1 Bx Scan Along the Scan Area Length')

2% Fourth plot side view along y
figure(4):

surf(x.y.U):

view(90.0).

ylabel(Width of Scan Area (mm)').
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zlabel ACFM Bx Data (A/D Card Units)):
title('View of Plate | Bx Scan Along the Scan Area Width'):

°o save data in matrix format
D

save bx1.txt D -ascit:
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M-file: sccxm.m

Purpose: Used to plot the By data acquired from PIPESCAN.BAS for visual verification and save it in a proper matrix
format for further processing. scczm.m was used for the B, data

o Matlab File for Plotting ACFM SCC Pipe Scans Data Files

clear
°4 load data file, It must be modified so that text is removed and only
©o one channel of data is present

load pipe2abx txt.

©6 Save to temporary matrix for manipulation
A = pipe2aby;

®o find size of mairix
izel

%0 Begin separat
point = 0:
vec

forl=

point = i+l

point2 = point - 1359:

eval([' int2str(veet) = A nt2strtpoint)  int2strtpoint2) " 11.1).
veet = veet - |:

veet = veat-|
clear ¢

“a reduce numher of data points to manageable number if required

fori =1
1:1359:
eval(['y .m’wﬂ) (e = ¥’ in2str(l) ‘(count.1};
count = count +
end:
end:

% recombine scan into 3D matrix
forq = livect:
el
W

¥ int2str(@) " e

[U WE
end:
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v
“asave mp2x.txt V -ascii

clearpgkscdmBNWZ;

forp = lvect:

evallf'clear X' in2str(pil):
end:
clear p vect:

% Time averaging of data t0 reduce noise

fm.n] = sizevy

forp=I'n:
iwp

I
forg = tm:
ifg=
Vi
mean(M);
o'

244.p) = meantr);

clearMor:
elseif g=m.

asgl

M= Viam.1:2)

0= mean(M:

r=o

(4.p) = meantr):
clear Mora,

r=ao
244.p) = mean(r):
clear Morab:

end.
elseifp = n:
forq =1

c=p-l
M=V(l:2.ep)
mean(M);
=o'
2(q.p) = mean(r):
clearMorc:
elseifq=m

@l

c=pl:
M=Vamep):
mean(M):
=gl
2(q.p)=mean(r):
clearMorac:
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else;

Zuq.p) = mean(r);
clearMorabe:
end;
end:

forq = I'm:

r=ot
Zq.p) = mean(r).
clearMored:

ebeifg=m.
s

prl
M= Viag.ed):
0 =mean(M).
r=o
2q.p) = meantr).
clearMoracd.
else

d=pl
M= Viabedy
0= mean(M):

7(q.0) = meanir):
ciear Morabed:

end:
<nd;

% save data to ASCII file

“%save mp2xavg.txt Z -ascii

% Begin Surface Plotting routine

% Extract every fifth point from matrix Z for plotting
u=(m/s)

V= w0S):

round(v):

forp = ln:
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4.p) = Zicount.p):
count = count + 5.
end:
end:
clear mn;
[m.n] = size(B):
fork = I'm:
SOLK) = (ke 112680/m-1) + 0,
end:
fort=Ln:
(LD = (-11*180/(n-1) = 0.
end:

“afigure(5)

in Area (mm)'):

‘an Area (mm)');

zlabel('ACFM Bx Data (Data Acquisition Card Units)'):

title('Microprobe Bx Scan Isometric from Section 2a: Time Averaged Daa),

20 Second plot of top down view

in Area (mm)');
ylabel('Length of Scan Area (mm)');
ttle(Contour Plot o Microprobe B

Scan from Section 2a: Time Averaged Dat'):

% Third plot side view along \

figure(7).
surf(x.y.B):
View(0.0)

Alabel('Width of Sean Area (mm)').
rlabel¢ ACFM B Data (A/D Card Units)).
titler*Microprobe Bx Scan Along Length from Section 2a: Time Averaged duta').

% Fourth plot side view along y

figure(8):

surf(x.y.B).

view(90.0);

viabel('Length of Scan Area (mm)):

Zlabel’ ACFM Bx Data (A/D Card Units) ).

title(Microprobe Bx Scan Along Width from Section 2a: Time Averaged Data'):

E=B
save penp_Zax.txt E -as
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M-file: def_size.m

Purpose: Used to identify the locations of the machined defects within the colonies and obtain a size estimate of the
defects based upon the TSC sizing tables.

%e Matlah Routine for Extracting Single Defect Signals ~ *
20t From ACFM Scans .

o0t And Obtaining Depth Estimates ~ *

clear:

% Load the Bx and Bz data file to be classified
Ioad bz5xS0.1x1:
load bx5x50 txt:

®aInvert the
A = bz5x50':
AA = bSX50"

le s0 that X is the horizontal axis

94 For the machine defeets due 10 a delay in finishing the data acquistion
2 the matrices are 47 data points (00 long 50 they must be cut down
foupl = size(A):

forq =
in2streq) = A(q.1-1000)):
evall['x’ int2str(q) "= AA(G.1 1000)])
end.
for g = o
evall[Z = 2 int2surq)
evall['N = ¥ im2sirq)
C=[C:2Z):
CC=[CC. X
end,
clear g;
forq =l
eval(['clear ' int2str(q)|):
evall['clear X' in2str(q)] ).
end:

% Convert values in matrix to between 0 and |
B =(C - 1880)240;

% Adjust the image size
D = imresize(B. (50 100]. nearest’ 0):

% Invert the data in D 1o assist with trough location
E=(D*-IN+1:

% Display the Bz Data converting it to a 200x100 image
“afigure(1).
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%imshow(D.256).
“atitle('Bz Contour Plot')

clear B C.

o* Peak and Trough Identification »

%% This routine looks in eight locations around a pixel to determine if
% if the pixel in the point of interest is brighter than its neighbours

4 Set the threshold value to detect the bright areas in the Bz image

p_thresh = 0.075:

24 1t 15 not essential that all eight locations satisfy this eriteria
% The percentage of dircetions which should satisfy the criteria is

per_locations = 0.7;

2 The following are the direction masks to determine if the threshold
% eriteria 1s met. For case, compass point locations are used

east=1 00000-1-I.
00060-1-1,
00000-1-1:

<110 0000:
2110 6000;
2110 0000]

north = west',
south = cast';

awest=[-1-1-1 0000;
<141 00000;
S1000000:
0006000

0000000;
0000000
0000000}
swest=[ 000 0000;
0000000
0000000
0006000
-1000000:
<1-100000:
-1-1-10000]
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neast = swest'.
seast = nwest’:

' Staring with the peaks in the signal
%% Use a median filter to remove excess noise from the Bz data
Bz_peaks = medfilD):

% Convolve the image fike with each direction mask and record the irections
*5 which st

*a North

peak = cons2(Bz_peaks. north. 'same’);
p_sig = im2bw(peak. p_thresh):
num_dir = p_sig.

% South

peak = cons2(B2_peaks. south, ‘same’);
p_sit = m2bw(peak. p_thresh):
aum_dir = num_dir = p_sig:

ps
num_dir = num_dir ~ p_sig:

aWest

peak = conv2(Bz_peaks. west. 'same’).
p_sig = im2bw(peak. p_thresh).
aum_dir = num_dir - p_sig:

“a North_East
peak = cons 2(Bz_peaks. neasL. ‘same’);
p_sig = im2bw(peak. p_thresh).

num_dir = num_dir - p

4 North-West

peak = conv2(Bz_peaks. nwest. ‘same’).
p_sig = im2bw(peak. p_thresh):
num_dir = num_dir + p_sig:

% South-East

peak = canv2(Bz_peaks. seast, ‘same');
psig= lm’b“\ptnk p_thresh):

aum_dir = num_dir + p_sig:

% South-West

peak = conv2(Bz_peaks. swest, 'same’):
p_sig = im2bw(peak, p_thresh):
num_dir = num_dir +p_sig:

% Plot the high areas
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Safigure(2):
Saimshow(num _dir
Sautle(High Areas'):

256):
96 Filter out the peaks based upon the critena of the number of
26 directions surrounding the pixels

p_sig = im2bw(num_di/8. per_locations):

%4 Plot the final results
“afigure():
Saimshow(p_: 3
atitle('High Areas'):

clear num_dir:

20 Now identify the troughs
2 Use a median filter to remove excess naise from the Bz data
B7_troughs = medfilt(E):

% Convolve the image file with cach direction mask and record the directions
2 which satisfy p_thresh

%% North

peak = conv2(Bz_troughs. north, 'same’);
t_sig = im2bw(peak. p_thresh);

num_dir = t_sig:

% South

ul

peak = cony 2(B2_troughs. south. 'same’);
t_sig = im2bw(peak. p_thresh).

num_dir = num_dir = _sig:

% E

peak = conv2(Bz_troughs, east. ‘same’):
1_sig = im2bw(peak. p_thresh):
num_dir = num_dir - {_sig:

% West

peak = conv2(Bz_troughs. west. ‘same’):
1_sig = im2bw(peak. p_thresh)

num_dir = num_dir + {_sig;

% North_East

canv2(Bz_troughs. neast, ‘same’);
t_sig = im2bw(peak. p_thresh);
num_dir = num_dir + {_sig:

% North-West

peak = conv2(Bz_troughs. nwest. 'same’):
_sig = im2bwi(peak. p_thresh):

num_dir = num_dir + {
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% South-East

peak = conv2(Bz_troughs. seast. 'same’),
Usig = im2bw(peak. p_thresh):
num_dir = num_dir + {_sig:

% South-West

onv2(Bz_troughs. swest, 'same’).
im2bw(peak. p_thresh):

num_dir + Usig:

9 Plot the low areas
“afigure(4):
2simshow(num_dir 8.256)
oautleLow Areas')

°6 Filter out the peaks based upon the criteria of the number of
o directions surrounding the pixels which must be lower

_sig = im2bw(num_dir'8. per_location:

20 Plot the final results
Ootigure(S)

Yaimshow(t_sig,
“atitle(’Low Are:

g

clear north south east west neast mwest seast swest,
clear per_locations p_thresh num_dir peak:

% Find the centers of the peak and trough locations

20 Peaks
ipt.p2]

center(p_sig)

“a Troughs
[11.22] = center_sig):

% Combine the peak and trough locations into indivdual matrices

2 Order the matrices in ascending order according o the Y position
Y LIp} = sort(PL:.):
ort(T(:. 1))

[m.n] = size(T);

for j = L:m:
o

Y2 T(o.2:n);
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end:

©4 Make sure that each indicated area is a peak or trough and not just
% signal noise.

fork = 1m;
Bz =abs(D(Y (k. 1.Y1(k.2)) - DY Ik 1. D)
BZ = (Bz*240):

ifBZ >=25.
PEAK(count.:) = Y1(k..):
count = count+ |

end:

(m.n] = size(Y2)
%

count =
fork = I'm:
Bz = abs(D(Y2(k.1).Y2(k.2)) - DOY2k. 1111y
BZ 240),
it :
TROUGHcount.:) = Y2(k.:):
count = count+ |,
end:
end.

ind( PEAK):
S = round(TROUGH);

°a Determine whether the peaks of troughs appear first for later use

FIRST = TROUGHS.
SECOND = PEAKS:

end.
clear Y1 Y2 t_sig p_sig P T pl p2 t} 2 Ip It Bz_peaks Bz_troughs:
% Plot the defect positions:

{m.n] = size(D):

fork = I:m:
fory= Lm:
pos(kj) =0:
en
end:

[m.n] = size(FIRST):
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for 1= 1:m:
a=FIRST(LI):

for

end:
end;
oafigure(6):

°aimshow(pos.2):

Resize the Bx signal and Determine the background level ¢

% NOTE: As
©gor at x=0 or

40mmon

ack he colony
200 whichever nppll

CONVx ={CC - 3255)250;
BB = imresize(CONVX. [50 100]. ‘nearest’, 0):

2 Convert to ACFM Units
By = (((250°BB) - 3255) * 1.161) - 2598:

Ip.al = sizetBx):
2 Determine the background level

bl = min(FIRST(..2)):
b2 = mav(SECOND(-.2));

ifihl-2010= 1
pl=bl -2
else.
pl=1
end.

smm n-lm ol
ACK(.2) = Bx(.p2):

for 1= 1p;
BACK_AVG(L1) = mean(BACK(l..)):
end:

clear p1 p2 b1 b2

% Sizing routine routine

[m.n] = size(FIRST):
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9% Determine (back-min)/back ratio for each defect

for 1= l:m;

ACK_AVG(FIRST(L1).1):
MIN = min(Bx(FIRST(L1).)):
eval(['rat’ in2stri]) ' = (BACK - MINYBACK.'|).

end;

2 Determine the length of each defect:

forj = I:m;

eval({len’ in2strij) ' = (SECONDI(L.2) - FIRST(L.2) * 20]):
end:
clear 1

9% Determine the lengths of the defects based upon A
foad onval3zxt:

[o.p] = size(onvaldzy

for 1= 1m;
1_temp = onvaldz(1.2).
count

evali{'len_tmp = len’ int2str( 1) ]);
while I_temp < len_tmp:
count = count - 1;
1_temp = onval3z(count.2);

end:

%4 interpolate the length parameter as required
2= onval3z(count.2

d=onvat3z((count - 1).1):
evalif'e = len’ in2str(l) *']).
evall [LENGTH' int2strth) * = ¢ - ((e-d)ta-b)*(a-e)):]).

end:

clearabcdeopl |temp count offval3z:

% Determine the crack depth
toad onval3x.ixt

for = 1:m;
count
eval([temp2 = LENGTH' masml) i
while onval3x(count,1) < |_temp2;

o o T

end:

if onvaldx(count,1) = I_temp2:

9 If the predicted length is a factor of 5
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count? = count + 1.

eval(['rat_tmp = rat” int2str(]) ).

while onval3x(count2. ) < rat_tmp:
count2 = count2 + 1

end:

20 Get the correct multiplier for B/A
nval3x(count2. 1)
nval3x((count2 - 1.11:
¢ = rat_imp.

mult = count2  (a-¢)/(a-b);

%0 Caleulate the depth
B=005*i_temp2 2.
eval(['Depth” in2str(l)* = B * mult:]):

els
4 Have to interate between length values
count2 = count - 20;
count3 = count ~ 1:
eval([rat_tmp = rat' int2str(l) *])

while onval3x(count2. ) < rat_tmp.
count2 + 1.

end:
while onval3xtcount3. 1) < rat_tmp;
«count3 = count3 + |

end.

4 Get the comrect muluplier for B.A
a = onval3xteount.1);

it onval3x((count2 + 1.1} > 1.
b=0;

else:

b= onval3x((count2 - 111
end,
© = rat_tmp:

d = onval3xcountd. 1)

if onval3x((count2 - 1).1) > 12

else:
© = onval3x((countd - 1).1);
end:
mult2 = (count2 + 20 - count) + 1 - (a-cM(a-b):

mult3 = (count3 - count - 1)+ 1 - (d-c)/(d-e)

9 Calculate the depth
B2 =0.05 * onval3x((count - 21).1)/ 2;

B3 =0.05 * onvaldx(count.1)/2:

Dep2 = B2 * mult2:
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Dep3 = B3 * multd:

= onval3x(count. !
£ = onval3x((count - 21).1):

dep_ump = Dep3 - (1 -
eval('Depth’ in2strtl)

mp2)A(1-g)

* (Dep3 - Dep2):
ep_tmp:]):

end:

26 Display values

for 1= I'm:
evall (LENGTH int2str(l) “})
evall[ Depth in2strth*])
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M-fil: lin_sup.m

Purpose: Used to identify the locations of the machined defects within the colonies and linear superimpose single
defects into the colony configurations.

e Matlab Routine for Linearly Superimposing ~ *
o0 Single Defects into .

ot Machined Colony Config s *

clear:

®a Load the Bx and Bz data file to be classified
foad bzl3.txt;
load b 13 txt.

“Invert the file so that x is the horizontal axis
b3,
AA=bxIT,

25 For the machine defects due t0 a delay in finishing the data acquistion
o the matrices are 47 data points too long 5o they must be cut down
fo.p] = size(A).

forg = 1o,
evall[2 int2str(g)
evall[x in2strtq)

(6.1:1000)]):
AA(Q.11000) )

end:
clearq:
forq= l.o;
eval[clear 2 in2str()]):
eval(['clear ¥ int2str(q)]):
end:

%% Convert values in matrix o between 0 and |
B =(C- 1880)240:

% Adjust the image size
D = imresize(B. S0 100]. ‘nearest. 0):

% Invert the data 1n D to assist with trough location
E=(D*¢-n+1

9% Display the Bz Data converting it to a 200x100 image

figure(1):
imshow(D.256):
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title('Bz Contour Plot)

clear BC:

o Peak and Trough Identification g

2% This routine looks in cight locations around a pixel to determine if
9if the pixel in the point of interest is brighter than its neighbours
9% Set the threshold value to detect the bright areas in the Bz image

p_thresh =0.075.

%% It is not essential that all eight locations satisfy this criteria
©% The percentage of directions which should satisty the criteria is

per_locations = 0.9

%5 The following are the direction masks to determine if the threshold
% criteriais met. For ease. compass pomt locations are used

cast

00000-i
00060-1-1
00000-1-1).

west=[ 110 0000
S0 6000
2110 0000)

nwest={-1-1-1 0 000
A-1 00000
AL000000;
0006000
0000000
0000000
0000000

swest=[ 0000
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neast = swes
seast = nwest's

% Staring with the peaks in the signal

9% Use 2 median filter o remove excess noise from the Bz data

Bz_peaks = medfil2D):

2% Convolve the image file with each direction mask and record the directions
20 which satisfy p_thresh

2 North

peak = conv2(Bz_peaks, north, 'same’);

p_sig = im2bw(peak. p_thresh):
num_dir = p_sig:

conv2(Bz_peaks. south. same’);
im2bw(peak. p_thresh)
um_dir ~ p_sig.

%0 East

peak = conv2(Bz_peaks. east.'same');
p_sig = im2bw(peak, p_thresh)
num_d

num_dir - p_sig:

%5 West

peak = conv2(Bz_peaks. west, ‘same’);
p_sig = im2bw(peak. p_thresh):
num_dir = num_dir + p_sig:

20 North_East

peak = conv2(Bz_peaks, neast. same’);
m2bw(peak. p_thresh):

num_dir - p_sig:

2 North-West

peak = conv2(Bz_peaks, nwest, 'same’).
p_sig = im2bw(peak. p_thresh):
num_dir = num_dir + p_sig:

% South-East

peak = conv2(Bz_peaks, seast, 'same’).
p_sig = im2bw(peak. p_thresh):
num_dir = num_dir + p_sig:

% South-West

peak = conv2(Bz_peaks, swesL same’):
p_sig = im2bw(peak, p_thre

num_dir = num_dir + pAslg

% Plot the high areas
figure(2):
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imshow(num_dir/8.256):
title('High Areas'):

%4 Filter out the peaks based upon the criteria of the number of
o directions surrounding the pixels

p_sig = im2bw(num_dir’8. per_locations):

24 Plot the final results
figure(3):

imshow(p_ )
title('High ; oot

clear num_dir

20 Now identity the troughs

2% Use a median filter to remove excess noise from the Bz data

B2_troughs = medfilt2(E).

90 Convolve the image file with cach direction mask and record the directions.
20 which satisfy p_thresh

®a North

peak = cons 2Bz_troughs. north, ‘same’):
(_sig = im2bw(peak. p_thresh):

num_dir = t_sig:

%0 South

peak = conv2(B_troughs, south, 'same’);
sig = im2bw(peak. p_thresh):

num_dir = num_dir + L_sig.

East

peak = conv2(Bz_troughs. east, "same’):
sig = im2bw(peak. p_thresh);
num_dir = num_dir - _sig.

9% West

conv2(Bz_troughs. west, 'same’).
= m’b\k(p\nk.n mm«m

num dir = num_dir

% North_East

peak = conv2(B_troughs. neast. ‘same’);
sig = im2bw(peak. p_thresh):

num_dir = num _dir + {_sig:

% North-West

peak = conv2(Bz_troughs. nwest. 'same’):
ig = im2bw(peak, p_thresh);

= num_dir + _sig:
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% South-East

peak = conv2(Bz_troughs. scast, ‘same');
Lsig = im2bw(peak. p_thresh):
num_dir = num_dir + €_sig:

o South-West

peak = conv2(B2_troughs, swest. 'same’).
sig = im2bw(peak. p_threshy:
num_dir = num_dir + _sig:

%4 Plot the low areas

iguretd);

imshow(num_dir/8.256)
w Arsas'y

% Filter out the peaks based upon the criteria of the number of
4 directions surrounding the pixels which must be lower

1_sig = im2bw(num_dir’8, per_locations):
24 Plot the linal results
figure(S),

imshow((_sig.2)
utle(’Low Areas’y.

clear north south east west neast nwest seast swest:
clear per_locations p_thresh num_dir peak:

%4 Find the centers of the peak and trough locations

®a Peaks

[pl.p2| = centerp_sig):
2 Troughs

[11.42] = cententt_sig):

¢ Combine the peak and trough locations into indivdual matrices
pip2l:

a2

% Order the matrices in ascending order according to the Y position
ort(P(-.1)):
son(T(. 1))

[m.n] = size(P).
forj = L:m;

r=1IpGx:
Y1G.2m) = P(r.2:n);
end:

[m.n} = size(T):

T(o.2m);
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end:

9 Make sure that each indicated area is a peak or trough and not just
% signal noise.

for k= 1:m:
Bz =abs(D(Y 1k.1).Y 1(k.2)) - DCY 1k 11.1)):
BZ =(B2"240):
iFBZ >=20;
PEAK(count.:) = Y l(k..):
count = count-1.
end:
end:

(m.n] = size(Y2):

fork = I'm;
Bz=abs(D(Y2(k.1).Y2Ak.2) - DYk 1));
BZ 40):
i BZ >=20:
TROUGH(count. ) = Y2(k.:):
count = count-1;
end.

round(PEAK ).
ound(TROUGH):

°a Determine whether the peaks of troughs appear first for later use
°o in constructing colonies from single defects

if PEA

5(1.2) < TROUGHS(1.2):
FIRST = PEAKS.
SECOND = TROUGHS:

else:

FIRST = TROUGHS:
SECOND = PEAKS:
end:

clear Y1 Y2 1_sig p_sig P T pl p2 t1 12 Ip It Bz_peaks Bz_traughs:
% Plot the defect positions

[m.n] = size(D):

fork = 1:m;
forj = In:
postkj) =0;
en
end;
forh=1:m.
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¥(Lh) = (h-1)*100/(m-1);

end:
forh=1n;

(LR = (h-1)*200/(n-1):
end:

{m.n] = size(FIRST):

forl= Lm:
a=FIRST(L1):
for k = FIRST(1.2):SECOND(1.2);
1
end.
end:
figure(6

colormap(gray(2)):

surf(x.y.pos).

view(0,90;

xlabel('Length of Scan Area (mmy'):
ylabel('Widih of Scan Area (mm)')
print -deps fig49:

6  Resize the By signal and Determine the background level — *

26 NOTE: Assume the background level is 40 mm on either side of the colony
20 0r at x=0 or =200 whichever applies

CONVx =(CC - 3255)1250;
BB = imresizet CONV. [50 100, nearest’ 0);

96 Conve: M Unats
B\=m’ill‘ﬂl1) 3255)% 1.161) - 2598:

(p.ql = size(Bx):

% Determine the background level
bl = min(FIRST(.2)):
max(SECOND(

b2

if (bl - 20)

clse:

end:
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for 1= Ip.
BACK_AVG(L1) = mean(BACK(L:)):
end:

clear pl p2 bl b2

2 Create a blank matrix with background
“%level of BACK_AVG

{m.n] = size(Bx).
for | = L:m;
fork = 1n:
Blank(1.k) = BAC
end:
end:

24 Characterization foutine

°o Load the length and ratio files for each single defect

load 7S L,
foad 275 _lennt:
load s2x75_back txt:

ACK_AVG(. 1 - (back (1. 1) - tmp k) BACK_AVG(. 1 Vback 1.1 ):

end.

fatl = (def1(16.1) - min(def1(16.:)))def1(16.1).
for 1 =10

defl(l.) = def1(1:) - BACK_AVGI(L1):

load sSx7S.xt:
load s3%75_len.txt:
foad s5x75_back.xt:

[o.1] = sizetmpy.
forj = 1.0:

fork = Lr:
def2(.k) = BACK_AVG(j, 1) - (back2(i.1) - tmp(j.k)}*BACK_AVG(j, 1 Vback2(.1);
end:

end;
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d:mlo 1)~ min(def2(16,:)def2(16.1):

dkml )= def2(l:) - BACK_AVG(LI);

load s2x50.1xt;
Toad s2x50_len.txt:

ACK_AVG(.1) - (back3(j.1) - tmp(.k)1* BACK_AVG(j.1¥back3(j. ).

dmm 1)+ min(det3(16. ))def3(16.1):

uu!wl )= defdil) - BACK_AVGUL1%:

loud $5%50 1t
load $5350_len 1xt:
load §3x50_back txt;

tork =1

detd(jk) =
end:

AVG().1) = thack4(j. 1) - tmp(i.k11*BAC

_AVG(. 1 Vbackd(.1:

end:
ratd = (defd(16.1) - min(der(16.))/defd 16,11
for | = 1:0.

defd(l.) = defd(l. ) - BACK_AVGL1).
end:

heck the possible defects which may match each defect in the colony
2 for length and depth

{m.n] = size(FIRST):

for 1= Lm:

I:n = abs(FIRST(1.2) - sacomm 2)* 2
(FIRST(1).1) - (FIRST(l,
fork = 1t
eval({'check_len = abs((len - len’ int2str(k) 'Vien):]):

eval(['check_rat = abs((rat - rat’ mllslr(k} )/m)-IL
ifcheck_len <= 0.15 & check_rat

eval([d' in2ste(!) (1k)

(FIRST(LI)1):

else:
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eval(['d instr(l) '(1.k) =

end:
end;

®aclear |k

% Begin to construct the antificial colonies:
% Starting with the possible combinations for defect 1;

c\:l(llPM-&lleldci‘ ine2str(1) )]

\l—FRiTlI
1-p-
ify2>50:

a=y2- 5
eval(['de’ in2stril) f int2ste(l) ()]
Ise:

else.
eval(['de’ int2str(l)" = def int2stecl) 7))
en
x1=FIRST(1.2)- 20;
x2=xl-q-1
N2> Iau.
00,
bl I
:\:AH[J\. int2str(l}* = de’ in2stril) (- 1bY )

evall{Aly 1y 2xEx2) = Ay Ly
mn[mx st = A

1x2) = de int2str(l)

cl(Ll
else:
cl(lh=0:
end:
end,
forj=14;
ifel(ly)

mh[e = col’ in2str(j) " ]):
fork = 1:4;

if d2(1.k)
eval(([p.q) = size(def ini2sur(k) ) 9}
y3 =FIRST(2,1)- 15.

yd=y3+p-

ify4> 50,
¥4

a=yi-y3+l;
eval(['de’ int2str(k)* = def inQstrk) (12,
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else.
eval(['de’ int2str(k)

fef’ int2str(k) *7:
en

x3 = FIRST(2.2
X

ifx4>100;
x4

b=xd-x3+1;
eval(['de’ in2strtk) ' = de’ int2str(k) ‘(. 1b)]):
end:

eval([Boy 3iy4.x3ix4) = By3y4.x3ixd) = de’ ini2ste(k) |

13
eval(['col' int2str(j) int2str(k)" = B]),
k)=

end:
else:
fort=14;

<21 =0
end.
end:

end:

% Insert the remaining defect and perform the comparison to the colomes

for = 14

I3

sizetdef” mt2str(l) ):}):
ST - 15

ity6 > 50;
¥6=50;

a

6-y5+ 1
eval(['de’ instr(l) ' = def" int2str(}) '(1:a.:

else;
eval(['de’ int2ste(1)* = def’ ine2str()"')):
end:

x5 = FIRST(3.2) - 20

N6=x5+q-
ifx6 > 100;
x6 = 100

6-x5 + I
eval(['de’ int2str(]) ' = de’ in2str(}) '(:,1:b}
end:
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eval(['C(y5:y6.x5:x6) = C(yS$:y6.XS:X6) + de’ int2str(1) /).
eval(['co int2str(j) int2str(k) in2str(h ' = C:}):

% Check colony against Bx and evaluate
Config = sprintf('col®s1.0f" eval([ int2str(j) int2str(k) int2str(}) |))

Al = B(FIRST(1.1).FIRST(1.2):SECOND(1.2)).
Bx(FIRST(2.1).FIRST(2.2) SECOND(2.2)}:

B(FIRST(3.1).FIRST(3.2)SECOND(3.2

eval(['col = col’ int2str(j) int2str(k) in2strtl) " ]):

col(FIRST(1.1).FIRST(.
<ol(FIRST(2.1).FIRST(:
col(FIRST(3.1).FIRST(3.2

:SECOND(
ECOND(2.2),
SECONDG.2)

can((B1 - ATVA3):
ean((B2 - A2VA3):
= mean(B3 - A3VA3);

emd
error = {absterr]) - absierr2) = abs(err31)3
pause:
end:
end:
end:
M-file: scc_det.m

Purpose: Peak detection algorithm for detecting SCC sites on pipe wall sections

o Martlab Routine for Decting Stess Cortasion t
o Sites

clear.

9 Load the Bx and Bz data file to be ciassified
foad penp_2abz.txt:

% Invert the file 5o that x is the horizontal axis
A = penp_2abz(101:1100..)"

20 Convert values in matrix to between 0 and |
B=(A-1930)120:

% Adjust the image size
D = imresize(B. (50 100}, "nearest’ 0):

% Invert the data in D to assist with trough location
E=(D*¢In+1
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Display the Bz Data converting it to a 200x100 image
figure(1):

imshow(D.256);

title('Bz Contour Plot’)

clear B C:

o Peak and Trough Identification .

° This routine looks in cight locations around a piel 10 determine if
%4 if the pixel in the point of interest is brighter than its neighbours
% Set the threshold value to detect the bright areas in the Bz image
p_thresh = 0.3

%1t is not essential that all eight locations satisfy this cnteria

% The percentage of directions which should satisfy the eriteria is

per_locations < 0.9:

9 The following are the direction masks o determine if the threshold
94 criteria is met. For easc. compass point locations are used

00000-1-1.
00060-1-1;
00000-1-1];

west=[ -1-10 0000,
S1-10 6000:
<1-10 0000

north = west',
south = east’

nwest =1 -1-1 0 000;
SL-100000;

swest=[ 0000
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neast = swest’,
seast = nwest’;

2% Staring with the peaks in the signal

2 Use a median filter 1o remove excess noise from the Bz data

Bz_peaks = medfil2(D).

2 Convolve the image file with each direction mask and record the directions
@ which satisty p_thresh

%North

peak = conv2(Bz_peaks. north, 'same’);

p_sig = m2bw(peak. p_thresh):
num_dir = p_sig:

onv2(Bz_peaks. south, ‘same’):
p_sig = im2bw(peak. p_thresh);
num_dir = num_dir = p_sig.

onv2(Bz_peaks, east. ‘same’):
p_sig = im2bw(peak. p_thresh).
num_dir = num_dir - p_sig.

%o West

peak = conv2(B7_peaks. west. 'same’);
n_sig = im2bw(peak. p_threshy.
num_dir = num_dir + p_sig:

25 North_East

conv2(Bz_peaks, neast, 'same’):
im2bw(peak, p_thresh);
aum_dir = num_dir + p_sig:

% North-West

conv2(Bz_pesks. nwest, ‘same’):

im2bw(peak. p_thresh).
num_dir + p_sig.

®o South-East

peak = conv2(Bz_peaks. seast, 'same’):

psig = imzbw(pek. p trsh
num_dir + p_sig.

% South-West

peax conv.(Bx _peaks, swest. 'same’):
2bw(peak. p_thresh):

g onain
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2 Plot the high areas
figure(2):
imshow(num_dir8.256):
ttle('High Areas').

9% Filier out the peaks based upon the criteria of the number of
2 directions surounding the pixels

p_sig = im2bw(num_dir/8. per_locations}:

% Plot the final results

imshow(p_sig.2
titler High Areas’

clear num_dir:

2 Now identify the troughs
% Use u median filter (0 remove excess noise from the Bz data
B2_troughs = medfil2E).

®a Convolve 1l
% which satisty

image file with each direction mask and record the directions
p_thresh

% North
peak = conv2(B2_troughs. north.
1_sig = m2bw(peak. p_thresh).

num_dir = ¢_s

ame’).

%% South

peak = con 2(B7_troughs, south.
_sig = im2bw(peak. p_thresh):
num_dir = num_dir - {_sig:

“aEast
peak = cons 2(Bz_troughs, east. ‘same’ ).
Usig = im2bw(peak. p_thresh:
num_di = num_dir ~ Usig.

% West

peak = conv2(Bz_troughs, west. 'same’);
t_sig = im2bw(peak. p_thresh):
num_dir = num_dir + (_sig:

*5 North_East

peak = conv2(Bz_troughs, neast, ‘same’);
Usig = im2bwi(peak. p_thresh):
num_dir = num_dir + s

9% North-West
ak = conv2(Bz_troughs. nwest. ‘same’
im2bw(peak. p_thresh):

-210-



num_dir = num_dir + (_sig:

% South-East

peak = conv2(Bz_troughs, seast. ‘same’):
Usig = im2bw(peak. p_thresh):
num_dir = num_dir + {_sig:

% South- West

ak = conv2(Bz_troughs, swest,‘same’):
t_sig = im2bw(peak. p_thresh):
num_dir = num_dir - {_sig:

24 Plot the low areas

figure(4).
how(num_dir8,256)

title('Low Areas’)

% Filter ou the peaks based upon the criteria of the number of
9% directions surrounding the pixels which must be lower

sig

im2bw(num_dir/8. per_locations):

%o Plot the final results
figure(s):
imshow(t_sig.2)
titleCLow Areas'),

clear north south east west neast nwest seast swest:
clear per_tocations p_thresh num_dir peak:

"o Find the centers of the peak and trough locations

%0 Peaks
[pl.p2] =

nter(p_sig):

%4 Troughs
[11.22] = center(1_sig).

2o Combine the peak and trough locations into indivdual matrices
=[pl:p2].
L2

Order the matrices in ascending order according to the Y position
1Y Lip] = sort(P(:. 1))
[Y2.11) = sor(T(.1)y:

(m.n] = size(P);

forj = Lm:
£=1pQ);
Y1G.2:m) = Pr2n):
end:
{m.n] = size(T):
forj= I:m:
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end:

9 Make sure that each indicated area is a peak or trough and not just
%% signal noise

{m.n} = size(Y1):

count = 1
fork=1'm:
Bz =abs(D(Y Ik 1).Y 1(k.2)) - DY I(k. 1) 1)
BZ = (Bz* 140);
ifB7>=15
PEAK(count.) = Y1(k. )
count = count=I;
end:
end:

[m.n] =sizeY2):
count = 1

fork = 1'm;
Bz = abstD(Y2(k.1).Y2(k.2)) - DIY2(k. 1))y,
BZ = (Bz2*240).
iBZ >= 15,
TROUGH(count.:) = Y2(k.:):
count = count+ |

PEAKS = round( PEAK):
TROUGHS = round(TROUGH):

clear Y1 Y2

_sig p_sig P T pl p2 t1 12 Ip lt Bz_peaks Bz_troughs.

25 Determine which of the 2 matrices is smaller and use it to match
9 peaks with troughs

[mp. np] = size(PEAKS ):
[mt. nt] = size( TROUGHS):

if mp <= mt.
Al = PEAKS;
A2=TROUGHS:

for = L:my

o
forj = Lmt:
b= Aj
diff1G.1) = abs(a(l.1)- b1
i difT1(j,1) < 6:
eval([c’ in2ste(j) ' = b
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else:
eval(['c’ in2si)

end:
end:
forj= lmt;
eval(['d = ¢ int2str(j) " ):
ifa>0;
diff2(.1) = abs(a(1.2) - d(1.2);
else:
diff2G.1) = 1000;
end:
end;

min_ditt = mingi2( 1y,

forh = l:mt;
if diff2(h.1) = min_diff.
row = TROUGHS(h.

end:

end:
TROUGHS_r = [TROUGHS_r:row]:
end;

PEAKS r = PEA

elscif mp > mt:
Al'=TROUGHS:

A2 =PEAKS;
for!=lmt
a= Al
forj = Lmp.
b= A2

o

difF1G.1) = absta(1.11 - b1 1))
TG <6

eval(['¢ in2str(j) ' = b))

else;
eval(['c’ in2str(j) ' = 0:])
end:
end:
forj = Lmp:
eval(d = in2ste(i) ]):
ifd>0;
diff2(5.1) = abs(a(1.2) - d(1.2)):
else:
diff2(i.1) = 1000;
end:
end;

min_diff = min(diff2(..1):
forh = 1:mp;
if diff2(h.1) = min_diff;
tow = PEAKS(h.:):
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end:
end:
PEAKS_r = [PEAKS_rrow:

TROUGHS_r = TROUGHS:
end:

%4 Determine whether the peaks of troughs appear first for later use
®4 in constructing colonies from single defects.

1f PEAKS _rt1.2) < TROUGHS _r(1.2);
FIRST = PEAKS r.
SECOND = TROUGHS _r.

clse:
FIRST = TROUGHS _r:
SECOND = PEAKS _r:
end:
2o Plot the defect positions:

[m.n] = size(D).

fork = I'm:
fory = In;
postk) =0
end;
end.

for h = Lm;
MR = (he1)* 180/(m-1) + 0,
end.

forh=1n;
(Lh) = (h+1)*$00/(n-1) = 70;

[m.a] = size(FIRST).

forl=lm:
a=FIRST(LI):
for k = FIRST(1.2):SECOND(L2).
postak) = I:
end:
end:

figure(6):
colormap(gray(2)):
surflx.y.pos);

view( )
Xlabel('Length (mm)):
ylabel(Width (mm)):
print deps figd16
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%FIRST(:.1) = FIRST(,1) + 114;

%FIRST(:.2) = (FIRST(:.2) * 2.45) + 155;
%SECOND(:.1) = SECOND(:.1) + 1 14;
%SECOND(:.2) = (SECOND(:,2) * 2.45) + 155;

%* Matlab Routine for Detecting Stress Corrosion .
Sites *

clear;

%0 Load the B and Bz data file to be classified
load penp_2abz txt:

2 Invert the file so that x is the horizontal axis
A= penp_2abz(101:1100,:):

% Convert values in matrix 10 between 0 and |
-1930)/120;

90 Adjust the image size
D = imresize(B. {0 100}, ‘nearest’ 0):

o Invert the data in D to assist with trough location
E=(D*(-IN- 1.

24 Display the Bz Data converting it to a 200x100 image
figuret ).

imshow(D,256):

title’Bz Contour Plot'}

clear BC:

%" Peak and Trough Identification .

24 This routine looks in eight locations around a pixel to determne 1f
%aif the pixel in the point of interest is brighter than its neighbours
% Set the threshold value to detect the bright areas in the Bz image
p_thresh =03

% It is not essential that all eight locations satisfy this criteria

% The percentage of directions which should satisfy the criteria is:

per_locations = 0.9;

% The following are the direction masks to determine if the threshold
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%% criteriais met. For ease. compass point locations are used

east=[ 00000-1-1.

N0060-1-1.
00000-1-1}
west=[ -1-10 0000,
-1-10 6000;
~1-10 0000}
north = west:
south = east’:

awest=[-1-1-1 0 000;

0000000
0000000
0000000

swest={ 0000000,
0000000
0000000
0006000
-1000000;
-1-100000;
1-1-1 0 000)

neast = swest'
seast = nwest

4 Stanng with the peaks in the signal

%3 Use 2 median filter to remove excess norse from the Bz data

Bz_peaks = medfil2D).

% Convolve the image file with each direction mask and record the directions
“a which satisty p_thresh

% North

peak = conv2(Bz_peaks. north, 'same’);

p_sig = im2bw(peak. p_thresh)
num_dir = p_sig:

% South
peak = conv2(Bz_peaks, south, 'same’);
p_sig = im2bw(peak, p_thresh):

aum_dir = num_dir + p_sig:

% East
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peak = conv2(Bz_peaks, cast. same’);
im2bwi(peak, p_thresh):

% West
peak = conv2(Bz_peaks. west. ‘same’):

im2bw(peak. p_thresh);
num_dir + p_sig:

p_sie
num_di

% North_East

peak = conv2(Bz_peaks. neast, 'same’):
p_sig = im2bw(peak, p_thresh):
num_dir = num_dir + p_sig:

%% North-'
pcﬁk conv2(Bz_peaks, nwest. 'same’);
p_sig = im2bw(peak, p_thresh):

oum_ i num_dir + p_sig:

est

%5 South-East

peak = conv2(Bz_peaks. seast. ‘same
p_sig = im2bw(peak. p_thresh):
num_dir = num_dir - p_sig:

% South-West

peak = cony 2(832_peaks. swest, ‘same’):
p_sig = im2bw(peak, p_threshi:
num_dir = num _dir + p_sig:

25 Plat the high areas
figure2).

imshow{num_dir
wileHigh Are

256).

2 Filter out the peaks based upon the criteria of the number of
°4 directions surrounding the pixels

p_sig = im2bw(num_dir/8. per_locations);

°6 Plot the final results
figure(3 )
imshow(
title('High Areas'):

clear num_dir:

%!

% Now identify the troughs
9 Use a median filter to remove excess noise from the Bz data

Bz_troughs = medfill2(E):

9% Convolve the image file with each direction mask and record the directions
9% which satisty p_thresh
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% North
peak = conv2(Bz_troughs. north, ‘same’);
tsig m’bv«(pm p_thresh).
num_dir = t_sig:

% South
peak = conv2(Bz_troughs, south, ‘same’);
1_sig = im2bw(peak. p_thresh):

fum_dir = num_dir =+ 1

%East

peak = conv2(B7_troughs, east. 'same’),
sig = im2bw(peak, p_thresh);
num_dir = num_dir + U_sig;

% West

peak = conv2(Bz._ unugm. west, same');
L_sig = im2bwi(peak. p_thresh):
num_dir = num_dir ~ U.g.

% North_East

peak = conv2(Bz_troughs. neast. same’);
t_sig = im2bw(peak. p_thresh):
num_dir = num_dir + t_sig,

20 North-West

peak = conv2(Bz_troughs. nwest. same’):
sig = im2bw(peak. p_thresh);
num_dir = num_dir = {_sig:

“o South-East
peak = conv2(Bz_troughs. seast, ‘same’)

20 South-West

peak = conv2(Bz_troughs. swest. ‘same’);
_sig = im2bw(peak. p_thresh).

num_dir = num_dir - _sig:

“a Plot the low arcas
figure(4);
imshow(num_dir/8,256)
title('Low Arcas')

% Filter out the peaks based upon the criteria of the number of
% directions surrounding the pixels which must be lower

1_sig = im2bw(num_dir/8. per_locations):

°4 Plot the final results
figure(S):
imshow(t_sig.2)

title('Low Areas').

clear north south cast west neast nwest seast swest;
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ciear per_locations p_thresh num_dir peak:

9% Find the centers of the peak and trough locations

9% Peaks
[p1.p2} = center(p_sig).

% Troughs
[11.22] = center(t_sig):

% Combine the peak and trough locations into indivdual matrices
P =[pL:p2}

=[t2f;
2% Order the matrices in ascending order according to the ¥ position

[YLh
[v2.u

[m.n] = size(P).

Y120 = P(r2n);
end:

[m.n] = size(T):
forj = I:m:

0=l

Y2(.20) = T2
end:

%o Make sure that each indicated area is a peak o trough and not just
%o signal noise

[m.n] = size(Y1).

count = 1,
for k= 1:m;
Bz = abs(D(Y 1K1Y 1(K.2)) - DIY K1),
BZ = (Bz* 140):
ifBZ>=15:
PEAK(count.. )‘vm X
count = count=
end:
end;

fork = 1:m:
Bz =abs(D(Y2(k.1).Y2(k.2)) - D(Y2(k.1).1)):
BZ = (Bz*240).
ifBZ>=15;
TROUGH(cnum )= Y2k
count = count+
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end;

PEAKS = round(PEAK);
TROUGHS = round(TROUGH):

clear Y1 Y2 Usig p_sig P T pl p2t1 2 Ip It Bz_peaks Bz_troughs:

% Determine which of the 2 matrices is smaller and use it to match
% peaks with troughs

[mp. np| = size(PEAKS).
[mt. nt] = size( TROUGHS):

ifmp <= mt
CAKS.
ROUGHS.
for | = 1:mp:
a=ANLY:
forj = Lmt

end:

A2

diff1(.1) = absta1.1) - b1 1)

IFdifTIG.D) < 6
eval(['¢’ in2str(j) " = bi']):

elses
evall['e’ int2str(j) = 0
end
end.
for j = l.mt:
evall['d = ¢ int2str) " ]):
ifd>0;
diff2(.1) = abs(a(1.2) - d(1.2));
else.
diff2(.11 = 1000,
end:
end:

min_diff = min(diff2(:.1)):

forh = Limt:
if difT2(h. 1) = min_iff:
row = TROUGHS(

end:

end:
TROUGHS _r = [TROUGHS _r:row}:

PEAKS_r = PEAKS:

elseif mp > mt:
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Al = TROUGHS;
A2=PEAKS:

! in2str() ' = by']):

el
evall['c' in2steG) " = 07]):
end:
end;
for j = Limp:
eval(['d = ¢ ni2str() ]):
ifd>0:
difT2(1.1) = absta(1.2) - d(1.2):
else:
diff2(j.1) = 1000;
end;
end:

min_diff = min(difi2(-. 1))

forh = 1:mp:
f difT2(h.1) == min_dil.

row = PEAKS(h.:);
end.

end;
PEAKS_r = [PEAKS _rrow]:
end;

TROUGHS _r = TROUGHS:
end:

25 Determine whether the peaks of troughs appear first for fater usc
%0 in constructing colonies from single defects

if PEAKS _r(1.2) < TROUGHS _r(1.2).
FIRST = PEAKS r:
SECOND = TROUGHS _r:

clse:

FIRST = TROUGHS _r:
SECOND =PEAKS_r:
end:

% Plot the defect positions
[m.n] = size(D):

for k= I:m:
forj=1I:n:
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pos(kj) =0:
end:
forh=tm:

(LB = (h-1)* 180/m-1) + 0:

forh=lan:
x(Lh) = (h-1)*500/(n-1) + 70

[m.n] = size(FIRSTY:
forl=1:m.

a=FIRST(LI).
for k = FIRST(1.2;:SECOND(1.2):
postak) =1,

end.
end;

figure(6):
colormaptgray (2):
surl

view(90.-90):
xlabel(Length (mm)):
ylabel' Width (mmy).
M-file subroutines: center.m cclabel.m repmat.m

Purpose: Required by M-files performing peak detection (these files were not writen by author)

center.m
function [centx.centy |=center(BW)
lobs
all_objects=maxtmaxtlabeied)).
[rows colsj=size(BW):
sum( 1 all_objects =zeros(sizet :all_objects)):

centx(1:ail_objects)=zeros(sizet 1 -ail_obects)):
centy( |-all_objects)=zeros(size( | all_objects)):

for i=1:rows
for j=1:cols
if labeled(ij)-=0
sum(labeled(i))=sum(labeled(i)}+1:
centw(labeled(ij)=centx(labeled(i))+i:
centy(labeled(ig)F=centy(labeled(ij))+j:
end

end
end
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for c=1 all_objects
centx(c}=centx(c)sum(c);
centy(c)=centy(cl/sum(c):
end

celabel.m

function L = cclabel(BW,mode)
94CCLABLE label connected componebs.

% CCLABEL(BW), where BW is a matrix containing 0's and I's,
%% returns a matrix the same size containing labels for the
% 8-conneeted components in BW
%0 CCLABEL(BW.4) retums a label matrix for the 4-connected
% components in B
% Steven L. Eddins. August 1995
%% Copyright (c) 19931996 by the MathWorks, Inc.
% SRevision: 1.2 S SDate: 1995/09/06 150613 S
% - Capied from fip://fip mathworks.com/pub/mathworks
% on March 6. 1996 (Tish)
i (nargin<2)
mode = 8:
end

[MN] = size(BW):

% Compute run-length encoding

rowZeros = zerost1 size(BW.2)):
BW = [rowZeros: BW : rowZeros|.

d=diff(BW):
{sr.sc] = findid = 1); 9% start row and column indices
lerec] = findid ==-1):  ®aend row and column indices

numRuns = lengthisr).
if (numRuns == 0)
runs = [J:
else
funs = [sc sr ter-1) |:
end

% First labeling pass

labels = zeros(numRuns. ).
equivTable = [|:
nextEquivTableldx = 11
curentLabel = 1;
for k = L:numRuns
column = runs(k.1);
rowStart = runs(k.
rowEnd = runs(k.3):
idx = find(runs(:.1) = column - |
if (isempty(idx))

: % find runs on previous column.
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labels(k) = currentLabel;
currentLabel = currentLabel + 1;
else
if (mode =8)
% find 8-connected objects
overlaps = find(((rowEnd >= (runs(idx.2)-1) &
(rowStart <= (runs(idx. 3+ 1));
else
overlaps =

ind(((rowEnd >= runs(idx.2)) & ..
(rowStart <= runs(idx.3)))),

end

if (isempry(overlaps))
labels(k) = currentLabel:
currentLabel = currentLabel + 1

elseif tlengthtoverlaps) = 1)
labels(k) = labels(idx(overlaps)):

else
labels(k) = labels(idx{overlaps( 1)),
for n = 2length(overiaps)
i )=
if (nextEquivTablelds > (size(equivTable.1+1))
equivTable = [equivTable; zeros(size(equivTable))}:

en
equivTable(nextEquivTableldx:nextEquiv Tableldx+1.:) =
1) labelsti: 1

labelstidx(overlaps(n))) labels(idx(overtaps( 1) |:
nextEquivTableldx = nextEquivTableldy + 2.
end

en
numLabel
cquivTabl

urrentLabel - 1:
equiv Table( 1 nextEquivTableldx- 1. krepmat(() numLabelsy’.

9 Equivalence class resolution
A = sparse(equivTabley-.1. equiv Table(:.2). ones(size(equivTable. ). 1).

numLabels. numLabels).
[P.p.rr] = dmpermiA):

sizes = diff(r): 9% Sizes of components. in vertiees.
numObjs = lengthisizes): % Number of components.

% Now compute an array “blocks" that maps vertices of A to components;
st. it will map vertices of A(p.p) to components.

blocks = zeros(1.numLabels):
blocks(r(:numObjs)) = ones(1.numObjs);
blocks = cumsum(blocks):

% Second. permate it o it maps vertices of A to components.
blocks(p) = blocks:

% Fill in each run with a label
%
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L = zeros(M.N):
fork = L'numRuns
column

rowEnd = runstk.3);
value = blocks(labels(k)):
Lirows olumn|

)= (RINIY
end

repmatm

function B = repmatAM.N)
2aREPMAT Replicate a matrix by factors of Mand N.

MAT(AM.N) replicates the matrix A to produce the
¢-N block matrix B.

Example:
repmat(magic(2).2.3)

% Copyright (¢) 1995 by The MathWorks, Inc
% SRevision: 128 SDate: 1994/12:22 15:44:57 §
if nargin < 2

error('Requires at least 2 inputs.)
elseif nargin = 2

N=M:
end
Im.n] = size(A)
mind = (1-m)";
ning Ly,
mind = mind(-.ones(1.M)):
mnd = mind(.ones(1.N)).
B= Agmind.nind):

M-file: acorrz.m

Purpose: Used to caleulate the autocorrefaton of B, signals and plot the results

°a Autocorrclation routine used on teh Bz data
clear

load bz13,

A=bzl3
C=A - mean(mean(A});

D = xcorr2(C).

[m.n] = size(D):

% Begin Surface Plotting routine
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count =
forg=1ly;
B(p.q) = D(p.count).
count +20;
end:
end:
fork=1lv;
X(1K) = (k-1)*200/(v-1);
end:
for = I:m;
YLD = (-1)*100/(m-1);
end:
figure(1):
surf(x.y.B):
grid off;

xlabel('Length of Scan Arca (mm)):
vlabel('Width of Scan Area (mm)'):
2label( Autocorrelation’),

title(' Autocorrelation of Plate | Bz Signal').
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MACHINED COLONY 2

B, Isometric

B, Contour Plot

R B

B, View Along Length of Scan Area

B, View Along Width of Scan Area
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