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Abstract

“This thesis investigates climatological aspects of a subaretic alpine treeline site in the

Mealy Mountains, Labrador. The first of two manuscripts looks at a method of regional

climate i It perature scenarios for the future

and to assess the app y of large-s for regions

of complex topography. Both the GCM and statistically downscaled models predict

warming for the study site, espeially for winter months. However, the output of GCMs

¢ influences of this region, and thus

was determined 10 not capture the local climati

i enarios that smooth signal of f ige. The second
manuscript produces a descriptive climatology of the study site and also investigates the
relationship of the treeline with the climate. 1t was determined that the current climate
regime of the Mealy Mountains is not a limiting factor to tree growth beyond s current

clevation; however, recent hanges and future climate predictions may encourage the

recruitment and establishment of spruce trees above their current postion.
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Chapter 1: Introduction
Research Context

Global warming has resulted in an average increase in surface air temperatures of
0.7°C in the last century, according to the latest IPCC report (2007). Despite improved

‘methods for produ

ng global climate models (GCM) and other model simulations, they

still generally fail to address climatic change in mountainous regions (Christensen et al
2007; IPCC 2007); for example. their coarse resolution does not take into account land
coverage, topography and other localized physical features and influences. Impact

models,

sed for ecological and agricultural purposes for instance, require output and
information at much smaller scales than the output of GCMs (Dibike et al. 2007),
Mountain regions provide a unique study region for the detection of climate

change, and therefore also for the assessment of possible impacts under climate scenarios.

i s are especially sensi variability and dare key
areas o investigate the impacts of the predicted warming. Climate changes considerably
with alitude within short stretches of territory, and therefore so does vegetation cover and

hydrology (Whiteman 2000). Plant life is highly constrained by temperature, and

different vegetative ct can be found along this altitudinal gradient, Thercfore,

at for

‘warming would cause an upward shift of these communiti

resulting in lost hal

the summit vegetation (Komer 1998). Further, sub-arctic and arctic mountain ranges are

subject to permafrost degradation and changes in snow cover which can amplify the

effects o climatic change (Cannone et al. 2007). In order to understand the potential

changes in mountain ecosystems due to global warming, the climate system mi




necessarily be well understood (ACIA 2004). The rlationships within biophysical

s are often investigated in | toassess

the vulnerability of ecosystems in a changing climate.

“The Mealy Mountains, located in Labrador, s the region of interest for both
‘manuseripts included in this thesis:the Mealys have recently been declared Canada’s next
National Park (Figure 1.1). Ecological impact studies are ongoing at this site, exploring
the effects of climate change on tundra and boreal ecosystems, which globally cover 15 %
of ice-free terrestrial land (Saugier et al. 2001). These studies aim to predict what

changes might happen in the future, particularly with respect to the alpine treeline. To

provide pa with realistic

comprehensive assessment of the climatology of these study sites i required.



Figure 1.1: Relief Map of Labrador (elevations are in metres above sea-level).



‘Thesis Structure and Objectives
‘The structure of the thesis is made up of this introductory chapter, which includes

a general lterature review that covers topics relevant 1o the focus of the thesis. Chapters

2and 3 are manuscript style stand-alone papers. followed by the final chapter which

provides a summary of the conclusions drawn from the ipts.a di of

the limitations of the research and a direction for future developments and studies.

‘This MSe thesis will focus on the climatological aspects of the Mealy Mountains
in Labrador. The approach includes the construction and analysis of a regional
climatology for the alpine study area, for which there has been ongoing data collection
since 2001. Also, a commonly used method to produce climate models for the localized
study site will be employed (statistical downscaling). Results of the climatological

studies will be useful for local stakeholders in the region; this includes local governments.

nterested in natural resources or prote

2 the land. and also other researchers who will
benefit from the analysis for their own study purposes. If the methods of the statstical
downscaling are successful for this isolated highland site, it would be a significant
methodological contribution for ecological studies in alpine regions. as well as providing
valuable climate forecasting and scenarios for policy makers.

The objectives are identified as follows:

* Toestablish stati

cal relationships between temperature and large-scale

circulation patterns for stistical downscaling of a regional climate model

(Paper I);




= To evaluate the reliability of reanalysis data for use in the regional climate
‘modeling of data-sparse, high-Jatitude alpine areas (Paper I);
= To construct a regional climatology of a study site in the Mealy

Mountains; a remote highland range (Paper I

“The Mealy Mountains were selected for the regional climatology because there
was an adequate existing observational record, as well as extended regional networks of

climate data available for the construction of the climatology. The stati

ical downscaling
was performed for this region of complex topography to be able to compare its results

with those of GCMs.

Literature Review
“To complete this thesis, a lterature review spanning relevant topics was
condueted in order to have a good understanding of the different systems involved in the

climatology of the region, and also of the analy

tools to be used. For regional
modeling. not only is a grasp of the technology required, but also of the physical

processes guiding atmospheric behaviour in alpine and high latitude regions. This

P ical processes particular to alpine and high latitude.

regions, and introduces the methodology used.

Mountain Climates
Mountains are key areas to detect climatic changes due to their distinct vegetation
ransition zones. Mountain, or highland, climatology is subject 1o complex climatic

patterns and processes. There are variable contrasts over short extents of distance due o




topographic influences and the different moisture and energy fluctuations with alttude.
Alpine regions, which cover almost one quarter of the earth’s continental areas (Beniston
2003), experience much heterogeneity in space and time, but there are predictable:
patterns - temperature decline with elevation - o be found within these systems. The
main themes to be considered in this overview of mountain climates are their particular

climatic features and controls, including atmospheric systems in relation to orography,

bioclimatic considerations, and finally a brief introduction to changes in mountain
climates with respect to global climate change.

Mountainous regions are influenced by their nearby regional climate, such as
prevailing wind patterns, ocean currents, and also by their altitudinal and latitudinal

positions. In terms of latitudinal position, just like any other location, the mountain range

is influenced by the global circulation system; between 40-70° of latitude, the atmospheric

pressure system brings a polar front and subpolar lows, meaning Westerly winds and a

band of significant preci o regions of subtropical and polar highs.

Altitude is the most important feature nique to mountain climatology, as changes in

elevation cause reduced air density, changes in vapor pressure, and lower temperatures
(Barry 1992). Peaks and valleys also influence wind, providing barriers or funncling

effects to increase their velocities. Other perturbations to upper-air circulation are caused
by mountains, frequently causing increased cloud formation and precipitation (Chater and

Sturman 1998). Further, there is a phenomenon called the orographic effect which can

ide of a mountain; this happens when wind

increase precipitation on the windward

cullr to a mountain range, forcing this mass of air

carrying moist air comes perps

upwards and cooling it untl its dew point is reached, causing condensation, and therefore




clouds and rain (Barry 2008). Conversely, the leeward side may get significantly less

precipitation because the air descending has already lost much of its moisture.

Temperature changes with elevation are one of the most well understood physical

processes in alpine research. The decrease of temperature with altitude in the troposphere

is called the lapse rate, and is typically 6-7° C/km (Gardner et al. 2009), but this figure is
variable in space and time. Also, diurnal temperature patterns in mountains are more
variable than those at sea level (3. the range of daily maximum and minimum
temperatures is greater a alttude). Temperature inversions, when there is a temperature
increase with alttude, occur when a warmer and less dense air mass moves over one that
is cooler and more dense, and prevents convection.

Climatic and biophysical relationships in highland areas are interesting to study

because they change rapidly with altitude. ps that plants and animals have

with tempe ins. For example, a change in
elevation of just a few hundred meters will affect the number of growing degree days
enough that the flora at the bottom of a mountain would not be able to grow at the top,
where it is cooler. In other words, there is a distinct altitudinal gradient for specics
distribution even in smaller mountain ranges (Trivedi et al. 2008). The aspect of a
mountain side also affects the amount of solar radiation it receives; depending on whether
the slope is south or north facing, the amount of insolation can be quite variable, leading
10 differences in temperature and productivity of plant systems. Another factor affecting
temperatures in mountain ranges is that valleys have a distinct diumal influence, where

there is nocturnal cooling and enhanced daytime heating (Barry 1992).



As previously mentioned, because alpine systems are highly susceptible to

climatic change, they provide a good area 10 study the detection and signals of change for
climati, hydrological and ecological purposes. A warmer climate will ntensify the
hydrological cycle, which wil increase evapotranspiration and the ratio of rain to snow
precipitation (Beniston 2003). In turn, this means that there will be more surface runoff,
increased soil moisture and groundwater reserves. However, as complex topography s
not generally wel represented in modeling studies, it s difficult to have aceurate
predictions of changes in precipiation as a result of global warming. Also, cryospheric
processes will be very vulnerable to changes in temperature and precipitation; for
example. for every 1 °C increase, the snowline in mountainous regions is expected 1o rise
by 150 m (Beniston 2003). Further, in temperate mountains, the snowpack temperature is
often close to its melting point, so minor increases in temperature will have notable
effects. With observed and predicted increases in temperature, plant species will migrate
upwards along the shifting altitudinal gradient (Cannone et al. 2007; Loffler 2007;
Trived et al. 2008), and the once coldest ecozones at the peaks will decrease in arca or

disappear completely (Beniston 2003).

High Latinude Climates
High latitude

of this region have an

systems and the physical processes

influential role in the global climate; they are therefore a key area to study in the context

of global climate change. The last IPCC report concluded that the arctic is *very likely"

o warm and surpass the mean global warming temperature (Christensen et al. 2007).

This i in agreement with the many reports which show that already some of the largest




environmental changes have been seen at high latitudes (Tumer et al. 2007). Further,

sub-arctic and ard

ecosystems are important indicators in the context of global warming

because they are particularly susceptible 1o the impacts of modest changes in the climate.

For example, arcti dapted to the low t ind short growing
seasons, but light i in surface air temperature may cause i live
further north or on higl F al.2001). Tundra and

account for 15% of ice-free terrestrial systems, an expanse larger than both the temperate

or tropical regions (Saugier et al. 2001). Though the polar region is important in global
climatic processes, the extent of its role is not fully understood. Some processes are well
understood — such as the transport of energy from the tropics to higher latitudes, which

has an important role in atmospheric circulation ~ however there remains much

uncertainty as to how global warming could affect them (McGuire et al. 2006). Another
Knowledge gap in current model predictions is that sea ice and atmospheric-oceanic
teleconnections, such as the North Atlantic Oscillation, are not well represented in GCMs;
these processes are complex and attached to much uncertainty. Climatic variability on
mlti-decadal and interannual seales and across different regions of the arctic make

regional considerations all the more valuable.

The changes along latitudés provi and ecological

These are evident in temperature isotherms; latitudinal bands of ecotypes; solar radiation

differences; and seasonal effects. The boreal forest and tundra ecozones are important

carbon sinks or storage areas; these northern ccosystems hold significant amounts of

global soil carbon, which is vulnerable to climate change (McGuire et al. 2002). Though

the Hling cli suchas the seasonal presence of sea




ice; and other feedbacks within the northern physical environment (Christensen et al.

2007).

E the Arctic have i twice as fast than
the global average, a phenomenon referred to as *Arctic amplification” (Graversen 2006).
I the past few decades, the Arctic has seen a distinct warming trend at a rate approaching
1°C per decade (Overland et al. 2004), though some of this could be attibuted to natural
fluctuations in the climate. This enhanced warming in the North has largely been

attributed t0 the albedo feedback system. This positive feedback system, generated by

more ice and snow, Earth’s surface that
reflects incoming in d and faces. Some
hers al te warming trends wit ch as the North
Atlantic and Arctic Osei hen and Barlow 2005). theory is that

changes in the vertical structure of atmospheric circulation in the troposphere may be
related to the warming trend in arctic surface air temperatures (Graversen 2006;
Graversen et al. 2008).

“The GCMs used in the last IPCC report projects an annual warming in the Arctic
of § °C (Christensen et al. 2007). The warming trend in the north is often attributed to

increased warm air advection from lower latitudes (Tumer et al. 2007). With warming,

the Tower lattudes i pour,
additional moisture and i transported to the
2006) ter vapour is gas effect,

positive feedback system is another factor in the amplification of warming in the polar




regions. An increase in water vapour can also result in an increase in cloudiness, further

enhancing the greenhouse gas effect (Varvus 2004).
OF note for this study. a period of slight cooling was observed over caster

Canada and Greenland in the 1980s and 1990s, which has been linked t0 a prolonged

positive pl the North illation (or the

Jacobs 1998; Feldstein 2002); the posi

e phase.

‘westerlies which cools the eastern Arctic (Thompson and Wallace 2001). This positive

‘phase has si 0.2 more neutral pat ingly resulted in an end to

the anomalous cooling patern.

 implications of warming surface temp . With northern

period of the past 100 years (Hansen et
al. 2006), growing seasons are becoming longer, startng 5 10 13 days carlir, and there

has been an increase in boreal insect disturbance (Bunn et al. 2007). Warmer

i 10 hold isture; this subjects boreal and tundra
Vegetation to an increased evaporative demand -  stress on the relatively low-

productivity ecosystems. With carlier snowmelt, there is a change in albedo resulting in

increased springti absorption, therefore system processes
Experimental warming on small-scale plots has shown that an increase in surface air
temperature of only 1 °C over the summer months can lead to increased shrub growth in
the tundra within a decade (Chapin 111 et al. 2005).

‘While precipitation generally is more locally variable than temperature, the record

presented in the latest IPCC Report shows a net increase over the Arctic (Christensen et



al.2007). Whether or not this is an indication of a trend is uncertain, especially as the
unusual positive phase of the NAO in the last few decades of the 20" century is tied to
increased moisture transport into the Arctic, and therefore more precipitation (Dickson et
al.2000). One study concluded that there has been a significant increase in freshwater

input to the Aretic Ocean from river discharge; it concluded that the only realistic

explanation of this 7% increase could be an increase in precipitation (McClelland et al.

2004). On the other hand, the past few decades have seen a decrease in snow cover in the
Northern Hemisphere (Strack et al. 2004): ths has been coupled to increases in air
temperature in modeling studies (Euskirchen et al. 2006). The IPCC Report assimilated
the results of 21 global models, and for the Arctic region projected an increase in
precipitation for all seasons by the end of the 21° century. The predicted increases in

the Aretic, compared to regions closer to the cquator.

ation were much larger i

The presence of sea ice and its seasonality n the northern polar region has an
obvious effect on the climate of the surrounding land. A recent study used the
Community Climate System Model to demonstrate how the rapid melting of sea ice

produced accelerated warming over land by factor of 3.5 (Lawrence et al. 2008). The

warming trend was noticed up to 1500 km inland, a significant distance from the
immediate eflcts that coastal lands are subject to. This model also found that the
increased warming over land due to the disappearance of sea ice increased the

degradation of permafrost. The Arctic Climate Impact Assessment also found that

temperature scenarios are closely associated with projected changes in sea-ice (ACIA

2004).



IF permafrost were to thaw it would be a largely irreversible process. The

persistence of permafiost depends on frozen water to maintain its structure. As summer

‘months exceed the 10 °C mean threshold that defines regions as ‘arctic’, permafrost

°C and tundra is bei by shrubs and wetlands,

These W changes i do not promote

permafiost (Sturm et al. 2005; Turer et al. 2007). In addition, act

layers are directly

al. 1997),
increase the thickness of active layers, therefore allowing more water to be stored in the

soil. If areas of permafrost experience more freeze/thaw cycles due to warmer air

temperatures, main disturbanc Another effect
ofa changing climate i that changes in the thickness of snow cover over tundra affeet the

ground thermal regime of the underlying soil and permafiost. A study concluded that

the snow depth resulted
‘ground temperature p to a depth of 30 em (Ling and Zhang 2007),

High latitude climates are complex with many linear and non-linear interactions
‘within the global climate system. The arctic is an important driver of climate systems that
affect lower latitudes, and will be influential in climatic change with positive and negative

feedbacks, ional systems are more sparse than in . there s still

‘much to be leamed about the climate of high latitudes. Research is required for

——— andto ot 1 it

and change.



Overview of Climate Change and Modeling
Inthe last few years, GCMs have made improvements to their resolution, and are

now able to better capture large-scale circulation patterns and seasonal variability, while
decreasing the error in several climatic parameters, such as precipitation and surface air
temperature (Randall et al. 2007). GCMs typically have a horizontal resolution of 400 to
125 km (Christensen et al. 2007), and while recent modeling efforts show considerable

confidence in predicting the climate at large scales, they are inadequate for regional

impact studi
“The role of regional climate models is not to decrease uncertainty of global
‘models, but to add spatial and temporal detail to the simulation. RCMs have
demonstrated relative strength compared to GCMs at timescales of a few years o
‘multiple decades (ACIA 2004), in part because they capture mesoscale climatic processes
‘more realistically (Giorgi and Hewitson 2001). Regional modeling s especially useful
for regions of varied topography o land coverage, such as mountainous areas or urban
centers (Leung et al. 2003). Altemative types of modeling have come out of the need for

results at a more localized scale; among them are statistical and dynamical downscaling.

Both of these use statistical relationships between large-scale circulation patterns
(provided by GCMs) and local observed climate data. Downscaling efforts have been

solutions of 1030

occurring for over two decades, and have provided results for spatial
km.

Recent studies have looked at the performance of GCMs and regional models in
northern Canada (Bonsal and Prowse 2006; Gachon and Dibike 2007). Bonsal and

Prowse found that GCMs had an intermediate accuracy for temperature in all sub-regions



of Canada, ly region for significantly precipitation was over
northern Quebec and Labrador. Model simulations typically show strong correlation

between warming  inereased precipitation (C! 2007),

With respect to uncertainty in RCMs, temperature has consistently been better simulated
than precipitation (Déqué et al. 2005).

For northern latitudes, results of GCMs are likely subject to significant biases
from lower latitudes because those regions generally have more complete and dense

observational d historical records. impor regional

simulations through stats

cal linkages for arcas where there is an adequate observational

database. Overall, the results of GCMs for the arctic and northern latitudes predict

greater warming in the winter and spring seasons, with a less pronounced warming trend

for the summer and fall (McGuire et al. 2006).

Gridded Data
In the past, climate datasets have been incomplete and inadequate to properly

assess long-term trends and pattens; this constrained models and predictions with short
and spatially sparse records. Since the 1990s, there has been a move to homogenize
observed daa to make it more useful in climatology, and the product of this effort has
been gridded datasets, or reanalysis data (Kalnay etal. 1996). A gridded dataset is a

collection of cli i led wit ized spatial and temporal

scales. The I than the
limited data from irregularly spaced climate stations (Milewska et al. 2005). The list of

observations that may be used includes, but is not limited to: surface and sca




temperatures, pressure, humidity, precipitation and upper ai station (rawinsonde) data

(Kistler et al. 2001). Several institutions and universities independently produce their

own gridded datasets, but the process of doing so is generally similar for all. Data is
retrieved from many sources (land climate stations, buoys at sea, satellite, historical ship.

data, etc.) across political borders to create large-scale regional or global output

Atmospheric and oceani ith g “state-
of:the-art” models (Kalnay et al. 1996). This involves a rigorous quality control aspect

that will omit significant outliers and interpolate for missing values. The end product

results in a homogeneous (in space and time) set of observations that are geo-referenced
10 a standardized grid cell. Each grid then has a two- o three- dimensional set of values
specific to certain climatological elements. Gridded data is usually referenced using
ies. Several institutions

latitude/longitude, and is on a daily, monthly or yearly time s

have made their reanalysis data publicly available for download and are updated at least

yearly for the most up to date analyss of climate conditions.
“The National Centers for Environmental Prediction (NCEP) and the National
Center for Atmospheric Research (NCAR) are two well-respected American institutions
that conduct leading research on climate science. Together, they produced one of the first
‘gridded data sets in the mid-1990s that reanalyzed observations covering the globe from
1948 to the present (Kalnay et al. 1996). They used a fixed model to avoid gaps in the
data produced by changes in operational methods (i.¢. advances in instrumentation and
data recording capabilities). This model also overcame the problems associated with
changes in spatial resolution of land and ocean data sources. For example, since the

19905, there has been a decrease in the number of land observation stations in Canada,



down from around 2900 in 1991 to 2200 in 2000 (Milewska and Hogg 2002). Further,

lation of data ly are found and gradually
digitized (Peterson and Vose 1997). The NCEP-NCAR reanalysis project included data
assimilated from: upper air radiosonde observations of temperature, wind, specific

humidity, vertical temperature from NOAA, cloud coverage from satelltes, aireraft

bservations of temperature, land surface tmospheric pressure, and occanic

reports of sea-level pressure, temperature, wind and humidity (Kistler et al. 2001). After

through in process, the output s in the

form of gridded variables of the aforementioned meteorological parameters. NCEP-

NCAR has made th bl ugh the

format, GRIB, on theis (NCEP-NCAR).

As iscipli . and
improvement in technology and methodology, and as the use of gridded data is still a

relatively devel i this s of ¢ ideration in its

application.

Statistical Downscaling

widely used to ions from the

low-resolution predictors used in GCMs:

i based on the idea that

driven by the lars sional feature, such as topography
(ACIA 2004). It involves combining observed data (predictands) with large-scale

climatic i istical model two, increasing




the resolution and knowledge of local information. This derived local information is
dependent on the accuracy of the large-scale models from which they are “driven’
(Mitchell and Hulme 1999, which is why improvements in reanalysis data is a key factor
in the continued use and success of statistical downscaling.

There are three main types of downscaling - dynamical, stochastic weather
‘generation, and regression (Wilby et al. 2004) - which have been subject to much

comparison to determine which method has the most skill. The most straightforward type

is regression, which relies on deriving staistically significant relationships between the

d through mult

‘models; canonical correlation; or principle component analysis.

Statistical downscali o0l in modern ical techniques has its
advantages and disadvantages. In regions of complex topography, SD has a reputation
for being useful as long as there exists an adequate amount of *predictand” data to
produce a realistic climatology. On the other hand, when there are no *on-the-ground®
observations to calibrate the predictors with, SD is not possible. Other advantages of SD

are its low-cost, rapid devel of i  the availability of open-

source software for analysis. Statistical DownScaling Model (SDSM) is a decision
support ool for modeling local climate change impact using a robust satistical method
(Wilby etal. 2002). SDSM. the first available open-source software of ts kind (Wilby
and Dawson 2007),is useful whenever GCM and RCM simulations are at t0o coarse a
grid for realistic assessments at the spatial and temporal scales of interest.

The statistical power of SD has greatly improved with developments in ridded

isd .  spatially and temporally dense enough




for GCMs to produce output that would be considered fine-resolution. However, as grid-

boxes d insize y required re-

grid the datasets to istical power, the predictor-predi donship
correspondingly increases in power (Wilby and Wigley 2000). Also, with developments
in reanalyses, regression-based downscaling has benefited from more standardized sets of

data (Karl et al. 1990); itions for gridded observational data have d d

‘with more robust and quality-controlled data assimilations. Essentially, with more
realistic gridded data sets, SD modeling benefits from greater calibration (in space and
time) between observed and large-scale data.

“The skill of downscaling is as important for hindcasting as it is in forecasting the
future climate. A recent paper by Cheng ef al (2008) used gridded and historical climate
data from south-central Canada to downscale output from GCMs on an hourly and daily

scale. They used data from the NC

-NCAR reanalysis, as well as observational data

from Environment Canada climate stations. They used different regression methods

depending on the climatic variable they were analyzing (temperature, wind speed, surface

press iple regression or princi I
Their results give credibility to the ability of SD, in that over 95% of the total variance of

most examined variables was explained by the downscaling; in other words,  strong

velationship was found between the GCM predictors and the observed predictands.

Several studies use SD 1o evaluate the skill of predictor-predictand relationships,

10 decide on the bes

combination of predictors that are able to minimize sources of
variation and capture the local climate. Cavazos and Hewitson (Cavazos and Hewitson

2005) use the NCEP-NCAR reanalysis to assess atmospheric variables as predictors for




daily precipitation for grid cells covering a wide range of climate profiles. In ll
locations, mid-tropospheric humidity and geopotential height were the most significant

predictors of daily precipitation across all seasons. The major difference in the analysis

of different locations is that the poorer perf in
or tropical regions. This may be due to deficiencies in the reanalysis data near equatorial
regions. and highlights the importance of high-resolution, standardized gridded data in
statistical downscaling.

Downscaling is useful both for climate research and for impact assessment

studies. Many downscaling results are used for agricultural purposes, to see wha the

impacts of a changing climate would have on crops; the output of GCMs would fail to
capture this. It is also important for paleoclimatic studies to be able to couple the results
of downscaling to sensitive climate reconstructions, such as tree rings. Finally, statistical
downscaling can be useful to construct climatologies for regions that have sparse

observational records.
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Chapter 2: An approach to regmnal climate modeling of a data-limited,
subaretic alpine site: statistical in the Mealy Mount;
Labrador.

Abstract

The of global (GCMs) fail
of areas of complex topography, where historical clima records are ofien sparse and the
climate from its surrounding regions he large scale models are not

ser local climat s, such as those at high latitudes
it are bodie of waie ht ax ignored n GOM. Fowever,varousrgiondl
Yoeling s sovteiog S 1 e RSs  olcow clmatschange soeoilo
of these regions by providing models at a finer scale. This study investigates the use of
statistical downscaling, a method of regional climate modeling, for the subarctic-alpine
region of the Mealy Mountains, Labrador. The study site has been part of climatic and
biological studies since 2001, and has a corresponding nine-year climate record. As this
record is relatively short, two nearby, long-term stations are used for the downscaling
(Goose Bay and Cartwright), and these results are then used as predictors in a multiple.
linear regression o forecast the temperatures in the Mealy Mountains. Two emissions
scenarios (A1B and A2) from the CGCMS3 model are downscaled, and in genera, the
results indicate that the region will experience greater warming than s predicted by the
raw GCM data. Further, both the downscaling process and the multiple regression
demonstrate a high level of statistical significance, indicating that the methodology,
including the extension of the predictions using short-term climate records, s a valid
procedure to extend climate predictions for remote, data-limited regions. Finally, in
‘comparing the gridded data sets used in climate modeling to actual temperature
observations, we find that the gridded data smooth over the climate extremes,
demonstrating the shortcomings in making local predictions from low-resolution models.

Keywords: statistical downscaling, regional climate modeling, Labrador, Mealy
Mountains
Introduction

cl will have a significant effect on biological and physical syst

and the impacts are likely to be even more pronounced at higher latitudes, where the
climate system s especially sensitive to change (Serreze and Francis 2006). Climate ‘

change scenarios are important for any impact study, and global climate models (GCM)



are used to provide predictions of future climates at a global scale. However, the coarse
resolution of GCMs s insufficient at producing reliable climate change predictions at a
regional or site-specific scale, especially in regions of complex topography, unique meso-

limates and minimal historical data. Thus, cli d 1o be

developed at isti i icted impacts at a
site-specific, or even regional, scale (Wilby et al. 2002). The use of regional climate
models is increasing, however these are stll imiting in the areas and time periods that
they cover.

Sub-arctic and arctic alpine regions are characterized by often extreme and

variable climates that provide habitat for distinet flora and fauna, commonly for species at

the edge of their range. Th particularly 1

their ecosystems are highly controlled by alttudinal climatic gradients. For example, an

surface air tempe upslope shift

regimes. Climatological rescarch in alpine i by a paucity of

observational data at a sufficient spatial and temporal scale, and also by the difficulties in
representing complex topography in modeling efforts (Beniston et al. 1997). The scale of
impacts that climate change will have on the alpine sub-arctic study area is below the
scale of a GCM, which produce scenarios at a typical resolution of 200-500 km (Leung et
al. 2003). It has previously been found that GCMs typically overestimate warming for

northen regions (Barrow et al. 2004). Further, large biases exist in GCM output,

especially grids that have significant influences

from oceanic processes (Bonsal and Prowse 2006, Gachon et al. 2005). The highland



from oceanic processes (Bonsal and Prowse 2006, Gachon et al. 2005). The highland
regions in Labrador are thus susceptible to modeling errors due to both their alpine and
northern components.

Beyond the limitations of GCMs for local-scale climate or impact studies, itis
also important to consider the source of data that climate regional and global models are
built on. The description of climate, ts mean state and recent changes are often ata

coarse spatal scale, and thus the data that is used to construct models is at a similar scale.

i wporal modeling at a is usually resolution
datasets. which are often incomplete. Reanalysis data aims to provide a quality-

controlled. global datasets of analyzed data (Serreze and Hurst 1999) that are as spatially

and temporally conti po Recently. gridded reanalysis data and modeling

efforts have greatly improved in resolution and in spatial and temporal consistency,

however there remains the need for finer, or even point, scale observations for impact

studies, especially for those with heterogeneous topography and climate (Wilby et al.

2004). Further, there is stil a lack of validation with in situ observations, especi

Iy for
remote areas where large observational networks are non-existent, and where many
topographical features are not captured. A certain level of validation of gridded data
‘would thus improve the eredibility of regional modeling efforts, which rely partally on

these data sources. The recent improvements in reanalysis data and its widespread

availabilty has parisons between the ind surface

observations (Cavazos and Hewitson 2005).



To overcome the limitations of GCMs and produce future scenarios that are more

P maller regions, a method

models has been statistical
relationships between large-scale climate variables from reanalysis datasets and GCMs
(predictors) and local climate station observations and in some cases proxy data sources
(predictands). Once a statistical model is produced, it can be used with current GCM
output 10 provide future climate scenarios that are more site-specific. It has been shown
that the SDSM software i relatively successful in producing the main characteristics of a
climate regime, but s not as accurate in capturing the variability, especially in
precipitation (Gachon et al. 2005),

“The objectives of this study are twofold: (1) to describe the climate change
predictions for an alpine site in Labrador using the SDSM model for statstical
downscaling, and (2) to provide an evaluation of the gridded data sets for use in regional

modeling efforts. Together, the aim of these abjectives is to investigate the reliabiliy of

statistical downscaling in producing temperature predictions using spatially and
temporally limited observational datasets for a topographically complex location. Ina

ical

review of the lterature. it was found that a number of studies have used the stats
downscaling methodology to generate regional models that are more applicable for
ecological and agricultural projects (Leung et al. 2003). There have also been studies
looking at and evaluating temperature downscaling in northern Canada, however these

have mostly used climate records from long standing automated stations (Gachon and



Dibike 2007), and have not ried to bridge the gap between a short term, geographically
isolated site with those of the surrounding region.

“The results of this study will be useful for climate change impact studies,
including a concurrent study on treeline ecology and climatic change. One of the

deliverables of this study is temperature climate scenarios for the future of the Mealy

Mountains, which can in turn be used in predicting changes in vegetation cover through
modeling efforts. Further, the climate modeling s important to give an indication of the
change in the extremes of temperature, which could have significant effects on the
‘composition and health of an ecosystem. Climatic extremes (and extreme events) play an
important role in ecology and are a source of disturbance to an ecosystem (Easterling et
al..2000, Katz et al. 2005). Though ecosystems have a large degree of resiliency, some

species” range or distribution may reach a type of ipping point once a certain threshold is

nd rapid changes can follow (Chapin I11 et al. 2004).

exceeded,
“The study site for this paper is a valley in the Mealy Mountains, Labrador (53°
36.9'N and 58° 50.2' W); a subarctic alpine region which sustains an altitudinal spruce,

fir and lareh treeline, and has recently been declared part of a new Canadian national

park. The distinct ecotone of the site, which ins from boreal forest to alpine
tundra, are assumed to be largely climatically driven and are therefore of particular
interest considering recent warming trends in the region. The climate of the Mealy
Mountains study siteis characterized by strong seasonal contrass: its proximity 10 the

Labrador Sea to the east yields a strong maritime influence at certain times of the year,

while a significant continental influence has been found for other times of the year.

A



Several recent studies have looked at the northward and upward movement of treelines
(Payette 2007; Grace et al. 2002), thus the results of this modeling exercise will be

relevant to other ongoing research at te site looking at the treeline.

Flgure 2.: Topograpi cap of abeador, The yelln sas denate e cation o the
Goose Bay and Cartwright climate sations. (Map source: Natural R Canada),

ite since 2001,

Climatological and ecological research has been in progress at

which allows for broad and significant collaboration of data collection and analysis, and
the study has most recently been a site of International Polar Y ear projects. To date there
has not been a published review of the current climatic regime in the Mealy Mountains,

nor has a regional climate modeling effort yet been published. This is therefore the first

Took at the possible future climatic outlook at the local scale.




This chapts ibsequent to this

introduction. Section 2 describes the data used, including the observational network,

gridded reanalysis data, and data from GCMs that s used in the statistical downscaling
process. Section 3 describes the methodology, which includes a summary of the

downse:

12 process, as well as an overview of the method for analyzing the gridded

datasets.

objectives, as well as a comparison of the downscaling results to GCM model output.

Finally, section 5 provides a brief summary of the main conclusions of this study.

Data

Data from a number of different sources were used throughout the modeling exer

and this paper. They are described as follows

Climate station observations (predictands). Automatic climate stations were

operated in the Mealy i area and were rec

from 2001 0 2009, The *Base" station, located at the rescarch basecamp, was

operated from 2005 to 2009; located at 600 m.as.L., it is considered represent
of the climate at the upper tree limit in this area. In addition, the climate records
from two nearby Environment Canada stations (Goose Bay and Cartwright) are

used in the modeling process (Table 2.1).



Coordinates of observational stations used in this uuui
600

Mealy Mountains 53.63 58.87

49

Goose Bay 5332 6042
2. Large- » ped from the
National Centre for Prediction (NCE! data (Kistler et

al.2001). These variables, interpolated onto the Coupled Global Climate Model

(€cGem3)

are available at a d

erval on a grid size of 3.75° longitude x

3.75° latitude. These are the latest data available for downscaling from the Data

Access Integration Portal (DAI CGCM3 Predictors 2010).

GCM data. Daily data from the CGCM3, produced by the Canadian Centre for
Climate Modelling and Analysis, were used for simulation of the present and
future climate. The predictors of this model cover the period of 1961 to 2000 for

the “current” period, and 2001-2100 for the *future”. There are two datasets for the

future period simulations, driven by IPCC SRES scenario emissions A1B and A2;

both are used in the downscaling process. The A1 family of scenarios is one of

i i population growth and

technologies spread across the world, with the AIB subset emphasizing balanced

use of enerzy s. The A2



with slower development, resulting in higher CO output than the ATB scenario.

“The choice of GCM model was guided by CGCM3 having predictors available for

current and future periods, on grids that have been matched to NCEP predictors;
these are also the most recent data made available, and have not knowingly been

previously used in downscaling studies in Labrador.

Gridded Reanalysis data. These extensive datasets are a product of the National

Centers for Environmental Prediction (NCEP) and the National Center for

Atmospheric Research (NCAR), and incorporate climatological observations and

numerical weather prediction for a number of climatic parameters dating back to

1948, The data are a valuable tool for climatological studies and modeling. In

study, besides being used directly in the statistical downscaling process, they
are used as an additional 1001 to explore their uility and value for a remote
Tocation (the study site) with variable climatic patiems and sparse local historical

observations,



Methodology

Statisical Downscaling Methodology
“The method of statstical downscaling used for this study is the regression-based

model developed by Wilby and Dawson (Wilby and Dawson 2007) called SDSM. SDSM
isa decision support tool that allows the user to assess the regional climate impacts from

ing GCMs.

‘lobal warming at a more local spatial scale than that produced by the dri

The wind currently version 4.2.2, all formulation of statistical

relationships between local observed climate data (predictands) and regional scale
predictors, which are then used to model current and future climate. The modeling.
procedure i achieved through a number of steps which include: quality control and data
transformation: predictor variables screening; model calibration; weather gencration;
statstical analyses: scenario generation; and graphing model output. The process and a
detailed description of the procedure can be found in the Users Manual for SDSM|
(Wilby and Dawson, 2007), as well a flow diagram has been included in the Appendix

The firststep is the preparation of the predictor and predictand data, which the

user of SDSM must supply in the appropriate data format. The quality control step counts.
the number of values and ensures that there are no missing data. The next step s the
selection of the predictors, which is perhaps the most complex step in the downscaling
process. Al of the predictors are screened against the predictand using the SDSM
Software, which produces a correlation matrix and the explained variance for each
predictor. Itis suggested that the final group of predictors used includes variables for

atmospheric circulation, thickness. and moisture content (Wilby et al. 2002). The



predictors provided by NCEP for this study include 10 atmospheric variables at three

different height 500 hPa and 850 hPa; see Appendix), and at the outset are

alltreated as potential predictors for use in the model. The predictors with the highest
correlation are used to train and validate the multiple regression model that would be used
10 calibrate and then generate the model used to predict future variables. After choosing
the candidate predictor set, SDSM provides the user with those which have a predictor-

predictand P ically significant 1o a level

(p<0.05). The NCEP dataset corresponds 10 the grid of the local study site, and also the

di d by model for generation,

Model Evaluation and Generation
The SDSM software has built in functions to evaluate the model output, from the

calibration o the uncertainty of To be sure that the.
downscaling model will produce a future climate regime derived from GCM output, the
models ability to reproduce the current climate is a necessary analysis. As the lengths of

the observational records used in this study are sufficient 10 allow the withholding of data

during the calibration process, these ‘independent’ data can then be used to validate the
model. There are both visual and statstical approaches to evaluate the performance of
the regression model. This includes the root mean square error (RMSE), which is

computed over monthly and annual periods from the observed and simulated climates,

and gives a statistc for estimating the relative error. As well, we look at the goodness of



it of the regression models in the form of the coefficient of determination (R); this gives
ameasure of the explained variance.

Once the calibration model is validated, the final step is the generation of
scenarios, which produces the future climate conditions for the local ste of the

predictand, using the calibrated regression model and the selected GCM data

Scenario building for the Mealy Mountains
Finally. to produce the scenario for the MM site, we ran a multiple linear

regression to predict the future climate a the upper limit o the treeline in the MM; the
independent variable was the MM observational data, with the corresponding years of the
long-term records from Goose Bay and Cartwright (2001 — 2006) as the independent

variables. For this, we ran twelve different regressions using the daily data to get

regression coefficients on a monthly basis; this was done to minimize the effects of

autocorrelation in the time series. We then used these monthly regression coefficicnts to

forecast the MM using

& ing. fc minimum,

The use of gridded data for further validation
As this study involves looking at data from a remote area of complex topography,

the gridded reanalysis data (from NCEP-NCAR) was used as a further method of

validation of the predictand file to be used in the statistical downscaling procedure.

Graphical i par the data and the local



observational record of the study site for a similar time period were examined to see how

accurately the NCEP-NCAR data represents the climate of the Mealy Mountains

Bioclimatic Indicators from the Modeling
‘The results of the modeling of the future climate can be further investigated to

provide some insight into how bioclimatic indicators are predicted to change. The

extremes ¥ the frequency of limate variable going
beyond a given range, or threshold. Peaks over threshold (POT) are a common way to
Took at a certain tail of a distribution to quantify the number of values at an extreme;
POTS can be above or below a threshold. With an increase in global mean temperatures.
Wwe would expect an increase in the upper tail (warmer) of temperatures. It has been
found that there has been stronger warming in minimurm temperatures than maximum
(Easterling etal. 1997). In this study, we will look for changes in maximum temperatures
i the shoulder seasons (spring and autumn) at a threshold of 0 °C. which is important for
freeze-thaw events. As well, we willalso look at POTS over the course of the year for
temperatures above 25 °C. As the modeling effort produces the climate over a ridecade

period. we can compare the different ime periods and quantify the potential for change.

Results and Discussion
The SD modeling was performed for Cartwright and Goose Bay. for minimum,

‘maximum and mean temperatures on a monthly basis. Models were run for the present

period for calibrati validation (1976-2003) of ing, as well

as for three tri-decade periods in the future: 2011-2040, 2041-2070 and 2071-2100




(hereafter referred to as 20205, 20505 and 20805 respectively). The downscaling was
performed for both the A1B and A2 scenarios, however the presented results focus on the

AIB scenario; results of all models are available in the appendi.

Selection of predictors for this study
After analysis of al predictors for each station, a common set of predictors was

selected for use for both Cartwright and Goose Bay. This was decided for a number of
reasons. Firstly, geopotential height and wind predictors (vorticity) are frequently seen in
downscaling studies (¢.g. Souvignet et al. 2010). Secondly, the combination of upper
atmospheric circulation variables and temperature predictors has been successful in a
number of other studies (Gachon et al. 2005, Huth 2004). Finally, with the previously
mentioned maritime and continental influences on the climate, it s important to include
upper atmospheric variables which would capture the synopic, macro-scale processes

and events of the greater region. The fina seven predictors selected are: mean sea level

1 and meridional Tevel). specific humidity (surface level
and 850 hPa), geopotential height (500 hPa) and surface temperature.

‘Table 2.2 shows the skill in downscaling temperatures u

i the selected
predictors. and the explained variance (from 0.60 t0 0.73) is relatively high in comparison
0 other studies (such as Gachon et al. 2005, where downscaling of temperature was
performed in northern Canada).

Gachon and Dibike’s study (2007), which looked at downscaling results in

northern Canada, did not use surfice temperature as a predictor in their model because




they found that it id not reproduce the present climate adequately, but they

loring the use of more p .. In our study, we did include
surface temperature as a predictor, and as demonstrated by the skill level of the model, its

One possi for this s due to i inthe

updated GCM (the third CGCM versus the CGCM2, used by Gachon and Dibike).

xplained variance (R?) in surface air temperature for the generic set of 7
predictors used in the calibration of the downscaling model, for each of the two stations
used.

Cartwright 061 062 0.69
1060 066

Model validation
Using the SDSM software, we are able to produce synthetic (i.¢. simulated) daily

weather series with predictors from NCEP data, in order to validate the use of the.
regression model weights, which will subsequently be used to generate model output for
the future using GCM predictors. Figures 2.2 and 2.3 shows the results of this process,
and indicate that the NCEP predictors do quite well in capturing the observed values. The
difference is never greater than half a degree, and on an annual basis the discrepancy is

only 0.09 °C:; this difference is not signifi ) The

scason with the largest difference is autumn, where the NCEP results consistently.
underestimate the temperature for Sept. —Nov

Before the actual results for the future periods are analyzed, it is necessary fo

verify the results of pr .. Observations from the homogenized dat




set are compared to *hindeasted” data produced by the SDSM software, which are
modeled using NCEP predictors. The selected calibration period was 1961 1975, thus
the remaining years of the predictor set (up unil 2003) are used to independently validate

the modeling process. Table 2.3 shows the RMSE for all tree of the SDSM models on a

monthly and annual basis. Higher RMSES are scen in the winter months (December,
January and February), while the general patter is smoother with mean temperatures
than for minimum and maximum temperatures; this same pattern has been seen in other

SD studies in norther Canada (Gachon et al., 2005).

Table 2.4 shows absolute values of and modeled

temperatures (1976-2003). Figures 2.2 and 2.3 show the observed mean temperatures at

both s

tes compared o the simulated values from NCEP predictors (the mean of 20
ensembles). Visually. it is evident from these graphs that the simulated values are well

reproduced: similar agreements are seen for minimum and maximum temperatures.
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Figure 2.2: Monthly mean temperatures for observed Cartwright (blue line) and
downscaled hindcasted (red line) temperatures using NCEP predictors (1976-2003)
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Figure 2.3: Same as Figure 2.2, for Goose Bay.



Table 2.3: RMSE (°C) for monthly and annual minimum, maximum and mean
temperatures for the calibration of the statistical downscaling models of both Cartwri

G W G W

and Goose Bay.

“The mean differences, observed minus simulated, are reported in Table 2.4 for
minimum, maximum and mean temperatures. For Goose Bay, the simulated values are
cooler than obscrved values in the late fall, by 2 °C or less, but are warmer in the carly
spring by the same amount. Interestingly, when the differences between the monthly

the year, there is no diff °C) between the observed

and simulated values. For Cartwright, the simulated values are even more in agreement

wWith the observations for minimum temperatures, with the highest deviation seen in

March (1.3 °C colder than observed), and a yearly average of less than 0.5 °C colder.




flerences between observations and simulated values from the same period,

4: Diff
nmdnced from NCEP ﬁlcmn il the statistical dov\'nsu.lmi method.

Scenario Results
The resuls of both the GCM output and the downscaling models (A1 scenario)

are shown in Tables 2.5 and 2.6 for Cartwright and Goose Bay, respe

vely. These
present the differences between the present and modeled temperatures for the 20505
period (2011-2040) on an annual and seasonal basis.

Annually in Cartwright, the mean and minimum temperatures are in better

agreement than for maximum temperatures, where the difference between the GCM and

Imost § degrees.

ssonally, the res variable,
with the most consistent agreement in the winter months, where the SD results are 1-2 °C

GOM. i z in the fll, where the SD

temperatures for the 2050s are predicted to be between 2 and 7 °C warmer than what the

GCM predicts, with mean temperatures at the higher extreme of this range. Some cooling



is also seen in these SD predicted temperatures, predominantly in the spring and summer
periods, and to a greater extent in the GCM predictions.

Previous d I ‘anada. that the

temperature change signal of the future s less than what is seen in the GCM output, and

also that the SD output is more smoothly distributed (Gachon and Dibike 2007). Our

results, however, show more warming in the SD results than in the GCM output.

especially the case
from the S for all seasons, looking at the 2041-2070 period. Further, the greater winter
‘warming that our modeling predicts is consistent with other findings for higher latitudes,
including staistical downscaling and raw GCM output (Barrow et al., 2004, Gachon and
Dibike, 2007). Those projections are largely attributed to feedback effects of changes in
surface conditions, such as snow and sea-ice cover. Prior statistical downscaling of
‘minimum temperatures has projected a cooling trend at Cartwright, but warming for
Goose Bay (Lines et al. 2006).

Table 2.5: Companson of the differences between present observational period (1961 —
2003) and the CGCMS3 and SDSM modeled temperatures (2050) for the A1B emissions




Minimum Temperatures

“The results for the modeling of minimum temperatures were variable for both CW
and GB. The observations display an expected seasonal pattern of minimums
over the course of the year (see Figures 2.4 and 2.5), however both the SD and

raw GCM output for the 20505 period show deviations from this pattern, most

notably in the winter months. The modeled minimums at Cartwright are notably
warmer beginning in the fall through the winter (by up t0 10 “C). The degre of
these deviations is such that they look questionable, even considering enhanced
moderating effects of changing ocean currents. However multiple runs of the SD
model with adjusted and the same parameters yield similar results, and further the
GCM raw output has comparable divergences. The spring and summer
simulations actually show a slight cooling trend in both the SD (< 1 °C) and GCM
(<2°C) modeling eflort; this trend persists through o the 2080s for the GCM but
ot for the SD. Goose Bay sees warmer minimum emperatures across all scasons

from the SD results, with the highest increase for the winter months. On the other



hand, the raw GCM predictions see only the winters experiencing warmer

minimums, with all other seasons experiencing a cooling trend.
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Figure 2.4: Minimum temperatures for Cartwright ~ observations from the pres
(1961 ~2001; blue). statistically downscaled predictions for the 20505 (red) and
predictions from CGCM3 for the 2030s (green). Modeled minimum temperatures are for
the AIB emissions scenario.
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Maximum Temperatures
For Cartwright, the SD model predicts increasing maximum temperatures for the
20505 on an annual basis, however as with minimum temperatures, this is not a trend that

i prevalent throughout the year (Figure 2.6). The largest increase in maximums occurs

over with very li " ing and summer.

‘The GCM, however, predicts a cooling trend for Cartwright for the 2050s, with an annual

i jon per

“This trend persists, though to a decreasing degree, throughout the century. The GCM
displays a greater shift in the lag, which is likely caused by oceanic moderating effects
than the SD model; the lag in the GCM maximum temperatures persists through March.

‘The warmest month is stll July for the SD temperatures, which is the same as present day

observations, however the GCM scenario’s warmest month s also shified further into the
year, with August and September having the warmest months. The warmer autumns arc
expected with a warmer ocean and the later onset of freeze-up for sea-ice.

In Goose Bay, the results of the two models are quite different from one another

(Figure 2.7). The overall trend pr by the statistical in
all months of the year, resulting in an annual 3 °C projected increase by the 2050s. The

GCM predicts an overall annual cooling trend (by 2 °C), with warming only in the late

fall and 3 i in maxi most

pronounced in the winter, could be a result of decreased sea-ice which the GCM would



GCMs strongl

flucnces the temperatures that are simulated by the model. Further, a

large-scale model willlikely overlook the seasonal effects of inland, but significant,

bodies of water, such as Lake Melville and its effects on Goose Bay.

reveal in As Gachon (2007) di of
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Figure 2.6: Maximum temperatures for Cartwright — observations from the present period
‘ (1961 - 2001; blue). statistically downscaled predictions for the 2050s (red) and

predictions from CGCMS for the 2050s (green). Modeled temperatures are for the ATB
emissions scenario.
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Same as Fig. 5, for Goose Bay.

Change in temperature thresholds
Results for the peaks over threshold are presented in Tables 2.7 and 2.8, for 25

and 0 °C respectively. For the 25 °C threshold (maximum daily temperature over 25 *C),

the general trend for both Cartwright and Goose Bay is an increase over the modeled 30-

year time slices. Summer s the season of interest for the peaks surpassing 25 °C, where

Goose Bay ignificant increase, from 16 in by 27 by the 20805,

“The change in POTs at Cartwright is negligible: the difference with Goose Bay being the

‘maritime/continental distinet influences of the two sites. The increase in POTs could

have several effcts on the ccosystem, including an increased number of growing degree

days, but also on evapotranspiration rates, a potential stress on plants.

Maximum temperature peaks above 0 °C show a significant increase at both

Goose Bay and Cartwright, which is not surprising given the predicted warming. Though

increase occurs in the winter s

the larges

sson, which is to be expected, the spring and

50



autumn also see an increase, indicating warming throughout the year. For both sites, the

h 0°C per by the

number of
2050s. This increase in thaw events has many implications, including affecting areas of
discontinuous permafiost, lengthening of the growing season, frost-heaving, and an

increase in snow-melt and freeze-thaw events (Sharratt 1993)

Table 2.7: Yearly observed and predicted (for downscaled scenario A1B) peaks over

bl
threshold (> 25 “C) cnmﬁ'd for observations. and the three modeled tri-decade imvds.

197100 20205 20505 2080s 197100 20205 20505 20805
[ R RN

5o oS FET
i zaeq e v VT8RS (RN B (3
Aumn 0 0 0 1 1 T
[AGaIE: 77 (T 6T PSR [0 e et 12
early observed and predicted (for downscaled scenario A1B) peaks above

ble 2.8:
threshold (-0 °C) comiizd for observations, and the three modeled tri-decade Enm.,

197100 20205 20505 20805 197100 20205 20505 20805
[y e P

Spring.

Autumn 81

o 91 e 7 8
[y a3 e [2e9 |24 256 [ 26 (27

Regression to Mealy Mountains
The next step involves the multiple regression analysis to subscquently produce

temperature predictions for the Mealy Mountains. ‘The regression shows a strong linear

relationship between the MM and the two independent variables (CW and GB),

demonstrated by the high R values and low standard error of the estimate (Table 2.9).



‘The Durbin-Watson satistics were all between 1 and 2, indicating that there is minimal
autocorrelation. The range of standard error (SE) for minimum temperatures is 0.10 °C to
1,38 °C, and for maximum temperatures is 0.15 °C to 1.88 °C. The SEs for minimums
‘and maximums do not exceed 2 and are as low as 0.1, suggesting we can predicta

monthly temperature within 2 degrees, with the highest for both occurring in May.

Table 2 ! R) and standard error of
forth s egression model used tosynthesize the MM climte from Goose Bay and |

Cartwrig
(TS [ o R
® st [ st

Tables 2.10 and 2.11 show the observational record from the MM, and the
projected change per tridecade for the two emissions scenarios, for maximum and
‘minimum temperatures. On an annual basis, both scenarios predict a warming trend,
however this is not a general pattern throughout the seasons. Both spring and summer, at
least for the 20205, will see some cooling. The winter and autumn will experience

consistent and increasing warming through all modeled periods.




Looking closely at the seasonal results presented in Tables 2.10 and 2.1, there are:

a few noteworthy observations to report. Fi

ly, the annual increase in temperatures is
similar for minimums and maximums as far ahead as the 20805, however the increase of

minimum temperatures i

reater at the beginning of the century (20205 tridecade) than
for maximums; in other words, the minimums warm faster than the maximums.
Secondly, looking at the seasonal trends, the warming for both temperature indicators is
much greater in the winters and autumns. Summers are actually predicted to see some
cooling, until the 20805, however the degree of cooling in the 2050s s less than 1
standard error (SE), therefore it could be a result of the statstical noise. Finally, of
significance to the credibility of the statistical downscaling model, the A2 scenario,
described to have a higher greenhouse gas output than the A1B scenario, predicts greater
warming in the MM towards the end of the century (2080s). which indicates that the SD
captures the signal of the driving GCM. By the middle of the century, the predicted

temperature increases for minimums and maximums exceeds | SE.



Table 2.10; bservasiona ecord rom the MM (20052009, te proced change
per tri-decade for the two emissions scenarios, for maximu temperatures.

Tmax MM (2005-9) 20s S0s 80s 20s 50s 80s
1S (a0 [53 (740

Table 2.11 sum“snbx:z 10 for minimum bemﬁmmu

'mln MM (MS-O) 20s S0s 80s 20s 50s 80s
[0 (53735

“Table 2.12: Same as Table 2.10. for mean lzmimure:

Tmean MM (2005:9) 20s 50s 805 205 50s 80s

Present period: C
Giridded data sets from NCEP-NCAR, the basis of modeled scenarios, are

» g the study
region to on the ground observations; the reanalysis data is asimilated by a process of

staistical interpolation (Kalnay et al. 1996). Figure 2.7 shows the mean temperature for




the period 1961 2003, which s the overlapping period used in the statistical
downscaling process. There is a single temperature for each grid cell, and the cells cover
2.5 x 2.5° (atitude by longitude) area. Thus, the map seen in Figure 2.7 showing most
of Quebec and Labrador, s represented by only 48 grid cells, and therefore 48 different

temperature points. Given the smoothness of the contours, virtually all topographic

detal, including relatively large water bodies, is absent. In other words, the gridded data
is insensitive to the scale of ecological studies. In a seasonal analysis of the reanalysis
data, we compared the MM Upper Station and the two nearby Environment Canada
stations (Goose Bay and Cartwright). Table 2,13 presents the temperature differences
between the station and reanalysis data; the reanalysis temperatures were taken from the
actual coordinates of the climate stations, using the GrADS software application, which

allows the user to extract a spatially precise interpolated temperature reading from the

dataset for a chosen time period. This comparison indicates that, over the three stations,

the reanalysis consistently does not capture the warmith of the spring/summer/fal, and
also underestimates the winter cold (i.¢. the reanalysis is warmer in the winter than
abservations). This is to be expected considering the nature of the reanalysis

interpolations and how their large resolution is often at 0dds with the heterogencity of the

localized predictand in compar
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Table 2.13; en the
reanalysis, on a seasonal 1961 ~2003). The win
seasal i Gk e ik ok Ihe actual nburvalmns whvch demnnslme hat the
the summer

S (5 kit ok e s hpesvtion. *TH M stk adjusted
10 sealevel using the observed seasonal lapse rat
cart- Maaly
Bay wright  Mins*
SPRING 32 06 30
SUMMER 40 09 21
FALL 30 14 31
WINTER 10 08 24

Conelusion
In comparing the observational temperatures with the NCEP data, the gridded
reanalysis data smooth over the temperature record and fail to acurately capture the
conditions observed from the three climate stations used in this study (Goose Bay,
Cartwright and the Mealy Mountains). This indicates that there are distinct limits to the
value and usefulness of the coarse gridded sets, and these limitations are relevant when it
comes to analyses for the current period (e.g. in using exclusively gridded data in studies
that have a significant climatic component), but also for their use in future scenarios, as

they are a fundamental component of GCMs. Moreover, the discrepancy between these

two sources of isp ly for site, which can
lead us to infer that the inaccuracy of gridded data is enhanced when it comes to elevated
or topographically complex regions. Figure 2.9 demonstrates this, as the average yearly

temperature (from -0.5 °C to0-+0.5 °C) over the Mealy Mountains region s uniform

throughout the region, which covers a range of 1000 m in elevation, as well as being



adjacent to a large body of water, Lake Melville (which the gridded data describes as

having the same average temperature as the adjacent land area)

Overall the regression-based modeling effort in this paper, for both the synthesis of
the Mealy Mountains record and for the statistical downscaling, show a relatively high

skill-level. This indicates that these methods have some v

ty in the modeling of future
temperature projections, and that they offer an alternative 1o coarse-scale GCM output.
“The GCMs, as seen in our results when compared o the regionally downscaled model,
underestimate the summer warming for this highland region. The methods explored are

especially beneficial for areas of complex topography with limited observational records,

hich involvi i or ecological

research.
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Chapter 3: Climatology of the forest-tundra ccotone at a subarctic
alpine site in Labrador.

Abstract
High latitude regions are especially susceptible to climatic change as a l\mh of global
urming and warrant close monitoring and research of the physical and biological
features of their diverse ecosystems. The Mealy Mountains, Labrador, s a
‘geographically isolated subarctic-alpine ecozone, and thus an important ecological
resource and region, as well as having cultural and potentially economic significant
2001, Memorial University researchers set up a study site for ecological and
climatological studies. The site covers a valley where a network of three automatic
climaesaons coveringanalitudal grdint of 60 m b ben colectiy
climatological data since 2001. o an altitudinal trecline. it is a good
location to analyze the rcmmmmw between the climate and the ecosystem. The analysis
in hispaper i twololds i, it offrs  esrptiv limtology of e sudy s, and
econd provid it
Towards he \mlmnfmnn The solyss of e clraie cbacratioea oo, sk
air and ground temperatures, p . vapour pressure deficit and growing degree
daya) dlonentht the pysical ecrisonment 1 b fortee e growh, The pinary
conelusion is that the current climate regime provides no limiting factor to the upward
movemen ofthe rcline: howerer furhe invesigations intoth conributons f soow
and wind to limiting tree growth and establishment are recommended.

s

Keywords: climatology. subarctic-alpine, treeline, Mealy Mountains, Labrador

Introduction
There is general agreement within the scientific community that climatic change

will have fi for i and human et

al. 2007). Though there are constant advances in modeling climate projections for the
future, it is equally important to adequately document the present climate state at the

regional and landscape scales to accurately assess potential impacts, as well a for

Highland regions typically lack a well-cstablished,

monitoring purpos
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climatological record, and therefore baseline information for researchers and stakeholders.

i scarce. Further, highland ecosystems may act as indicators for systemic responses to
lobal warming due to their sensitivity to altitudinal climatic gradients (Cannone et al
2007).

Climate models predict that northern high latitudes are to experience stronger
temperature warming than lower latitudes. The expansion of the boreal forest ecosystem
northward, and upwards for alpine treeline areas, s therefore of particular significance.

Previous studies indicate that summer temperatures control the position of an altitudinal

trecline (Gehrig-Fasel et al. 2008; MacDonald et al. 2008). Vegetation changes that are

likely to oceur in a warming climate are especially important in the forest-tundra

transition zone because they will have significant climate feedbacks; for example, with
changes in albedo and carbon storage (Chapin 111 etal. 2000). In order to predict the

responses of bioti

ystems, there is a need for knowledge of the recent and current
climate, and its spatial and temporal variability at the regional and landscape scales.
‘The climate of a highland area is dependent on latitude, continentality and

topography, and is generally complex due to many influencing factors (Barry 2008). The

‘most reliable way to realistically characterize the climate of  highland region, where
climate stations are typically in lowland sites if at all is by the collection of field
measurements (Richardson et al. 2004)

Ongoing multdisciplinary research at a site within the Mealy Mounains (53"
36.9'N and 58° 50.2' W Figure 3.1) began in 2001, and includes studies of the vegetation
as well as the climate (Jacobs et al. 2005). With an extensive record of the main climatic

variables - temperature and precipitation - the climate regime can be adequately




hirastorizsiand i ted. Where data have " litadinal

sites, which would be useful for distinguishing between the climatic factors that influence

vegetation patterns, and therefore aid in a predictive capacity. The § years of data

collection to 2009 allow for a comprehensive summary of climatological data, and are

also useful for ecological monitoring and making links between microclimate and

radient, p ion can be placed on tween upper and lower
vegetation.



Map of ‘with the three
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‘The predicted changes in climate lead ecologists and climatologists to question the
response of ecosystems that are particularly at risk, such as the alpine treeline of the
Mealy Mountains. The objectives of this paper are twofold. First, in the synthesis and
analysis of the record of the study site, the aim is to determine whether the climate of this
highland region is behaving comparably with the surrounding lowland regions.

According to regional records, the current climate regime of the large-scale area s in a
period of change and likely not representative of the last climatic normals. With this

knowledge, we intend 1o establish whether the climate regime of the Mealy Mountains

land

in unison with the patterns of the adjacent areas, despite having distinct topograp!
geographical features. Second, the objective is to determine whether the current climate

of the alpine study site is a limiting factor to vegetation and ecosystem change; this will

be determined by analyzing relevant biolclimatic indicators. Specifically, the intent is to

determine whether the climate at higher altitudes is limiting the growth or colonization of

black spruce trees, considering the discrete changes in ecotones with elevation

Study Site
The Mealy Mountains, south-central Labrador, is a sub-arctic alpine region that is

of ecological, cultural and economic importance (Bell et al. 2008: Hollett 2006; Keith

2001) and is home o a diversity of landscapes, including alpine tundra, boreal forest and

wetlands. A large part of the Mealy Mountains has recently been declared the site of a

national park, which will represent the East Coast Boreal Region under the Parks Canada

Natural Regions. Rising from the southern shores of the saltwater Lake Melville, the

mountains vary in topography and ecozones, ranging from closed canapy forest 1o alpine
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tundra with bare summits and exposed bedrock. Vegetation in the higher regions and

‘summits is characteristic of arctic-alpine areas, with many plant species typical of more

¢ and the Labrador

northerly environments. The maritime influence, from Lake Melvil

Seaand its cold 1 keeping the climate

‘moist, with wi long, and Jatively short

2001). Late lyi the. provide a unique habitat for plant
‘growth, as well as relief for woodland caribou.

‘The areas above treeline are the southernmost outliers of the High Subarctic
Tundra Ecoregion (Meades 2007), and the mountains fall within a region of sporadic

(Smith and Riscborough 2002). The change in elevation, from

searlevel to 1,100 m. above sea level (a.5.1.),is a main factor in determining vegetation

and the gradient goes from closed-canopy forest up to sub-arctic alpine
tundra at the higher levels. Analogous highland areas in the region include the Red Wine

Mountains to the west, as well as sites in northern Labrador.

Approach and Methodology
“The project is largely based on elimatological observations over the extent of the

study period. starting in July 2001. The main study area within the Mealy Mountains is

an east-facing valley. Moraine Valley', 9 km long and up 10 2.5 km wide, with the

‘summit at 1057 m 1o the northwest (Figure 3.2). Three automatic climate stations were

installed in the study area, providing data that spans over 400 m in elevation, and

transitions from open boreal woodland to subarctic alpine tundra (Table 3.1). In addition

 “Morsine Valley” s an unofficial name for th study it
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1o these long-term stations, short-term or seasonal data were collected in various locations
in the valley., including soil temperature and moisture, air temperature and humidity, and

snow cover. The observational program was designed to maximize spatial and temporal

resolution itati within the limits of resources.

Figure 3.2: Map of Moraine Valley, and location of three main climate stations.
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“The data collected directly from the study site cover a relatively short time period
for an adequate analysis of trends or to investigate the effects of large-scale climatic

controls, ignal of the North Adlantic Oscillat Therefore, to

Loc: 10!\ and record length of Meali‘ Mountains cnmm stat l\ns
\
\

‘supplement the observational data, historical records from nearby climate stations have

been used to construct a limatology. A statistical model ished between

the Goose Bay and Cartwright climate data and that of Moraine Valley in order to extend
the length of the alpine record. Moraine Valley monthly temperature records were.

reconstructed back to 1942 using multiple lincar regression. Statistical analyses for the

the study formed using SPSS.

This record that spans

ssed as a bass f ical analysis. The dataset that was

used to extend the short-term record of the study site was from the Adjusted Historical
Canadian Climate Data from Environment Canada (Environment Canada 2008). This data

set has already ind adjusted for st

location and accuracy over the years of the record (Vincent et al. 2002).



Figure 3.3: Base Station (left photo). elevation 600 m asl: and the Upper Climate Station
(right photo) at the summit of Moraine Valley (995 m asl). Note bulk precipitation gauge

in the background at the Upper Station.

The climate stations at the study site are all solar-powered and record data using

dataloggers that are downloaded and inspected yearly (Figure 3.3). Details of the climate

stations, their instrumentation, accuracy and the variables they record are given in Tables

and 3.3. The temperature sensors were placed in ventilated, non-aspirated radiation
shields. The ground temperature sensors at the upper and lower stations were placed at

1.0 m and 0.7 m depth, respectively. The Base station has three ground probes at 0.1, 0.3

and 0.6 m depth. The bulk precipitation gauges at the lower and upper sites, which giv

art and end of cach summer

minimum estimate of annual precipitation, are visited at the

o

d scason when the depth of precipitation is measured and the gauges recharged with



. The precipitation d field seasons by twice-

daily observations at the Base camp site using manual plastic gauges. These observations
are also used to compare precipitation events i the Mealy Mountains to those at the
nearby Environment Canada climate stations in Goose Bay and Cartwright. In order o
estimate the contribution of snowfall o the annual precipitation, snow surveys were
conducted in mid-March for the years 2008 and 2009 in Moraine Valley (Leblanc ct .
2009). Sample sizes and the sites varied between the two years (Table 3.4), but data from

both years cover the same alitudinal gradient as the climate stations.



Table 3.

Mealy Mountains. N.B.
Campbell Scientific (www.camphells

Note: The readings for the Temperature and Relative Humidity sensors of different

‘brands are within the manufacturers specifications. The set-up of the different instrur
was replicated, with similar exposure, and passive, wind-ventilated shields of the same

ntrmenatondetis for Upper and Lower climate statons nstalled i the
All stations are equipped with instruments obiained
i.ca) and/or Onset Corp. (Wi umwmp com)

ments.

and Relative
Humidity (%)

‘and humidity sensor  probe: between +3%
inGillype sild

9010 100% RH)
Temperature Sensor:
40.6°C for
temperatures of -10°C
10430°C

LI200S Pyranometer

oil deposited into the
gauges 1o prevent

40°C10460°C




Table 3. details for i talled in the Mealy
Mountains

[ it
Air Temperature (°C)  HMP 35C TRH ive Humidi Operating Range of
and Relative Sensor ot ~40°C 10 +60°C
Humidity (%)

Temperature Sensor:

206°C for

mposc T
430°C

Wind Speedand RM Young Wind Speed: £0.3m/s  Wind Speed Range:
Direction Anemometer Direction: +3° <100 mis

Table 3.4 Snow i xmmdmilniu Data from % %wv
Sample Size

[ Weongvalley T 5650

TiA W0i6s 040925 9-3 -

[ LowerClimate

Base Camp. s smM 40
[l

Wet Meadow M7 S0 b ﬁ

Newsie | (ores) 381832934866 — &

Surface air temperature (SA'

. defined as the temperature indicated by a

standardized thermometer exposed 1o the air but shielded from direct sunlight, is central




10 both cli d ecological research. Temper the Mealy
seasonally and spatially variable due 10 differences in elevation, topography and its

‘geographical location. The analysis of SAT will examine the variability of surface air

. " itudi for

As an exten:

n 10 the SAT analysis, we also explored the freeze-thaw (FT) cycles

from thi The FT cycles of an envi have i impli f
many physical and biological phenomena. These cycles affect permafrost, active layer
depths, terrestrial carbon storage and soil nutrient cycling. For this study’s purpose, we
define a cycle as when the surface air temperature falls below 0 °C and returns above that

threshold, or when it starts below freezing. rises and returns to below 0 °C all within the

24 hour period of a day (Baker and Ruschy 1995).

Al three climate stations have at least one ground temperature probe, which gives
usa substantial collection of data to make some inferences about the ground temperature
regime. At the Base site the three thermistors are located in a region of typical subarctic

alpine vegetation,

the probe closest 1o the surface in the root zone (at 10 cm depth),
followed by one at 0.30 m and finally one at 0.57 m, which is as deep as it could go
before hitting large rocks. The Upper Station’s single thermistor is at a depth of 1 m, and
the Lower Station’s is at 0.7 m. The length of record is the same as the rest of the climate
station data, as shown in Table 3.1.

“The definition of a growing season is variable, and 1o an extent subjecive,
depending on location, vegetation type and on the discretion of the author. Generally, the

beginning of the season is associ period, increased sol

radiation, thawing ground and increasing air temperatures, and ends as temperatures,



light availabilit : al. 2006). In reviewing the

literature for high lattude and treeline related studies, it was found that the parameters
defining a growing season are also quite variable. Thus for this study, we have selected
two thresholds for cither ground or air temperatures that are commonly used in treeline

and vegetation studies. Both soil and air f relevance while looking at

the growing period because the onset of photosynthesis s controlled by both factors.
Firstly, we used  °C (from May through October) as a threshold to calculate growing.
degree days (GDD), which is a conventional threshold used in many ecological studies,
including ones on high-altitude black spruce treeline (Sirois 2000 Sirois et al. 1999)
Secondly, we used a paper by Komer and Paulsen (2004) that studied alttudinal treclines

on a global scale as a reference to define the growing season. This paper looked at two

ground temperature thresholds (0 °C and 3.2 °C) at a depth of 10 em; the justification
being that root-zone temperatures are strongly correlated to tree-canopy temperatures, and

both are important physiological eriteria for trees. The 3.2 °C threshold was the ground

temperature in springtime that Komer and Paulsen (2004) found best corresponded t0.a

weekly mean canopy temperature of 0 °C.

Humidity measurements at the three climate stations include hourly values of

relative humidity (RH), vapor pressure (VP), and vapor pressure deficit (VPD). VPD is

an factor for the exchange of water vapou plants and
the atmosphere. VPD, coupled with temperature, are both good predictors for stomatal
conductance to water vapour and net photosynthesis. Stomatal conductance decreases
when VPD increases (Dang et al. 1997); in other words, a plant is more water stressed

with higher VPD,



Solar flux (i.e. total solar iradiance on a horizontal surface) was measured at both
the Upper and Lower climate stations, which allows for a comparison between the two

sites of ions. A d the two py used

showed systematic differences in hourly flux measurements (o be neglible, at less than
0.010Wm ™

Wind patterns are a contributing factor to an ara’s climate and ecology. having
implications for sced and pollen dispersal, the spread of forest ires, as well as a ole in

di iration. The MM study s placed at the Base

climate station and has been recording wind speed and direction on an hourly and daily

(peak gust) basis since the summer of 2005,

Results
In this seq

jon, the results are presented by climatic or bioclimatic parame

ns

are subsequently further analyzed in the discy ction. This section largely

comprises a summary of data collected from field observations

Air Temperature
Averaged over the 2001-2009 period, mean temperatures for July, cons

tently the
warmest month, were 13.3 °C and 10.2 °C, respectively from the Lower (570 m), and

Upper (995 m) climate stations. Over the § years of data collected from a full July

noted that

record, there s a posiive linear rend in temperature (Figure 3.4), however i

this length of record is 100 short 1o determine a conclusive warming trend and natural

climate variability could be a part of this. 1t of note that there has been a regional



pattern of warming coming out of the late 20" century and into the present period. For
their Northeastern Forest ecoregion. which includes southcentral Labrador, Environment
Canada has reported an increase in mean annual temperature of 0.8 °C from 1948 1o the

Environment Canada 2010). Mean monthly air temperatures are displayed in

present
Figure 3.5
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ure 3.4: July temperature trend from Upper Station (2002 - 2008).
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(2001 10 2006), Mealy Mountains study

Figure 3.5: Mean Monthly Air Temperatures
area,

‘The freeze-thaw of air temperatures were calculated and compared for the three

climate st

s (Figure 3.6). The Base station experiences more FT cycles in the carly

spring than the Upper site, which is expected as it would remain colder (below 0.°C)

Tonger at hig! tion. The Upper into the summer
than both the Lower and Base sites, which is indicative of warmer temperatures reaching
the summit later in the ear; only the Upper site had FT cycles in July, and only one such

event was observed in August.



Figure 3.6: Yearly average of freeze-thaw cycles compared across the three stations.
Lower and Base have 4 years of data, and the Upper station has 7 years.

The average ycarly clevational gradient of surface air temperature (SAT),

caleulated using daily data, was -0.51 °C/100 m (range -0.24 10 -0.65 °C/100m, with a

standard deviation of 0.12 °C/100m) reported in Table 3.5, and displayed in Figure 3.7.
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Figure 3.7: Elevational gradient of SAT for minimum (LR_TN), maximum (LR_TX) and
average (LR_AVG) temperatures between Upper and Base Stations, 2005-2008.



Ground Temperatures
Summary data s presented in Table 3.6 for the average yearly ground

temperatures for full-year records. As expected, the Lower site has a higher average

temperature (0.2 °C) than the Upper (-1.8 °C). The Upper site recorded the lowest

average ground temper -1.1°C, whereas th bove freczing.
Figure 3.8 presents the record of the Base ground temperature data (2006-9), displaying
‘minimum, maximum and average temperatures by depth. Here, the expected pattern of
‘ground temperature variability and amplitude is observed. with the deepest ground
temperature being the least variable (.. it is the warmest of the three when the air

temperature is lowest, and the coldest when the air temperature is highest in summer).



AveragelAnnual Ground
Tempergtures
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|

Figure 3.8: Average, minimum and maximum ground temperatures from three thermistors
at the Base station (2006 - 2009),

Table 3.6: Summary of ground temperature data for entire length of climate station
records,

Lower (2002-06)
Base (2006-08) 0.3 m 3 2 05

Upper (2002-08) 7 42

Growing Season and Growing Degree-days
Using the conventional growing degree days caleulated for days of mean daily

temperatures above § °C, the results are reported in Figure 3.




stations. The mean annual GDD values for the years on record are 732.7, 719.9 and
454.8, respectively from low to high elevation. The Lower to Upper growing season
temperatures (June — September; months with a significant number of GDD) are on
average 10.6°C, 103 °C and 7.3 °C. The warmest monthly temperatures are consistently
recorded in July, and are on average 13.3 °C, 13.4°C and 10.2°C from Lower to Upper.
“The start and end dates of the growing season, as defined by Komer's tresholds

presented earlier, are presented in Table 3.7

900
800 -
700
600
500
400
0§ & -
20018 §F & 1
w4 4 —
0

GDD (> 5°C)

2002 | 2003 [ 2004 | 2005 [ 2006 | 2007 | 2008 | ean
[SLower| 487 | 8357 | 6735 | 708.2 7975 | 7327
[WBase 7462 [6162 [7972 719
[“Upper| 390 [ 5142 [ 3983 | 455.9 | 477.7 | 400.4 | 547.3 | 454.8

Year

Figure 3.9: Growing Degree Days record for Lower, Base and Upper sites




“Table 3.7: Growing season starvend dates for Forest/Transition and Tundra zones, using

Kormer and Pausen’s 3.2 C ground temperature threshold. Significant difference

between the zones found for the end of the growing season. but not for the beginning.
(Tundra

start 204un 15-un

Precipitation
Precipitation at the study s

quite variable, both between the Upper and Lower
stations. where bulk rain gauges record annual precipitation, and also between the years
of data collection (Table 3.8). The yearly record ranges from 954 ~ 4293 mm per year.

‘Table 3.8: Precipitation bulk gauge record for the Lower and Upper sites (measurement
units are in mm).

two years fi i 37.6emat

maximum of 223.4 em at the Lower Climate Station site (Figure 3.10). The snowpack

density shows less variability between and within sites than for snow depth (Figure 3.11).
Itis lowest in forested areas, and slightly higher in exposed areas, such as the Base Camp
and Upper Climate Station sites. It s also noted that between the two sampling years.

there is not much of a difference, with an average den

0f0.38 and 0.42 kg/L, and



standard deviations of 0.040 and 0,045, in 2008 and 2009 respectively. ‘The snow water
equivalent (SWE: Figure 3.12) across the sample sites is quite variable, ranging from 13.6

em at the krummholz

10 68.4 cm at the Lower Climate Station in 2008,

2
£
i :
i .
: |
& & ;f f & f"
-
: Figure 3.10: Average snow depth for the two years of surveys.
|
| |
| |
|
.
| i

Figure 3.11: Average snow density acros
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Humidiy
The average rel

ive humidity increases with clevation (75, 78 and 88% from
Lower to Upper, respectively). At the Upper station, RH was greater than 80% for over

90% of the observations, based on the hourly data (Figure 3.13).
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Mialy Mountins. The mean or e Base s 77.5% (n-35461, 0171 and fo he
Upper station is 88.3% (n=61394, 5.d.=16.0),

Figure 3.14 displays the average monthly VPDs as well as the monthly average
temperatures. The month with the highest VPD is July (mean VPD of 0.496 kPa), which

is also the warmest month.



Figure ‘apor Pressure Deficit at Base Climate Station, memhly average from 2005-
2009 (mw‘ with average temperatures for
Solar Radiation

Annually, the Lower site receives significantly more solar radiation than the
Upper site (Student’s t-est, p = 0.000), with the difference more noted from February to
April (Figure 3.15). The average bright sunshine hours for the growing period (June —
Sept.) was compared for the Lower and Upper stations (using the WMO threshold for
bright sunshine of 0.12 kW/m?), and the results are displayed in Table 3.7. There are no
obscrved significant differences between the two sites for the number of bright sunshine

hours.
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Figure 3.15: Average monthly solar radiation at Lower and Upper sites (2001-2006). The
Lower site, an annual basis, receives close o 9% more solar radiation than the Upper site.

“Table 3.9: Bright sunshine data (in kW/m’i for Lower and uiE? stations for May — Sept.

average/hr average/hr

200 045 044
[ 2008, [oa
2005 046 044
[ 2006 | oas [ oas

Average 043 043

Wind Speed and Direction
Figure 3.16 shows the monthy average speeds over the four years of data (2005 —

2009). On an annual basi

the prevailing winds are clearly westerlies, with more than
40% coming from the westerly quadrant with speed most frequently in the range $ to 10

ms. Figure 3.17 shows the windrose for daytime and nighttime hours, where the daytime

1800 hrs. Though ing di . the




see slightly stronger winds with a component. Wind
speds are lower in the summer months consistently by about 5 m/s, and start to increase: |
in speed at the beginning of autumn (Figure 3.18). Scasonal plots (Figure 3.19) show a
slight increase in frequency of northerly through northeasterly easterly winds in winter

and spring.



Figure 3.16: Windrose and frequency table for annual hourly winds, 2005-2009. (UAL
Environmental software used for above). Wind direction refers to the direction the w
from. Frequency of calms is shown in the cenre.
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Figure .17, Windroses (i pola igram For) o Deytine (f) and Nightie ()
hours. for all months of the year. (‘R Project for Statistical Computing used for
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Figure 3.18: Average monthly wind speed and maximum gusts over the period 2005-
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Figure 3.19: Seasonal windroses for hourly winds (2005-2009).




Discussion
Previous stud

plored the extent of growing

scason (or July) temperatures and the altitudinal reeline (e.g. Grace et al. 2002), and how

past changes in climate regimes have affected the location of the treclinc. The

in this study dicators and
used to evaluate the location of the treeline are experienced in this Mealy Mountains

study

per tempes gradients (as in g
with clevation) occurred in summer months, especially for maximum temperatures, and
were also more variable than winter monthly gradients. As Figure 3.7 demonstrates, there
i a distinet seasonality of maximum, minimum and average monthly clevational SAT
radients. The more variable pattern of minimur temperature gradicnts, with the notable

consistent with nightime inversions (postive temperature change

dip in the spring, i
with altitude), which often oceur afier warm, clear-sky days during the summer and fall
(Blandford et al. 2008).

Though the lower ste saw warmer ground temperatures than the Upper, this
clevational relationship is not found between the Lower and the Base ste’s data, where
the Bases decpest thermistor (at 0.57 m) saw an average of 1.0 °C, almosta full degree
higher than what was recorded at 0.7 m of depth at a slightly lower altitude. As the length
of the full records is variable, we tum to look at a year where all three sations overlap
with quality data (2005-6) to further compare. Stil,the Base site recorded slightly

warmer ground temperatures than at the Lower site, although with a colder average air



temperature. This discrepancy may be due to two factors. Firstly. the thermistors might

be buried in different substrates in which the conductance of heat might be different, and
secondly, the different snow coverage patterns would affect the ground temperature
regimes

‘We can infer from the average temperatures that the Upper site i in an area of

sporadic permafrost. with mean air and ground temperatures below 0 °C. The Base site
air temperature roughly corresponds to a commonly used threshold of mean annual air
temperature of -1.0 °C used to infer the presence of permafrost (Smith and Riseborough
2002). At the Lower site, though the mean annual air temperature s just slightly below
freezing. the ground at 0.7 m of depth is well below 0 °C for much of the year, with a DIF
average of -7.4°C. and MAM average of 3.8 C.As seen in previous maps of permafrost
distribution (Rekacewicz 2005: Smith and Riseborough 2002).the data we have collected

" i

or sporadic di frost for our study site.

Soil temperatures. especially in the root-zone, have phenological implications for
trec growth and development (Cheng 2009: Repo et al. 2004), and when they decrease to
a certain (cold) threshold may limit important physiological processes and therefore the
establishment of trees. Cheng (2009) found that the average low soil temperature
threshold for most physiological processes in black spruce trees 10 be 14.0 °C. The June -
August average ground temperature at 10 ¢m depth i.¢. in the root-zone) is 125 °C,
slightly cooler than the threshold Cheng concluded to be phenologically significant.

AU10 em depth, the ground sees both the coldest temperatures (December

February) and the warmest (June — August; Figure 8). This is expected as the amplitude

of ground temperatures at the surface is comparable to that of the surface air temperature.




‘The deepest thermistor, at 57 em, is the least variable i

its ground temperature over the

course of the year, which is al ted as the effects of arming the
‘ground decrease with depth.
As presented in the results, growing seasons differed significantly depending on

elevation at the study site. These seasonal temperatures, however, were consistent with

what Kémer and Paulsen (. ating with reeline position. at around

5106°C. Between the Lower and Upper sites, there are significant differences in GDDs

(independent sample t-test, t = 19.25, df =4, p<0.00). This is not unexpected given the

over 400 m difference di between sites. At the two.

subarcti

(Scandinavia) sites in K6mer and Paulsen’s study, average GDDs were reported
10 be 169~ 181, which is well below the number of GDD calculated for all three MM
stes.

Karmer and Paulsen (2004) defined the growing season length by the number of

days that have an average ground temperature above 3.2 °C. They found the seasons to

be 102 and 106 days long for their northern subaretic sites. Using these same parameters

for defining and calculating the season length based on 10 cm depth ground temperature,

the MM Base station season average was calculated to be 145 (5.d.=17) days. For the 975
m tundra site in the Mealy Mountains, the length of the 2008 season (the only complete:

year of 10 em ground temperature data we collected from the temporary installation of

‘round loggers). which was a typical year in our overall record, was found o be 110
days. This s slightly above what Kémer and Paulsen reported. but over a month shorter

than what was found at the Base site. While they conclude that season length is not



significantly correlated to global treeline positions, their meta-analysis
season lengths shorter than three months.

Other stu

(Bunn et al. 2007) have found growing seasons in the norther
boreal forests lasting from May to August using NDVI data for photosynthetic activity.
Our results in comparison 10 these two referenced papers indicate that at least the Base
station, located at the upper limit of the transition zone and 200 m below the highest

found conifer, has an adequately long season o supporttree growth. In our sudy area,

the presence of isolated small erect conifers up o 200 m above the nominal 600 m a.s..

forest limit indicates a somewhat extended forest-tundra transition zone, likely a result of
‘microclimatic variability not captured by the three stations. In terms of summer
temperatures, GDDs, and growing season length, the upper climate station record defines
a distinct break with conditions in the transition zone below. Finally, the observed

absence of any conifers above ca. 800 mis evidence that the long-term climate at the

Upper sation site has been 100 severe (o support ree species. However that said, the
‘growing season temperatures of the most recent decade are not outside the limits for tree

growth, as indicated by previous

tudies of alpine treelines.
Based on our climate station records, there are no significant differences between
the forest transition zone, represented by the two lower stations, and the tundra for the

starting date of the growing season (when the temperatures go over the 3.2 °C threshald).

However, there are significant differences for the date of the end of the growing seasons
between the forest transition and tundra, defined as when the ground temperatures go

below 3.2 °C (t-test: p < 0.001). Given the temperature-clg

ation relationship, it would be

expected that the growing season would begin lter n the year at higher alitudes.



However, when one takes into account other physical features of the area, there are.

is more wind blown, therefore

reasons that can explain this. For example, the tundra s

the snow is blown off the gr > ier expos heating.
Based on three years of late winter visits, we would expect both the base and upper sites
10 be exposed at similar times. Site visits indicate considerable variability at both sites,

and atendency for snow to be blown off at the upper site. The June air temperatures for

the start of the growing season, on the other hand, do indicate that there is a significant

difference between the two zones (the Base 2007 - 2009 average is 8.9 °C. whereas the
Upper average is 6.9 °C).

Asitis difficult to accurately record precipitation amounts at a remote study site
that s typically only visited in the summer, the most accurate precipitation observations
‘occur over the field season. With these daily observations, comparisons and relationships
can be drawn from Goose Bay and Cartwright, which both have Environment Canada
sttions recording precipitation. Table 3.10 compares the summer precipitation of the

MM with Goose Bay and Cartwright. As Figure 3.20 demonstrates, there are some

precipi the Mealys that Bay and

Cartwright, however this is not always the case.
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 Goose Bay
= Cartwright
2001 2002 2003 2004 2006 2007 2008 2009
Year
igure 3.20; Rainfall ison for summer data collected

from 2005). The field observations from the Mealy Mountains (blue) are compared to
Environment Canada's record in Goose Bay (red) and Cartwright (green).

.10: Mealy Mountain summer precipitation observations compared 1o those from

Goose Bay and Cartwright (2001 - 200¢
7 65 55
Correlation (1), events >1mm

nly. 002 024

between precipitation across the three

Simultaneous events with MM

To examine the extent of the relationshi

sites, an analysis comparing these locations was performed for the cight years of summer
observations that were collected, which amounted 10 191 total daily observations.

for the summer field s bservation period

(Figure 3.21). For the cight year record, the ratio of precipitation for the MM to Goose:




Bay (1.2 for all obscrvations) is generally lower than for that of the MM to Cartwright

(2.0), with 2003 being an anomaly with a ratio of 12 for MM:Goose Bay. This very high

ratio is likely explained by a single rainfall event of 33 mm observed in the Mealy

Mountains, at which time 2 mm was recorded in Goose Bay

o

Figure 3.21: Summer precipitation ratios (MM — Mealy Mountains, GB — Goose Bay) for
the observed field season record to the Environment Canada records, 2001 —2009. Mean
MM:GB ratio is 2.6 (s.d. = 3.8) and 2.1 (s.d. = 0.7) for MM:Cartwright

“The bulk precipitation gauge records from the Lower and Upper sites were also
compared to the corresponding records of total annual precipitation at Goose Bay and
Cartwright (Figure 3.22). As previously stated, the Lower site recorded on average

antly more precipitation than the Upper site, while both of the MM gauges




recorded on average more than Goose Bay and Cartwright. Undercatch of precipitation,

in par all, to wind dison ct al. 1998). thus the
bulk gauges undoubedly underestimate total yearly precipitation. Further, undercatch at
the upper station would be greater due to windier conditions at the summit compared with

lower n the valley
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Figure 3.22: Bulk precipitation gauges at Lower and Upy

cofesponding samyml il of reghation ot Gooes Bay and Carmrght, Al
found at the Lower site in the summer of 2002 resulting in loss of data for that year.
Mean annual values (excluding Lower 2001-02 data) are 3291 mm for Lower
for Upper, 900 mm for Goose Bay and 1053 mm for Cartwright

was

611 mm

In both years, the Lower Climate Station site recorded the greatest snow depth of

all sites surveyed. The snow depth between

es s quite variable (Figure 3.10). witha

high standard devi

i of 47.4 and 48.3 em for 2008 and 2009, respectively. For a site

such as the krummholz one, with an average depth of 37.6 cm and a standard deviation of




37.0.this is

licative of the high variability of snow cover, and of the topographic and

vegetation i snow. The snow maps (E: Canada 2010).

‘which are based on coarse scale satellite data, show that in the central Mealy Mountains
area for the corresponding dates of the survey there was an approximate depth of 100 cm
for both 2008 and 2009, with a maximu depth reading of 212 cm.

A high level of variability while measuring snovw s expected due to the

sites, such d ind also due to snow

drifts caused by wind. The large variabil

in snow depth, a factor that influences
vegetation, can be attributed to these topographic and site factors, as well as random

sampling. Over the two-year period of data collecti

. the level of inter-annual difference
i 10 be expected with a broad range of vegetation cover and density at the study site.
Comparing the snow survey data with the Environment Canada maps indicates that the
‘maps give a minimum indication of snow depth, but fail to capture the variability of a
region, especially at their coarse scale of 1 km” resolution. It is worth noting, however,
that the 2009 maximum depth of 212 em for the period of the snow survey found on the
map is within comparable range to the maximum survey depth of 223 cm, though the
precise location of the map’s maximum is difficult o determine.

‘The observed increase of RH with clevation, as presented in the results, can be
attributed to more frequent cloud cover and fog with altitude, as confirmed by
observations during the field season, when frequently the summit of the valley is under

cloud or fog.

her levels of VPD are seen during the summer months; there is a clear
correlation between monthly average temperatures and VPD (Figure 3.14). A number of

studies have looked at VPD and its effects on black and white spruce. Pepin et al (2002)




found that when VPD went from 0.75 to 4.0 kPa, stomatal conductance decreased by
40%. Further, Dang et al. (Dang et al. 1997) found that net photosynthesis decreased by
18% in black spruce when VPD was at 2.0 kPa compared to 1.0 kPa. At the Base Station,
the JJA average over four summers of records is 0.417 kPa and looking at the frequency

distribution of hourly summer VPD values, 87% of the readings fall between 0 and 0.5

KPa. (Figure 3.23); alow moi it and therefore not
a limiting stress for black spruce. From the five years of record at the Base site (2005 -
2009), there is not much variability observed in July VPD (average = 0.5 kPa, st. dev. =
0.04), which is the month that sees the highest VPD. Further, only six days over the five
summers had VPD events that were greater than 2.0 kPa, all which occurred in the mid-

aftemoon and none of which d one after the other. i in

our years of data collection there has not been a summer that has been subject to moisture

stress.

o o5 1 15 2 25 3 35 4
VPD Value (kPa)

Figure 3.23: Vapor Pressure Deficit frequency distribution of summer (JJA) hourly data
(2005-2009).
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Another indication of the summit being under more frequent cloud cover than

Tower down in the valley is the fact that annually the Lower site sees less solar radiation
than the Upper site. A study in the Appalachian mountains by Markus et al. (1991) found

that elevations between 900 — 1300 m asl were more likely to experience low-level cloud

cover than elevations higher or lower than this range. Although in a different region,

finding fits with the pattern in the Mealy Mountains. On the other hand, the bright

that the Sept.) see a simil of solar

radiation between the Upper and Lower site.

Although there is no general altitude-wind relationship that s dirctly known to be
ecologically relevant (Komer 2007). wind is till an important factor that may affect the
Tocation of the treeline or stands of trees (Richardson et al. 2004). From the Base station
anemometer, the diumal variation of wind speed and direction is not significant (see
Figure 3.17): the night hours see slightly stronger winds from a more northerly dircction,

ds are both dominated by westerlis. The slight diumal patiern is in

but overall these p

agreement with the valley wind theory, which predicts more downslope winds at night
(Katabatic), and upslope during the day when a positive radiation balance s more likely.
Though the maximum recorded gusts do not show the same smooth pattern as average

speeds, the three lowest data points are also found in the summer months. Winter and

spring have their prevail s from the W and WNW,

and fall have more W-SW prevailing winds. The changes in direction over the course of

the year suggest that the topography does not play a dominating role in determining the

surface winds, despite the data being collected in a vallcy.



Conelusion
‘The vegetation, location and topography of the subarctic Mealy Mountains,

Labrador, provide a good opportunity 1o study relationships between climate and distinct
ecosystems, which are susceptible to change with a shiftin the current climate regime.

Although the Mealy Mountains are a relatively low-lying mountain range, their location.

topographical desirable site for long-

‘monitoring as well as for studies that link the physical with the biological.

“This pape thesis of that has bee
several years of fieldwork, and in doing so provides a general description of the current
state of the climate for ecological monitoring purposes as well as supplement the many
biological studies ongoing at the same site. Further, in combining knowledge of the

physical limitations of treelines, specifically for spruce species, we were able to

determine that the Mealy Mountains treeline is not immediately limited by the regi

current

ate regime. This is apparent in the length of the growing season that Morai
Valley has, growing season temperatures, as well as in bioclimatic indicators such as
Vapour pressure deficit, which is not  limiting factor for spruce trees at this ste.
Previous studies have indicated that the treeline is fairly dynamic in that it can respond to

ashiftin climate fairly rapidly in terms of recruitment and establishment, and further, that

increasing the length of the growing season, moister conditions and warmer temperatures

areall h a .
2008)
From a climatic perspective, the altitudinal treeline of Moraine Valley is not

limited by the current climate regime. though it may be lagging when considering the



recent warming of the late 20" century and into the 21, That is to say, the climate of the

Mealy by this analysis hat have been warmer

than much of the previous century. To make predictions for the future changes in the

treeline, a comprehensive understanding of the biological limitations of this treeline

ccosystem s required in conjunction with the findings of this study.
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Chapter 4: Summary

Fthis thesis were o i s withina
larger multidisciplinary study based in the Mealy Mountains. Since 2001, ongoing
research at the study site has looked at various ecological and physical features, including

treeline ecology, sub-arctic and alpine vegetation, and climate.

“The first ipti ethod of regional cli g fora
data-limited and pine site, using ling for the
‘modeling. as well ressi iques. The latest

(CGCMS3) was used for the purpose of statistical downscaling, and two emissions
scenarios were modeled this way. The downscaling methodology was successful in

reproducing the current and recent past climate regime, which is an indication that the

modeling of the future climate, using the same method, is also completed with a similarly

high s

level. Three future ods were modeled, covering up until the end

lecade pe

of the current century. All scenarios point to a greater degree of warming than is

predicted by the raw GCM output. This result s in agreement with a number of other
regional modeling efforts, especially for high-Jatitude regions, which conclude that GCMs
tend to underestimate the magnitude of future warming.

“To further investigate the validity of GCM output for small-scale regional studies,

we considered the source of the data that forms the baseline for most modeling efforts

These gridded data sets. with obse data for ing time
period. and the analy the gridded dat h the extremes
ind maximums). [ i ths




propelled into the future scenarios, and are a shortcoming of low-resolution models for

small-scale studies. Despi
observations, the combined modeling effort (regional downscaling and statistical
‘modeling) produced plausible scenarios, and these results should be more useful to
researchers investigating local climate change impacts.

The second manuscript’s primary objective was to provide a descriptive
climatology of the study site; this was done primarily from observations that were

red on site.

‘eradient that traversed closed canopy forest to tundra; this approach enabled an

‘examination of various physical factors that have a role in controlling the extend of the

. This leads jecti ipt, which was to

ide an analysis of it pine treelines, for black

‘spruce trees in particular. It was concluded that the current state of the climate of the
study area and associated variables, including indicators such as ground temperature, the

length of the growing season, and moisture stress, pose no significant restraints on tree

growth at in .. which is Therefore,
there must be other environmental or ecological factors, beyond those that were
investigated in this paper, that are involved in limiting tree growth beyond the current

treeline. Further rescarch might address other factors that may be involved in limiting the

establishment of black spruce trees, such as winter icing conditions, which have been
noted at the summit of the study site. The substantial presence of krummholz and the
searcity of seedlings are both possible indicators that harsh winter conditions may be

‘connected to the lack of establishment of trees.

10




Each manuscript has its particular objectives, but they also complement one
another. The first explores the application of climate modeling to a regional study, and
produces future scenarios for the Mealy Mountains study site. The second paper offers a

ook at the current climatic environment in relation to an ecological indicator: the altitude

of the alp . be able to use and its
future scenarios for el P f the vegetation and ecology of
the site. An increasing interest in climate modeling applications at regional and local

scales, especially for northern areas, will ikely promote further modeling efforts, as well

as collabor areas such as the

research with ecologists and others with an

Mealy Mountains.



Appendix

Table 1: The predictors provided by NCEP for this study include 10 atmospheric
variables at three different height levels

' Nomenclawre
| s |
| Mean sea level pressure

Mean t ture at 2 m temp. |
Geopotential Height p500 P850
Meridional Vorticity p_v p5_v p8_v.
RSP PR
‘ Wind Direction p_th psth pBth
EETREET
Divergence pzh p5zh pBzh

Tables 2 - 5 present predicted temperature changes for two emission scenarios (A1 and
A2 u 3.1 predictors) for Cartwright and Goose Bay. Results are given for the
GV predition and the sttsclly downsealed model (SDSM predictons) o

comprison. Chingesare presened asthe difference between the Future period (20505)
and the present climate.

Cartwright, GCM predictio

““‘=======

1A

Annual

n2



‘Table 3: Cartwright, SDSM predictions.

‘Table 4: Goose Bay, GCM predictions.

Axmu:l

Table 5: Goose Bay, SDSM predictions.

Annual 3
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Figure 1: Flow chart of statistical downscaling methodology (Chapter 2).
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