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Abstract 

TRIFLING rviATTERS: DIFFERENTIAL REGULATION OF 
FEEDFORWARD AND FEEDBACK INTERNEURONS OF THE 
DENTATE GYRUS BY RELEASE OF ENDOGENOUS 
NOREPINEPHRINE 

Norepinephrine is known to play an important role in hippocampal function. 
Norepinephrine is required for long-term potentiation in dentate gyrus, and 
norepinephrine blockade or depletion can interfere with acquisition and retrieval in 
hippocampal dependent tasks. While gross measures of hippocampal function such as 
evoked potentials demonstrate plastic changes under the influence of norepinephrine, 
single unit studies to date report suppression of principle cell flring and increased firing 
rates for inhibitory interneurons. Such changes should reflect an increase in inhibition 
and would predict a decrease in plasticity. 

In this thesis I examine the effect of "natural" synaptic release of 
norepinephrine on spontaneous flring rates of cells in dentate gyrus, with concomitant 
electroencephalographic recording. Physiologically identified interneurons are classified 
as either feedforward or feedback depending on whether they were activated prior to, or 
after, the perforant path evoked population spike. Principle cells are identified by their 
characteristic firing properties and a firing latency within the window of the perforant 
path evoked population spike. 

In this study feedforward interneurons virtually cease firing in response to 
synaptic release of norepinephrine, producing a period of disinhibition which lasts several 
minutes. Simultaneously, cells identified as principle cells increase their flring rates. 
Feedback interneurons demonstrated a mixed profile with some cells increasing their 
firing rates and others decreasing their firing rates. 

Fast Fourier analysis of the electroencephalographic recordings revealed a 
increase in relative power in the theta band as reported previously, together with a 
decrease in overall power and a decrease in relative power of the gamma band. These 
data are compared to previous studies of noradrenergic effects on single unit, evoked 
potential, and electroencephalography measures in the literature. The results are also 
compared to existing models of plasticity such as long-term potentiation and gamma 
power regulated acquisition and recall of hippocampal representations. Finally a new 
framework is proposed as to how norepinephrine may play a role in plasticity by allowing 
new information to be bound to mature hippocampal representations. 
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ill 

hilum: 

(hafl~m) [L. h~lum little thing, trifle; according to Festus, thought to have 
orig. meant 'that which adheres to a bean'; hence in modern Botanical use 
(see 2).] 

1. Something very minute. Obs. 
no rnore 

2. Bot. The point of attachment of a seed to its seed-vessel; the scar on the 
ripe seed. 

b. A similar mark on a starch-granule. c. 'The aperture in the extine of a 
pollen grain' (Syd. Soc. Lex.). 

3. a. Anat. =hilus 'Applied also to certain small apertures and depressions' 
(Syd. Soc. Lex.). b. Path. 'A term for a small flattened staphyloma ofthe iris 
from corneal perforation, in consequence of its likeness to the hilum of the 
garden bean' (Syd. Soc. Lex.). c. A little opening in the statoblast of a 
sponge. 

The Oxford English Dictionary 2nd ed. 1989, Oxford University Press 
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Microelectrode recording during stimulation of the NA 

[noradrenaline] system in the mesencephalon or elsewhere will 

become possible as soon as the course and origin of the fibres are 

defined. The hilus, where the amount ofNAfibres is highest, 

should be the place of choice to start such attempts. 

--Blackstad, Fuxe and Hokfelt 1967 

Introduction 

Blackstad et al. believed that noradrenaline, or norepinephrine, fibres 

regulated excitability in the hippocampus, a role distinct from the glutamate 

containing fibres. As the quotation suggests they assumed that norepinephrine 

effects would be particularly distinct in the hilar segment of the dentate gyrus of 

hippocampus. Several laboratories have investigated the effect of norepinephrine 

on firing rates of single cells in the hippocampus using electrical stimulation of 

norepinephrine fibers (Segal and Bloom 197 4b ), or application of exogenous 

norepinephrine (Segal and Bloom 1974a, Pang and Rose 1987, Rose and Pang 
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1989, Bijak and Misgeld 1995, Bergles et al. 1996, Parra et al. 1998) and these 

studies have agreed that norepinephrine, in general, inhibits principal cells of the 

hippocampus and excites interneurons. While consistent with each other, these 

conclusions are at odds with biochemical measures (Parfitt et al. 1991) and 

evoked potential recordings in the hippocampus (Neuman and Harley 1983) that 

suggest norepinephrine promotes excitation of principal cells. The present thesis 

characterizes the effects of release of endogenous norepinephrine on interneurons 

of the hilar region subjacent to the dentate gyrus. Norepinephrine release is 

evoked using glutamate applied to the norepinephrine cells of origin, the locus 

coeruleus, to produce a pattern that mimics the burst release pattern of 

norepinephrine in the behaving animal. In setting the context for these 

investigations, I review the structure and connectivity of the hippocampus and the 

locus coeruleus and previous investigations of norepinephrine effects, with a 

particular focus on the hilar region. 

The hippocampus is involved in the integration of information originating 

in sensory and associational cortices. Numerous studies have hypothesized a role 

for the hippocampus in learning and the formation of memory traces. Current 

models of learning mechanisms such as long-term potentiation (L TP) were 

developed in hippocampus (Bliss and L0m0 1973). 

The hippocampus is driven by afferent systems carrying information from 

three major sources. The perforant path carries information from two of these 

sources. Polymodal sensory information is conveyed from the lateral entorhinal 
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cortex via the lateral perforant path, and cortical-associational information is 

conveyed by the medial perforant path (Burwell 2000), which originates in medial 

entorhinal cortex. In addition to these glutamatergic projections, subcortical 

neuromodulatory pathways influence the processing of the hippocampal network 

depending upon the motivational, emotional, and autonomic state of the animal. 

The norepinephrine system arising from the locus coeruleus is one such system 

(Harley 1998). Despite consisting of only a few thousand cells, the locus 

coeruleus is able to influence the functioning of the hippocampal network as 

indexed through behavioural (e.g. Sara et al. 1995), electrophysiological (e.g. 

Harley and Milway 1986) and biochemical (e.g. Parfitt et al. 1991) assays. The 

locus coeruleus responds to a variety of environmental stimuli and the activity of 

locus coeruleus neurons correlates with the animal's level of arousal (Aston-Jones 

and Bloom 198la). In particular the locus coeruleus responds to novelty and 

environmental change (Sara and Segal 1991 ). 

Learning is considered to be mediated by a change in synaptic weights 

resulting from the coincident activity of neurons (Bailey et al. 2000). A critical 

feature of this type of plasticity is the pairing of postsynaptic depolarization with 

synaptic activation (Deisseroth et al. 1996). Synaptic activation causeing a long 

slow depolarization event which maximizes inward Ca ++ flow (Mermelstein et al. 

2000). Events or compounds which depolarize neurons are considered to promote 

synaptic efficacy while hyperpolarizing agents decrease efficacy (Wigstrom and 

Gustafsson 1983a, b). Current theories hold that synaptic weight can be altered in 
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the short term by kinase activity phosphorylating local proteins in the synaptic 

region to alter their efficacy (Malenka and Siegelbaum 2000). Both the activity of 

neuromodulatory receptors and the translation of new proteins are required for 

changes of synaptic weight that last several hours (Kandel 2001 ). The role that 

neuromodulators play within these theories is more controversial than the role of 

new proteins. 

Synaptic modification that is long lasting requires the translation of 

proteins that are believed to play a role in remodeling the synapse. Frey and 

Morris (1997) have proposed that neuromodulators binding to their receptors set a 

"tag" that marks a synapse as requiring proteins. Abel et al. (1998) have 

suggested that neuromodulators play a role in relieving inhibitory constraints on 

transcription. Neuromodulatory receptors may also play a role in disinhibition, 

which would allow prolonged depolarization and repeated firing of principal cells, 

conducive to LTP, by decreasing the GABAergic drive from inhibitory 

intemeurons (Wigstrom and Gustafsson 1983c, Buzsaki 1984) and decreasing the 

after hyperpolarization (Haas and Rose 1987). 

A disinhibitory role of neuromodulators is consistent with two new and 

complementary views of synaptic plasticity. First, it has been proposed by Pike et 

al. (1999) that long-term changes require bursting of the postsynaptic cell. 

Bursting produces a prolonged depolarization with different dynamics than the 

dendritic spike produced by a single back-propagating action potential. Other 

work has shown that repeated synaptic activation is necessary for the 
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phosphorylation of cyclic adensosine-monophosphate binding protein (CREB) 

(Deisseroth et al. 1996). 

The second view (Bailey et al. 2000) proposes that all associative 

potentiation requires a heterosynaptic component. In contrast to classical Hebbian 

potentiation where increases in synaptic strength is a result of coincident pre and 

postsynaptic activity, late phase LTP requires the activation of a modulatory input 

in addition to glutamatergic synaptic activity. The modulatory input in most 

systems travels in the same fiber bundle as the glutamatergic fibres, and so high 

frequency electrical stimulation of the fibre bundle induces modulator release in 

addition to evoking glutamate release. Blockade of neuromodulator receptors 

prevents late phase L TP in a variety of preparations. 

Norepinephrine is known to both increase bursting of target cells 

(Madison and Nicoll 1986) and significantly depolarize principal cells in the 

hippocampus (Lacaille and Schwartzkroin 1988). Although such a role for 

norepinephrine is consistent with the enhancement of evoked potentials by 

norepinephrine (e.g. Harley and Sara 1992) and with paired pulse evidence of 

decreased inhibition in the presence of norepinephrine (Leung and Miller 1988), 

unit recording studies to date agree that norepinephrine increases the activity of 

intemeurons (Pang and Rose 1987, Rose and Pang 1989, Bijak and Misgeld 1995, 

Bergles et al. 1996, Parra et al. 1998, see also review ofBuzsaki 1984). Increased 

inhibition would be expected to decrease synaptic efficacy (Wigstrom and 

Gustafsson 1983a-c ). 
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Behavioral evidence and electrophysiological evidence supports a role for 

norepinephrine in promoting neural plasticity in the hippocampus. This role of 

norepinephrine appears inconsistent with the evidence from single unit recordings 

in the hippocampal circuit which have identified increased inhibitory activity as a 

primary action of norepinephrine. The present study investigates the response of 

single units in the hippocampus in the area of densest norepinephrine innervation 

to release of endogenous norepinephrine elicited by glutamatergic excitation of 

the locus coeruleus. A brief review ofhippocampal anatomy and of the properties 

of the locus coeruleus and its relationship to the hippocampus and to behavior 

follows: What is known of noradrenergic modulation in the dentate gyrus 

specifically and what is known ofhilar intemeurons is addressed subsequently. 

Hippocampal Anatomy 

Hippocampal anatomy has traditionally focused on the connections of 

principal cells. The hippocampus consists of two enfolded cell sheets differing in 

their organization and principal cell types. Ammon's hom (Cornu Ammonis or 

CA) is a laminar cortex with the pyramidal cell being the principal cell type. The 

pyramidal cells occur in a densely packed layer. Pyramidal cells have two 

dendritic systems: short basal dendrites branch in stratum oriens, whereas a long 

primary dendrite extends and produces short side branches in strata radiatum and 

lacunosum moleculare. The dentate gyrus is also a laminar structure with the 

principal cell being the granule cell. Granule cells occur in a densely packed 
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layer, but their dendritic arbor projects in a single direction into the molecular 

layer (see Figure 1). 

The hippocampus is classically considered to consist of a trisynaptic loop 

(Andersen et al. 1971). The entorhinal cortex is the origin of most of the extra­

hippocampal afferents and projects to all major subfields of the hippocampus 

(Witter et al. 2000). Granule cells project to the CA3 pyramidal cells via the 

mossy fibres, although CA3 receives a direct input from layer II of entorhinal 

cortex as well. CA3 pyramidal cells project in turn to CAl pyramidal cells via the 

Schaffer collaterals with a smaller projection to the septum. CAl also receives a 

direct projection from entorhinal cortex, although from layer III. CAl is 

considered to be the output of the hippocampus proper. CAl projects to 

subiculum and entorhinal cortex with minor projections to higher cortical areas. 

The glutamatergic afferents to the hippocampal formation are summarized in 

Figure 2. 

Dentate Gyrus 

The primary input to the dentate gyrus is layer II of entorhinal cortex. 

Entorhinal cortex projects to the molecular layer of dentate gyrus in a lamellar 

fashion. Lateral entorhinal cortex projections terminate on the outer one third of 

the granule cell dendrites; medial entorhinal cortex projections terminate on the 

middle one third of the dendritic tree (Witter 1993 ). The inner third of the 

molecular layer is innervated by interneuron projections arising from the 

contralateral hippocampus (Amaral et al. 1995) in a point-to-point fashion 
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(Zappone and Sloviter 2001), back projections from CA3 pyramidal cells (Wu et 

al. 1998) and hilar mossy cells (Scharfman 1995a) and input from the 

submammillothalamic nucleus (Pasquier and Reinoso-Suarez 1976, 1978; Harley 

et al. 1983) (see Figure 3). Recently it has been reported that deeper layers of 

entorhinal cortex (IV-VI) also send a light projection to dentate gyrus (Deller et 

al. 1996). These deep fibres travel within the perforant path, but differ in that they 

lack a laminar distribution in dentate gyrus. The deep fibres drop collaterals from 

the molecular layer, enter stratum granulosum, and terminate in the subgranular 

region. The deep fibres form synapses with a variety of cells in all layers that they 

traverse. 

There is a second dimension to the organizational structure of the 

entorhinal cortex projection to dentate gyrus. The terminal zones of entorhinal 

cortex layer II cell projections also have a strip or slab-like architecture, in which 

cells originating from lateral entorhinal cortex project most heavily to the septal 

pole, with cells originating from the medial entorhinal cortex projecting 

preferentially to the temporal pole. There is an intermediate entorhinal cortex 

zone that projects to an intermediate region between the septal and temporal poles 

of the hippocampus (reviewed by Witter et al. 2000). 

Hilus 

The hilus has been controversial with respect to both its boundaries and 

relationship to the principal cell sheets. Early investigators could not agree 

whether the polymorphic region enclosed by the blades of the dentate gyrus 
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consisted of modified pyramidal cells (with associated Schaffer collaterals) and 

was thus part of CA3, or whether the region represented a plexiform layer of 

dentate gyrus analogous to stratum oriens. Indeed one of the earliest review 

articles regarding the hippocampus was an attempt to reconcile contrasting views 

ofthe hilus (Smith 1896). Lorente de No (1934) ascribed the hilus to the 

pyramidal cell sheet and designated the region CA4. It was not until Amaral's 

(1978) exhaustive Golgi study that the hilus was generally accepted to be 

associated with dentate gyrus. Some recent authors (e.g. Mott et al. 1997) skirt the 

issue by referring to the hilus border or some other finessing term. For the 

purpose of this thesis we shall consider the pyramidal cells enclosed by the blades 

of dentate gyrus to be CA3. The borders proposed by Amaral shall be adopted for 

hilus and CA3 as depicted in Figure 1. 

Hilus has a great diversity of cell types; Amaral (1978) identified 21 

distinct types using the Golgi preparation. Little is known about the physiology on 

connections of many of these cell types, and it is possible that Amaral 

overestimated the number of distinct cell types since his focus was to stress the 

differences between hilus and CA3. The two cell types that receive the most 

attention in hilus are the mossy cell and the spiny stellate or HIPP cell discussed 

below. Hilus also receives the densest norepinephrine innervation in hippocampus 

(Oleskevich et al. 1989). 
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CA3 

The perforant path fibres that innervate the infrapyramidal blade of dentate 

gyrus continue into CA3. The medial and lateral perforant path fibres mingle 

somewhat as they enter CA3 and so the perforant path does not have a strict 

laminar profile in CA3 as it does in dentate gyrus. The perforant path fibres 

synapse in deep radiatum and stratum lacunosum moleculare before terminating 

in CA2 (Tamamaki and Nojyo 1993, Witter 1993). In addition to these extra­

hippocampal projections, the CA3 pyramidal neurons receive two intrinsic 

glutamatergic projections. 

Axons of dentate gyrus granule cells make contact with CA3 pyramidals 

in the stratum lucidum, although some collaterals cross stratum pyramidale to 

make contact in stratum oriens (Henze et al. 2000). Stratum oriens is also the 

lamina where recurrent axon collaterals originating from other CA3 pyramidal 

cells terminate. Axons emerging from CA3 pyramidal cells send collaterals along 

the length ofthe septo-temporal axis (Witter 1993). See Figure 4 for a summary 

diagram. 

There is evidence that the mossy fibres only sparsely innervate CA3 

pyramidal cells, and that mossy fibres form five times as many contacts with 

interneurons as they do with principal cells (Amarall990, Acsady et al. 1998). 

There is some physiological support for this as sharp electrode recordings from 

CA3 pyramidal soma show a massive and prolonged hyperpolarization associated 

with stimulation of the granule cell layer (Reid et al. 2001). 
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CA2 

CA2 can be demarcated by a slight change in the morphology of 

pyramidal cells, and there are a number of molecular markers that delineate this 

small transitional region including positive staining for the monoclonal antibody 

TOR-23 (Stephenson and Kushner 1989) and an absence of the tyrosine kinase 

receptor c-kit (Motro et al. 1991 ). After a period of neglect CA2 is again receiving 

some attention as it has recently been reported that neurofibrillary tangles 

associated with rodent models of early Alzheimer's disease occur first in CA2 

(Takayama et al. 2002). The pyramidal cells of CA2 may also express potassium 

channels distinct from the rest of Ammon's Hom (Talley et al. 2001). Even 

though there is a molecular and morphological identity for this region, present 

theory has yet to establish a distinct role for CA2. Since it can be difficult to 

unambiguously identify the boundaries of CA2 without immunocytochemistry 

performed distinctly for the purpose, the majority of authors simply choose to 

ignore this sub-field. 

CAl 

Field CAl receives input from several sources. The Shaffer collateral 

projection originating from the CA3 pyramidal cells is perhaps the best studied. 

These fibres originate from the basal end of CA3 pyramidal cells and travel 

through stratum oriens before crossing the pyramidal cell layer and ascending 

through CA3. As they enter CAl these fibres turn and follow stratum lucidum, 

dropping collaterals to make contact with dendrites of CAl pyramidal cells in 
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strata oriens and radiatum. There is a topographic organization to this projection, 

with CA3 pyramidal cells closest to CAl innervating the CA2 border region most 

heavily, and tending to make more synaptic contacts in stratum oriens or shallow 

radiatum (Amaral and Witter 1989). CA3 pyramidal cells distal from the CAl 

border region tend to innervate cells towards the subiculum, and project most 

heavily to deep radiatum, with few or no collaterals projecting to stratum oriens. 

This projection figures prominently in the LTP literature. 

CAl receives other glutamatergic input however. Layer III of the 

entorhinal cortex projects directly to CAl (Witter and Amarall991), as do a few 

layer II collaterals (Lingenhohl and Finch 1991). The direct perforant path 

projection also enters CAl through stratum radiatum, and sends collaterals to 

stratum lacunosum moleculare, where they terminate on both the distal apical 

dendrites of pyramidal cells and stratum lacunosum-moleculare intemeurons. See 

Figure 5 for a summary diagram. This projection follows the slab architecture 

proposed by Witter et al. (2000), with lateral entorhinal cortex projecting most 

heavily to temporal CAl, and medial entorhinal cortex projecting most heavily to 

septal CAl. Although the direct perforant path projection has been considered to 

be of minor importance in rat, recently this projection has been proposed as the 

major excitatory input to CAl in monkey on the basis of2-deoxyglucose uptake 

(Sybirska et al. 2000). Whether there is a prominent role for this projection in rat, 

or indeed in monkey, is not known at this time. The direct perforant path 

projection to CAl has a distinct termination pattern. Rather than the laminar 
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termination pattern associated with CA3 and dentate gyrus, in CAl the two 

components of the perforant path contact distinct populations of cells in a 

topographic fashion. The medial entorhinal cortex contacts cells proximal to CA2, 

and lateral entorhinal cortex contacts cells distal to CA2 (Witter and Amaral 

1991). 

Both perirhinal and postrhinal cortex send minor glutarnatergic projections 

to CAl, although the perirhinal projection to CAl is disputed (Canning et al. 

2000). Perirhinal cortex projections predominate in the CAl region distal to the 

CA1/CA2 border. The projection is relatively sparse in CAl, but is heavier in 

subiculum (Witter et al. 2000). Current source density analysis suggests that the 

current sink in subiculum occurs in deep radiaturn or stratum lacunosum 

moleculare (Naber et al. 1999). In contrast, postrhinal cortex projects primarily to 

the proximal region of CAl, and little to not at all to the distal portions of the 

CAl field (Witter et al. 2000). 

Locus Coeruleus Anatomy 

The locus coeruleus in rat is a compact nucleus comprising approximately 

1400-1800 cells (Aston-Jones et al. 199 5) located just lateral to the fourth 

ventricle, and medial to the mesencephalic nucleus. Despite being small in 

number these cells innervate virtually every region of the forebrain, in addition to 

substantial spinal and cerebellar projections. There is some confusion over the 

precise boundaries of the locus coeruleus. The name comes from the blue-black 
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colour of tyrosine-hydroxylase: in primates the locus coeruleus is literally a blue 

spot (Cooper et al. 1996). Examination of the region with a variety oftechniques 

has revealed several norepinephrine positive nuclei that differ in their cell types 

and orientations of dendrites. These nuclei have been designated A4 through A7 

and locus coeruleus is A6 (Dahlstrom and Fuxe 1964). 

The locus coeruleus proper is a compact nucleus of mostly fusiform cells 

mixed with small rounded cells and medium ovoid cells (Swanson 1976, Shimizu 

and Imamoto 1970). Some two hundred large multipolar cells are also present in 

the ventral portion, or subcoerulear zone, ofthe nucleus (Bjorklund and Lindvall 

1979, Swanson 1976). The subcoeruleus is a less densely packed region of 

biochemically heterogeneous cells (Aston-Jones et al. 1995). There are 

approximately 130 norepinephrine containing cells in the region (Grzanna et al. 

1980) and Amaral and Sinnamon (1977) have suggested that the term 

subcoeruleus be reserved for the norepinephrine containing cells of the region. 

The boundaries of the subcoeruleus are unclear because the norepinephrine cells 

are part of a sparsely continuous sheet of norepinephrine cells that extends from 

A7 to A5 (Aston-Jones et al. 1995) and is sometimes referred to as the pontine 

lateral tegmental system (Bjorklund and Lindvall 1979). A5 shares some terminal 

sites with the locus coeruleus proper (Aston-Jones et al. 1995): its axons travel a 

ventral pathway to the forebrain which may include some fibres from A 7 and the 

anterior portion of the locus coeruleus (Maeda and Shimizu 1972). A4 is 

contiguous with the locus coeruleus but extends dorsolaterally from the 
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periaqueductal grey to curve along the roof of the 4th ventricle (Bjorklund and 

Lindvall 1979, Foote et al. 1980b ). A4 is also sometimes treated as part of the 

locus coeruleus (Aston-Jones et al. 1995). The dendrites of A4 extend medially 

and ventrally towards the ventricular surface (Aston-Jones et al. 1995). 

The locus coeruleus lacks a clear internal structure such as layers or 

columns that are associated with cortical structures. There are groups of cells 

whose dendrites differ in the plane of orientation (Swanson 1976). The dendrites 

of the locus coeruleus extend preferentially to four zones and some authors argue 

that the locus coeruleus may be divided on the basis of these dendritic fields 

(Foote et al. 1995, Shipley et al. 1996), but a functional reason for such a division 

has yet to be elucidated. 

Virtually all cells of the locus coeruleus express dopamine ~-hydroxylase 

with the exception of a population of small round cells, which express gamma­

amino-butyric acid (GABA) (Anima et al. 1987, Swanson 1976). Locus coeruleus 

neurons co-express a variety of peptides including galanin (Skofitsch and 

Jakobowitz 1985), neuropeptide Y (Everitt et al. 1984, Sutin and Jakobowitz 

1988), vasopressin (Caffe et al 1985, 1988), vasoactive intestinal peptide (Sutin 

and Jakobowitz 1988), atrial natiuretic factor (Sutin and Jakobowitz 1988) and 

possibly corticotropin releasing factor (Valentino et al. 1992), and enkephalin 

(Finley et al. 1981 ). Locus coeruleus neurons have also been reported to co­

localize the amino acids glutamate (Fung et al. 1994) and N­

acetylaspartylglutarnate (Forloni et al. 1987). 
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The locus coeruleus receives a limited set of inputs. The nucleus 

paragigantocellularis provides the majority of glutamatergic input to the locus 

coeruleus (Aston-Jones et al. 1986, Ennis and Aston-Jones 1997). Minor 

glutamate projections are received from the periaqueductal grey (Ennis et al. 

1991), frontal cortex (Luppi et al. 1995, Jodo and Aston-Jones 1997), medial 

preoptic area (Ennis et al. 1991), dorso-medial hypothalamus (Aston-Jones et al. 

2001) and the central nucleus of the amygdala (Luppi et al. 1995). A prominent 

inhibitory projection arises from the prepositus hypoglossi (Aston-Jones et al. 

1986). 

There is a more defined organization of the locus coeruleus with respect to 

the targeting of its efferents (Loughlin et al. 1986). Ventral regions give rise to 

descending projections to cerebellum and spinal cord. Dorsal regions project 

rostrally. The anterior regions tend to innervate the hypothalamus and thalamus. 

The posterior regions tend to project to hippocampus, cortex, and other forebrain 

sites. Individual cells project to multiple zones. Retrograde tracing studies have 

shown that projections to cerebellum originate throughout the locus coeruleus 

(Room et al. 1981) and a single locus coeruleus cell can project to both 

cerebellum and amygdala (Dietrichs 1985). Double injections of retrograde 

tracers in spatially separated sites will converge on common cells (Room et al. 

1981, Ader et al. 1980, Nagai et al. 1981 ). The notion of diffuse zonal borders is 

supported by electrophysiological evidence showing that single locus coeruleus 
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cells can be antidromically activated from multiple sites (Nakamura and Iwama 

1975, Takigawa and Mogenson 1977). 

Locus Coeruleus Projections to Hippocampus 

There is presently no consensus on which group forms the projection to 

hippocampus. Both the large multipolar (Loy et al. 1980, Loughlin et al. 1986) 

and fusiform cells have been proposed (Haring and Davis 1983). 

Norepinephrine fibres reach Ammon's horn through three primary routes 

(Loy et al. 1980). The fibres that ascend to hippocampus travel a common route as 

they exit the locus coeruleus, traveling via the dorsal tegmental bundle and the 

medial forebrain bundle. Beyond the medial forebrain bundle some fibres split to 

form a ventral projection to Ammon's Horn. From the medial forebrain bundle 

these fibres turn ventrally and laterally eventually entering the hippocampus from 

the temporal pole. 

The dorsal fibres continue in a rostral direction after exiting the medial 

forebrain bundle. Another set of fibres splits and enters the hippocampus through 

the fornix to innervate CA3. These fibres run in strata oriens and pyramidale, with 

the oriens fibres sending collaterals to innervate the pyramidal cell layer 

particularly in the CA3/CA2 border region. Additional collaterals from both 

groups of fibres form a relatively dense plexus in radiatum. 

The remaining fibres form the cingular pathway that enters the dorsal 

hippocampus moving in a septal to temporal direction. One branch of this 
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projection runs in the alveus and stratum oriens of CA 1, ramifying in the oriens to 

send collaterals to stratum pyramidale. The remaining branch travels orthogonal 

to the septal/temporal axis (in a subiculo-dentate direction) in the stratum 

lacunosum moleculare of CAl and drops collaterals into radiatum. 

Dentate gyrus receives norepinephrine fibres from all three of these 

projections. Both the cingular pathway, and the ventral pathway send collaterals 

from stratum lacunosum moleculare ofCA3/CAl across the hippocampal fissure 

to innervate the molecular layer of dentate gyrus, particularly towards the 

temporal end. The temporal molecular layer also receives an input as the ventral 

CA3 stratum lacunosum moleculare fibres continue to run into dentate gyrus, 

coursing close to stratum granulosum as far as the apex of dentate. At the septal 

end the dentate gyrus molecular layer is innervated predominantly by fibres 

coursing through the hilus and crossing stratum granulosum. These latter fibres 

may arise from the cingulum norepinephrine fibres continuing to run into hilus 

from stratum lacunosum moleculare of CA3 enclosed between the granular blades 

(Loy et al. 1980). The hilus receives the densest input, and all three systems 

appear to contribute to this innervation. 

Locus coeruleus projections are bilateral, although the extent of the 

bilaterality depends upon the particular structure innervated. Locus coeruleus 

projections to cortex have been estimated to be 90% ipsilateral (Ader et al. 1980, 

Room et al. 1981). In hippocampus the locus coeruleus afferents in CAl are 
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estimated to be 80% ipsilateral, and perhaps as low as 70% ipsilateral in the 

dentate gyrus and hilar regions (Loy et al. 1980). 

Norepinephrine Content in Hippocampus 

Norepinephrine content in hippocampus has been assessed by several 

methods. Koda and Bloom (1977) and Koda et al. (1978) used light microscopy to 

visualize glyoxylic acid induced fluorescent varicosities and electron microscopy 

to visualize small granular vesicles in the dentate gyrus. They observed the 

highest fluorescence levels in the hilus, followed by the molecular layer, with 

little fluorescence in the stratum granulosum. A unilateral cut to the dorsal 

tegmental bundle, in which the locus coeruleus fibres run, depleted the supply of 

catecholamines to the hippocampus and decreased both the fluorescent 

varicosities and the small granular vesicles in the hilus. The decrease was greatest 

ipsilateral to the cut indicating a larger ipsilateral innervation from locus 

coeruleus. 

Oleskevich et al. (1989) used uptake of tritiated norepinephrine to quantify 

the distribution of norepinephrine varicosities in autoradiographs. The highest 

density ofvaricosities was located in dentate gyrus (2.4 x 106/mm3
). Within the 

dentate gyrus the ventral blade had a larger innervation than the dorsal blade, and 

the crests of the blades contained more varicosities than either the apex or the 

medial ends. The hilus showed strong radioactivity, while the molecular layer had 

a lighter innervation. The granule layer itself had only sparse innervation. After 
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dentate gyrus, CA3 had the next highest number of varicosities (1.9 x 106/mm\ 

followed by CAl (1.2 x 106/mm\ Curiously, because ofthe difference in the 

numbers of cells in the regions, the authors estimate that each CA3 pyramidal cell 

receives 180 synapses from norepinephrine fibres, versus only 20 synapses per 

cell for granule cells in dentate gyrus, and 10 synapses per cell for a CAl 

pyramidal cell. If intemeurons were primary targets, however, the ratio would be 

highest in the hilus. 

Direct measurements of norepinephrine content in hippocampus parallel 

the anatomical studies. Crutcher and Davis (1980) found the amount of 

norepinephrine in the dentate gyrus to be 0.57 ± 0.07 J.lg/g and in the rest of the 

hippocampus to be 0.30 ± 0.05 J.lg/g. 

Locus Coeruleus Efferents and Receptors in Hippocampus 

To date it has been difficult to describe the postsynaptic targets of 

norepinephrine fibres in hippocampus for several reasons. Firstly 

immunocytochemistry permits the visualization of fibres, but not their 

postsynaptic target. It is therefore possible to quantify the dopamine beta­

hydroxylase-positive fiber density among hippocampal regions, without 

distinguishing between fibres of passage and fibres with functional synapses. 

Complicating this picture is the possibility that some of norepinephrine's effects 

may come, not through traditional synapses, but rather through volume 

transmission via release in interstitial space. Some estimates suggest that fewer 

than 15% of locus coeruleus terminals form traditional synapses with postsynaptic 
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cells in cortex (Seguela et al. 1990, Umbracio et al. 1995). Volume transmission 

is widely accepted, although there are opposing viewpoints. Serial reconstruction 

of thin sections has yielded estimates of synaptic connectivity from 

norepinephrine fibres as high as 90% in hippocampus (Olschowka et al. 1981, 

Papadopoulos and Parnavelas. 1991). Differences in technique may account for 

part of the discrepancy. Umbriaco et al. (1995) rely on stereological assumptions 

derived from observations of acetylcholine varicosities in parietal cortex, which 

may or may not be of general utility. Umbracio et al. (1995) also explicitly looked 

for postsynaptic specializations on spines and dendritic shafts. Milner and Bacon 

(1989) report that although only 25% of tyrosine hydroxylase terminals make 

synaptic contact with dendrites or cell soma, a full 33% of norepinephrine 

varicosities form axo-axonic synapses with GABA-ergic terminals. Investigators 

have adopted the approach of localizing adrenoceptors with 

immunohistochemistry, sometimes identifying norepinephrine terminals with a 

second immunohistochemical label (using antibodies to intermediate enzymes in 

the biosynthetic pathway for norepinephrine, typically tyrosine hydroxylase or 

dopamine-P-hydroxylase) or induced fluorescence using glyoxylic acid (e.g. Aoki 

et al. 1994, Milner et al. 2000) 

Noradrenergic receptors themselves are divided into two major families 

termed a and p. The a-receptor family is larger and consists of two subtypes a 1 

and a2. These subtypes are further subdivided, al divided into ala, alb, and ald 

(the ale subtype is homologous to ala) (Cooper et al. 1996). a2 receptors are 
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clustered into three types termed a2a through a2c. It is possible that the a2a and 

a2b subtypes could be further divided into a2al and 2, and a2bl and 2, although 

the evidence for this division is not compelling at this time (Clarke et al. 1995, 

Bylund et al. 1995, Wikberg-Matsson et al. 1995). Not all of these subtypes are 

present in the central nervous system. 

Likewise, ~-receptors are divided into three subtypes: ~ 1, ~2, ~3. Of these 

receptors only~~ and ~2 are found in the central nervous system (Cooper et al. 

1996). A putative ~4 receptor has been identified, but not yet localized to brain 

(Galitsky et al. 1997). 

Norepinephrine varicosities appear to appose dendrites ofCA3 pyramidal 

cells, with the heaviest innervation of CA3 occurring in the region of the cell 

bodies. Varicosities occasionally appose interneuron dendrites in CA3 radiatum. 

In CAl varicosities appose pyramidal cell soma and stratum radiatum dendrites. 

In dentate gyrus varicosities are sometimes adjacent to molecular layer 

intemeurons (Loy et al. 1980). In hilus the norepinephrine fibres branch to form a 

dense plexus that appears to form both axo-dendritic and axo-somatic contacts 

(Loy et al. 1980). 

Milner and Bacon (1989) characterized the postsynaptic targets of 

norepinephrine fibres in hippocampus using combined immunohistochemistry for 

tyrosine hydroxylase, an intermediate enzyme in the norepinephrine biosynthetic 

pathway, and y-aminobutyric acid (GABA), the primary transmitter of inhibitory 

intemeurons. They observed no instance of a tyrosine hydroxylase positive 
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terminal innervating a GABA positive cell body or dendrite, although 

approximately one third of tyrosine hydroxylase positive terminals appeared to 

form axo-axonic contact with a GABA positive terminal, suggesting that 

norepinephrine and GABA may modulate each other's release. Approximately 

25% ofthe terminals formed synapses with putative granule cell soma or 

dendrites (tyrosine hydroxylase and GABA negative) and the remaining 40% of 

terminals did not have a relationship with other processes. The large number of 

"dangling" terminals does not necessarily imply that a substantial proportion of 

norepinephrine effects occur through extra-synaptic volume conduction (Agnati et 

al. 1992). Identifying synaptic contact through light or electron microscopy, 

especially when used in combination with opaque visualizers such as 

immunohistochemistry or Golgi stain, depends critically upon both the plane of 

section and the reconstruction technique. Serial reconstruction suggests that 

approximately 90% of norepinephrine terminals in dentate gyrus have identifiable 

synapses (Papadopoulos and Parnavelas 1991). Norepinephrine is also known to 

modulate the activity of glial cells (Magistretti 1994) and these cells are known to 

express P-receptors (Fillenz 1990, Salm and McCarthy 1992). 

Crutcher and Davis (1980) compared the fields of a and p receptors to the 

amount of norepinephrine innervation in the hippocampus of adult rats using 

tritiated compounds to identify receptors. a-receptor binding by WB-4101 was 

found to be similar between dentate gyrus, CA3 and CAl. P-receptor binding by 

dihydro-alprenolol was 30% higher in dentate gyrus than in Ammon's hom. 
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a-Receptor Distribution 

Young and Kuhar (1980) used tritiated WB-4101 (selective for al 

adrenoceptors) and tritiated p-aminoclonidine (selective for a2 adrenoceptors) to 

locate and differentiate fields of a-adrenergic receptors in the rat brain. They 

found high levels of al-receptors in the molecular layer of the dentate gyrus and 

also high levels in the caudal dentate. High levels of a2-receptors were seen in the 

locus coeruleus. 

Milner et al. ( 1998) used an antibody to study the distribution of the a2a 

receptor in hippocampus. Strong immunoreactivity was seen in the pyramidal and 

granule cell layers. Scattered reaction product was seen in intemeurons in stratum 

oriens and in the hilus of dentate gyrus. Diffuse product was also seen in stratum 

lacunosum moleculare of both CAl and CA3, and was stronger in ventral 

hippocampus. Stratum lucidum of CA3 showed diffuse reaction. Electron 

microscopic examination revealed that a2a immunoreactivity is largely 

presynaptic. Reaction product was located on both tyrosine hydroxylase positive 

and negative terminal endings, suggesting that they may modulate the release of 

both norepinephrine and other transmitters or modulators. Postsynaptic receptors 

were located on primary cell dendrites, and were generally apposed to tyrosine 

hydroxylase positive terminals. Some glia in the principal cell layers were a2a 

reactive. In the hilus and stratum lucid urn of CA3 a2a reaction product was seen 

in glia and unmyelinated axons. Very rarely was reaction product seen in a mossy 

fiber terminal or apposed to a mossy fiber terminal. In the molecular layer of 
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dentate gyrus staining was lighter in the inner third. In hilus staining was stronger 

in the central, or deep, hilus, lighter in the subgranular region. Few dendritic 

profiles were seen in hilus. 

fJ-receptor Distribution 

The hippocampus and the rest of the limbic system has a high density of p 

receptors in comparison to neocortex and brain stem as measured with tritiated 

alprenolol, a P-receptor agonist (Alexander et al. 197 5). In hippocampus both p 1 

and P2 receptors are present, although not in equal numbers. Studies with a 

tritiated non-selective P-agonist (iodocyanopindolol) in combination with 

selective P-antagonists suggest that over 70% of P-receptors in hippocampus are 

of the p 1 type. The remainder are of the p2 subtype (Rainbow et al. 1984, Tiong 

and Richardson 1990). 

Milner et al. (2000) used immunohistochemistry to study the distribution 

of the PI receptor in the dentate gyrus. Reactivity was seen in soma of the 

pyramidal cell layer and granule cell layer, in addition to scattered interneuron 

profiles in stratum radiatum and stratum lacunosum moleculare of CAl and the 

molecular layer and hilus in dentate gyrus. Subgranular soma also stained positive 

for parvalbumin, marking these cells as basket or chandelier cells. These same 

cells were the only cells that showed somatic profiles. Granule cells stain heavily 

for postsynaptic P-receptors in dendrites, particularly in the inner two-thirds of the 

molecular layer, occasionally in spines. Presynaptic profiles were rare. Reaction 
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product was common in astrocytes. Tyrosine hydroxylase positive axons and 

terminals were generally apposed by ~-receptor immunoreactivity through out the 

dentate gyrus. 

Responses of Locus Coeruleus to Environmental Stimuli 

The locus coeruleus displays a strong circadian rhythm. Locus coeruleus 

activity in the rat is highest during the active phase (dark) of the light/dark cycle, 

and lowest during slow wave sleep. The locus coeruleus is inactive during 

paradoxical sleep (Aston-Jones and Bloom 1981 ). Locus coeruleus activity is 

modulated by the suprachiasmatic nucleus via a connection through the dorso­

medial hypothalamus, and locus coeruleus plays a role in scheduled protein 

synthesis (Aston-Jones et al. 2001, Cirelli et al. 1996). The changes in locus 

coeruleus activity precede shifts in behavioural states, and therefore locus 

coeruleus has been implicated in driving circadian changes in other systems. 

During the waking state the locus coeruleus has two distinct firing modes. When 

the animal is engaged in stereotyped behaviour (consummatory, grooming, light 

sleep), slow rhythmic activity dominates. Cells fire at rates from 0.5-4 Hz in an 

uncoordinated fashion (Aston-Jones and Bloom 198lb). In contrast during 

anomalous sensory stimuli the locus coeruleus fires in a phasic burst pattern. 

Bursts are seen during spontaneous waking, during interruptions of 

stereotyped behaviour, and in response to noxious stimuli (Foote et al. 1980a, 

Aston-Jones and Foote 1980, Hirata and Aston-Jones 1994). In addition to 
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unexpected sensory events, bursting can occur in response to cognitively complex 

stimuli. In monkey, the locus coeruleus bursts in response to the presentation of a 

preferred food item (Foote et al. 1980a). In rat, locus coeruleus bursting occurs in 

response to salient stimuli during classical conditioning, but bursting ceases when 

the conditioning is well-established behaviourally (Sara and Segal 1991 ). 

Alteration of contingencies, such as extinction or reversal, causes a renewed 

bursting response (Sara and Segal 1991 ). Reversal of contingencies has also been 

shown to result in norepinephrine efflux at sites efferent to the locus coeruleus 

(Dalley et al. 2001 ). 

Bursts are therefore not simple responses to unexpected stimuli, but are 

instead complex events that fire during a mismatch of expectations, or in response 

to stimuli during periods of increased saliency in specific tasks. In monkey, locus 

coeruleus cells display bursts in response to the presentation of a target stimulus 

in both auditory and visual oddball tasks (Aston-Jones et al. 1994, Swick et al. 

1994, Usher et al. 1999). The presence of a locus coeruleus burst predicts 

performance on individual oddball trials, and pharmacological manipulation to 

decrease firing rates degrades performance (Aston-Jones et al. 1997, Aston-Jones 

et al. 1998, Rajkowski et al. 1998), which suggests a role for locus coeruleus in 

attention and vigilance (Usher et al. 1999). 

A role for the locus coeruleus in attention is supported by studies in rat 

showing that both novelty seeking and behavioural responses to novelty are 

dependent on the integrity of the locus coeruleus. Either blockade of ~-receptors 
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or activation of a2-receptors blocks investigatory behaviour (Sara et al. 1995). 

The locus coeruleus responds to novelty with a burst (Kitchigina et al. 1997), and 

this burst results in an increased population spike in dentate gyrus that is blocked 

by the ~-receptor antagonist propranolol (Kitchigina et al. 1997). Burst activity of 

locus coeruleus neurons has been shown to result in increases in norepinephrine 

levels at target sites efferent to the locus coeruleus (Florin-Lechner et al. 1996, 

Dalley et al. 2001 ). 

Norepinephrine Effects on Behaviour 

There have been numerous studies of norepinephrine effects on learning 

and memory, although the results have not always been clear. Investigators have 

primarily used two approaches: locus coeruleus lesion (electrolytic or chemical) 

and pharmacological manipulation of norepinephrine-receptors. 

Lesion of Locus Coeruleus 

Lesions of locus coeruleus using N- (2-chlorethyl)-ethyl-2-

bromobenzylamine (DSP-4) have been shown to disrupt temporal conditioning 

tasks (Al-Zaharani et al. 1998), step through inhibitory avoidance tasks (Moran et 

al. 1992), and decrease spontaneous alternation (Pisa et al. 1988). DSP-4 lesions 

are reported to not affect performance on an 8 arm radial maze (Luine 1990, 

Chrobak 1985). DSP-4 lesions do not appear to impair performance on the 

Morris water maze task (Valjakka et al. 1990, Sirvio et al. 1991, 1994, Bjorklund 

et al. 2000, although Selden et al. (1990) reported an impairment in navigation 
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using local but not distal cues) and in some cases lesioned animals learn more 

quickly than sham controls. This paradoxical effect may indicate an interaction of 

task requirements and stress brought on by housing conditions (Lapiz et al. 2000, 

2001). 

Pharmacological Manipulations 

A common strategy in pharmacological studies is blockade or 

activation of a-receptors. Since a2 receptors are inhibitory autoreceptors at both 

the soma and release sites, blockade of a2 receptors can serve to increase 

norepinephrine release in addition to blocking postsynaptic effects of a2 

receptors. As a result it can be difficult to interpret behavioural effects using 

compounds that are active at a2 sites. For instance Haller et al. (1997) reported 

that atipamezole increases activity in the open field and impairs performance in 

the shuttle box. The increase in open field activity could be blocked by both P­

and al receptor antagonists leading to the interpretation that the atipamezole 

mediated effect was occurring through an increase in norepinephrine release, 

which activated postsynaptic al and P-receptors. In contrast, al and P-receptor 

antagonists could not block the impairment of shuttle box performance, leading to 

the interpretation that the atipamezole impairment was mediated by postsynaptic 

a2 receptors. a2 antagonists have been reported to enhance spatial performance in 

mice, rats, and humans (Tanila et al. 1998, Carlson et al. 1992, Jakala et al. 1999) 

and performance in a complex maze task in rats (Devauges and Sara 1991, Sara 

and Devauges 1989). The role of a2 receptor blockade in water maze tasks is not 
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clear. It is possible that the manipulation may differentially affect young and old 

animals (Sirvio et al. 1991, 1992a, 1992b) or that the action of ligand on specific 

receptor subtypes is important; animals which over express a2c receptors are 

reported to be impaired in the water maze (Bjorklund et al. 2000). Recently 

atipamezole administration has been reported to result in an increased stability of 

place fields in familiar environments. Administration of the a2 agonist 

dexmedetomidine results in rotations or new place fields in familiar environments 

(Tanila 2001). 

There is also evidence for a role of norepinephrine in long-term memory 

in humans (Cahill et al. 1994, Nielson and Jensen 1994) and rodents (e.g. 

Izquierdo 1998, Kobayashi 2000, Clayton and Williams 2000). The effects of 

norepinephrine in promoting long-term memory seem to be mediated primarily by 

P-receptors (Cahill et al. 1994, Nielson and Jensen 1994, Izquierdo et al. 1998). 

Only a few studies have localized this action of norepinephrine to the 

hippocampus (e.g., Izquierdo et al. 1998); or to hippocampally dependent tasks, 

e.g .. Kobayashi et al. 2000). 

Norepinephrine Effects on Electrophysiology in Dentate Gyrus 

Evoked Potential Studies 

Norepinephrine has a profound effect on evoked potentials in the 

hippocampus. Neuman and Harley (1983) first reported that iontophoresed 

norepinephrine increases the population spike evoked in dentate gyrus by 
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perforant path stimulation. The effect could be long lasting (> 30 min), with a 

single norepinephrine application enhancing evoked potentials for up to eleven 

hours, and was termed norepinephrine long-lasting potentiation. Norepinephrine 

long-lasting potentiation is robust when it occurs, since short-term effects are also 

common, and can be induced in a variety of ways including exogenous 

norepinephrine applied to the ventricles (Chaulk and Harley 1998) or evoked 

release of endogenous norepinephrine by glutamate in both the anaesthetized 

preparation (Harley and Milway 1986) and the behaving animal (Klukowski and 

Harley 1994 ). Electrical stimulation of the major glutarnatergic input to locus 

coeruleus, the nucleus paragigantocellularis, produces short but not long-term 

changes in dentate gyrus (Babstock and Harley 1992). Norepinephrine long­

lasting potentiation is also observed in vitro where norepinephrine enhances the 

efficacy of the medial perforant path stimulation (Lacaille and Harley 1985), 

although norepinephrine is reported to depress the lateral perforant path projection 

to dentate gyrus (Dahl and Sarvey 1989). 

Norepinephrine is required for L TP in dentate gyrus. Norepinephrine 

depletion and blockade of ~-receptors reduces the probability of L TP induction 

and L TP magnitude in vitro for both EPSP slope and population spike (Stanton 

and Sarvey 1985c, Swanson-Park et al. 1999). A similar reduction by 

norepinephrine depletion is seen in vivo (Bliss et al. 1983). Unlike norepinephrine 

long-lasting potentiation, the effect of norepinephrine on LTP is identical in the 

medial and lateral perforant path with ~-receptor blockade blocking the induction 
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of L TP for both medial and lateral perforant pathways (Bramham et al. 1997). 

Norepinephrine depleted rats also show reduced LTP in the awake behaving 

preparation (Robinson and Racine 1985), although under these conditions 

norepinephrine depletion increased the magnitude ofthe population spike and 

decreased EPSP slope under control conditions. High frequency tetanus of the 

perforant path is known to increase norepinephrine levels in freely behaving rats 

(Bronzino et al. 2001). Norepinephrine long-lasting potentiation is also dependent 

on protein synthesis (Stanton and Sarvey 1985a) as is late-phase LTP (Stanton 

and Sarvey 1984). This pattern ofelectrophysiological effects with 

norepinephrine is consistent with an early hypothesis by Seymour Kety that 

norepinephrine's role is to favor facilitatory change in recently active synapses 

(Harley 1987). 

Paired Pulse Studies 

The paired pulse technique is used to assess the dynamics of local circuit 

neurons in dentate gyrus. If a second pulse is delivered to the perforant path 

shortly after a first pulse, the second evoked potential is altered compared to the 

first. Typically the population spike is small or nonexistent, the amplitude of the 

evoked potential may be reduced, and sometimes the -*EPSP slope is diminished. 

The effect is attributed to the recruitment of both feedforward and feedback 

intemeurons by the first perforant path pulse and resultant evoked potential. 

Sara and Bergis (1991) used the a2 receptor antagonist idazoxan to 

increase tonic norepinephrine release. When probed with paired-pulses, five of 
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eight animals showed enhanced inhibition that was independent of granule cell 

excitability. An earlier study had shown that the idazoxan enhancement of the 

first evoked potential was blocked by prior lesion of the locus coeruleus by DSP-4 

(Richter-Levin et al. 1991 ). 

Single Unit Studies 

Evoked potentials are a secondary indicator; they are summed responses 

of thousands of cells. In order to understand the effects of norepinephrine on 

network functioning, it is necessary to evaluate the responses of individual cells. 

Principle Cells 

Several studies have reported that exogenous norepinephrine can both 

excite and inhibit spontaneous firing of granule cells, although papers differ as to 

which effect predominates. 

Gray and Johnston (1987) recorded granule cell activity in whole cell and 

patch clamp configurations in slices of rat hippocampus in vitro. Potassium (K+) 

and sodium (Nal currents were blocked with tetrodotoxin and 3,4-

diaminopyridine (3,4-DAP) in both the bath and electrode solutions. Pressure 

ejection of either norepinephrine or the P-receptor agonist isoprenaline increased 

the amplitude of an inward calcium (Ca ++) current with a delay of approximately 

20 seconds. The increase of the Ca ++current was not blocked by application of the 

a2-receptor clonidine suggesting that norepinephrine was acting through the P­

receptor. Norepinephrine also increased the amplitude and duration of Ca ++ action 

potentials. Direct application of both the cyclic-adenosine-mono-phosphate 
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(cAMP) activator forskolin and the cAMP analogue 8-bromo-cAMP also 

increased the inward Ca ++ current. Single Ca ++channel recording showed an 

increase in the probability of channel opening and increased open time in the 

presence of norepinephrine, isoprenaline, and 8-bromo-cAMP. 

Lacaille and Schwartzkroin (1988) reported that iontophoresed 

norepinephrine excited the majority of responsive granule cells in vitro. 

Recordings were attempted from 34 cells, of which 16 responded to 

norepinephrine. Twelve of these cells depolarized an average of 10.4 m V for 

approximately 17 seconds. The depolarization was associated with an increase in 

membrane resistance attributed to the closing of a Ca ++ dependent K+ channel 

which has the effect of blocking both the after hyperpolarization and spike 

accommodation (Haas and Rose 1987). A minority of granule cells had a smaller 

hyperpolarizing response (-6.9 mV), which was transient (average duration 6.7 

seconds). Lacaille and Schwartzkroin observed that both excitatory and inhibitory 

responses could be elicited by adjusting the position of the iontophoresis pipette, 

and that the effects were postsynaptic since they could be produced in slices 

perfused in low Ca ++ and high Mg ++ solutions that blocked synaptic transmission. 

Pang and Rose (1989) reported that 18 of 21 granule cells were inhibited 

by pressure ejection of norepinephrine into dentate gyrus in vivo. Of the three 

other cells one was excited, and the other two had a biphasic response. Granule 

cell inhibition was mimicked by pressure ejection of the a1-agonist phenylephrine 
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(517, 2 excited) although granule cells could be excited by pressure ejection of 

either an a2 agonist (A60884) or~ agonist (isoproterenol). 

Bijak and Misgeld (1995) recorded inhibitory postsynaptic potentials 

(IPSPs) from granule cells in slices of guinea pig hippocampus. Both 

norepinephrine and isoproterenol (a ~-receptor agonist) increased the frequency of 

IPSPs in the majority of recorded granule cells (9/14 and 8/12 respectively) even 

after blockade of glutamatergic synaptic transmission by CNQX (AMPA receptor 

blocker) and CGP 37849 (NMDA receptor blocker) (10/12 cells). The a-receptor 

agonists phenylephrine (a1) and clonidine (a2) were ineffective at increasing 

IPSP frequency. The IPSPs could be either K+ dependent or cr dependent. K+ 

dependent IPSPs occurred in approximately 50% of granule cells and appeared to 

be mediated by GABA receptors since they occurred in the presence of picrotoxin 

and bicuculline but not CGP 55845A. Application of norepinephrine or 

isoproterenol both increased the frequency of K+ dependent IPSPs, and induced 

K+ dependent IPSPs in granule cells which had been previously unresponsive. 

Although a number of these IPSP events were dependent on activity of 

intemeurons, norepinephrine and isoproterenol also increased IPSPs in granule 

cells when action potentials were blocked by teterodotoxin. The increase could be 

blocked by bicuculline leading to the conclusion that norepinephrine is partially 

active on terminals of GABAergic cells. 
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Interneurons 

Several studies have investigated the effect of norepinephrine on 

intemeurons of the dentate gyrus and hilar regions. There is less variability in 

these results with the majority of authors agreeing that application of 

norepinephrine increases the activity of intemeurons. 

Pang and Rose (1987) recorded principal cells and intemeurons in the 

hippocampus of anaesthetized rats. While recordings took place in both CAl and 

the subgranular and hilar zones of dentate gyrus, the results are combined across 

regions in the results section of the paper. Norepinephrine and related compounds 

were administered by microinjection and iontophoresis. Application of 

norepinephrine increased the firing rates ofthe majority ofintemeurons (79/94) 

by approximately 300%. The norepinephrine associated increase in firing was 

blocked by both the a2 receptor antagonist rauwolscine and the ~-receptor 

antagonist timolol. Agonists of all adrenoceptors increased the firing of 

intemeurons (al phenylephrine, a2 clonidine and A-60889, ~isoproterenol). Rose 

and Pang (1989) revisited the issue reporting only recordings in dentate gyrus. 

The majority of intemeurons (19/24) increased their firing rates in response to the 

pressure ejection of norepinephrine, the a 1-receptor agonist phenylephrine, or the 

~-receptor agonist isoproterenol. 

Bijak and Misgeld (1995) recorded from hilar intemeurons in slices of 

guinea pig hippocampus. They distinguished two cell types on the basis of their 

after-hyperpolarization and spike frequency adaptation. Type I cells had a large 
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after-hyperpolarization and little discharge frequency adaptation. Type II had a 

small after-hyperpolarization, some spike frequency adaptation and had a slower 

spontaneous firing rate than type I. Both bath applied norepinephrine and 

isoproterenol had small effects on membrane potential (less than 5 m V in either 

direction). Norepinephrine and isoproterenol reduced the amplitude and duration 

of slow after-hyperpolarizations in type I cells. Isoproterenol increased 

spontaneous discharge rate of type I cells, but not the number of APs elicited by 

depolarizing pulses. 

Type II cells responded to norepinephrine and isoproterenol with an 

increased spontaneous discharge rate, and more action potentials during 

depolarizing pulses. Alpha agonists had no effect on the after-hyperpolarization. 

Addition of the a-receptor agonist phenylephrine increased a K+ leak 

conductance, while addition of the ~-receptor agonist isoproterenol decreased a 

K+ leak conductance in both type I and II cells. Isoproterenol also induced an 

increase in the frequency of both EPSPs and IPSPs presumably by increasing the 

spontaneous release of transmitter from presynaptic terminals. 

Electroencephalography (EEG) 

Rhythmic activity of principal cells can be assessed by EEG. The 

frequency bands that have received the majority of attention are theta and gamma. 

Theta rhythm is slow activity (6-12Hz) that governs spiking activity of principal 

cells. In behaving preparations principal spikes are known to occur in the positive 

phase of theta rhythm (Fox et al. 1986). Theta rhythm LTP protocols mimic this 
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tendency by applying several tetanic bursts within a single theta peak with a 

period of no stimulation corresponding to the negative phase of the theta rhythm. 

Theta rhythms are generated both within the hippocampus, and imposed 

externally by the neocortex via the entorhinal cortex (Vanderwolf 1969, 

Vanderwolfand Leung 1982). Entorhinal theta (sometimes called walking theta) 

is also referred to as type I and is distinguished by a slightly faster rate (9-12Hz) 

and being insensitive to atropine. Type I theta is attenuated by urethane 

anaesthesia with the result that the majority of theta in the preparations in this 

study is type II (Fox et al. 1986). Type II (or immobility theta) theta is slower (5-9 

Hz) rhythm generated within the hippocampus that is atropine sensitive 

(Vanderwolfand Leung 1982, Fox et al. 1986). 

Gamma rhythms ( 40-90 Hz) are generated by coupled networks of 

interneurons. Gamma rhythm has recently garnered much attention since they 

have the ability to control spiking activity of principal cells on a much smaller 

time scale (Traub et al. 1998) than theta rhythms. Gamma has been proposed as a 

physiological marker of both storage and recall of information as the small time 

windows of coincident spiking activity of the principal cells allow efficient 

binding of information into cohesive representations (reviewed by Traub et al. 

1998, and McBain and Fishahn 2001). 

Activation of locus coeruleus by the cholinergic agonist bethanechol has 

profound effects on EEG recorded in hippocampus and cortex. Bethanechol 

increases the firing rates oflocus coeruleus neurons to 3-5 times basal rates 
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In cortex activation of the locus coeruleus produced a significant decrease 

power in all bands of the power spectrum. However both theta and gamma bands 

were decreased less relative to other power bands as a result the relative power of 

these two bands increased significantly. In contrast the theta power recorded in 

hippocampus did not decrease although all other power bands, including gamma, 

did decrease. As a result theta dominated the hippocampal EEG records of post­

infusion animals. The effect on EEG lasted approximately 15 minutes consistent 

with washout of the drug and a return to basal firing rates in the locus coeruleus. 

Classifying Cells of the Dentate Gyrus 

There are several schemes of classifying interneuronal cells in the 

hippocampus and the literature is substantial. The majority of classification has 

been done on the basis of the size, shape, and location of the cell body and 

dendritic arbor (see for example Amaral 1978). Some authors have classified cells 

solely on the pattern of axonal arborization (Mott et al. 1997). Other systems rely 

upon classifying cells by co-localization of peptides (Miettinen and Freund 1992), 

or by calcium binding proteins (Miettinen et al. 1992). Combinations of these 

approaches are possible (Parra et al. 1991 ). Freund and Buzsaki (1995) addressed 

some of the relationships among the classification systems in an extensive review 

of the interneuron literature. 

Broadly speaking, intemeurons receive glutamatergic input from either the 

perforant path ( feedforward interneurons) or from recurrent mossy fibres 
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(feedback interneurons). In turn, interneurons project primarily to either the 

molecular layer of dentate gyrus, indicative of dendritic inhibition, or the stratum 

granulosum, indicative of somatic inhibition. Feedforward cells have activation 

thresholds below that of granule cells (Scharfrnan 1991) and so can be activated at 

perforant path stimulation levels that are subthreshold for evoking a population 

spike in the evoked potential. Feedforward inhibition has been highlighted as a 

mechanism for enhancing signal to noise in the hippocampus (Buzsaki 1984) 

since inhibition of principle cells would occur together with direct excitation of 

principle cells and only those cells most strongly activated would fire against a 

quiet background of other principle cell activity. Feedback interneurons will not 

be driven until the appearance of a population spike in the evoked potential. 

Feedback interneurons will also have longer latencies measured from the 

perforant path stimulation. Feedback inhibition would oppose bursting in the 

principle cells and regulate timing at sites efferent to the principle cells. There are 

of course exceptions to this gross simplification of interneuron physiology. 

The glutamatergic mossy cell is the most common non-granule cell in the 

dentate gyrus, numbering approximately 30, 000 (Patton and McNaughton 1994). 

The mossy cells receive excitatory input from both granule cells and CA3 

pyramidal cells (Scharfrnan et al. 1990, Scharfman 1994) and the mossy cell 

provides extensive excitatory inputs to parvalbumin positive basket cells (Blasco­

Ibanez et al. 2000) in addition to contacting granule cells (Scharfman 1995a, 

Wenzel et al. 1997). Mossy cells can be activated in both a feed-forward or feed-
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back manner in an idiosyncratic fashion (Scharfman and Schwartzkroin 1990, 

Scharfman et al. 1990); as a result, their firing thresholds can range from 0.5 to 2 

times the current necessary to evoke a population spike (Buckmaster and 

Schwartzkroin 1995). Because these cells may be activated by either the perforant 

path or by granule cell or CA3 activity, estimates of the mossy cell latency in 

response to perforant path stimulation also varies greatly, from 2.5 ms (Scharfman 

and Schwartzkroin 1990) to over 20 ms (Scharfman 1995b ). The mossy cell has a 

broad intracellular action potential which ranges from 1.5 to 2.6 ms (Scharfman 

and Schwartzkroin 1990, Buckmaster and Schwartzkroin 1995). The mossy cell 

generally fires single action potentials although the occasional doublet can be 

observed (Buckmaster and Schwartzkroin 1995). 

The basket cell and the similar chandelier or axo-axonic cell are common 

intemeurons numbering approximately 10, 000 (Patton and McNaughton 1994). 

The basket cells provide powerful shunting inhibition at the soma of the post­

synaptic granule cells. They too fire in both a feed-forward and feed-back fashion 

(Sik et al. 1997). While basket cells are generally considered to have thresholds 

far below that necessary to evoke a population spike (Buckmaster et al. 2002) 

there may be a functional subdivision of the basket cells. Immunocytochemistry 

has identified at least two groups of basket cells which differ in their expression 

of calcium binding proteins (Freund and Buzsaki 1995). The typical basket cells 

express parvalbumin and have short latencies to perforant path stimulation which 

ranges from 1.5 to 5.5 ms (Buckmaster et al. 2002, Scharfman 1995b, Mizumori 
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et al1989, Han et al. 1993, Han 1994). Atypical basket cells are far less numerous 

and express calbindin. The electrophysiology of atypical basket cells has not been 

extensively studied, but the spike latency in response to perforant path stimulation 

has been reported as 10-15 ms (Sik et al. 1997). The basket cells have moderately 

wide intracellular action potentials which range from 0.7 to 1.1 ms (Buckmaster et 

al. 2002, Scharfrnan 1995). Basket cells typically fire single action potentials 

(Buckmaster et al. 2002) although it is possible that these cells may fire trains of 

action potentials in response to suprathreshold stimulation (Buzsaki et al. 1983). 

Basket cells are estimated to have a baseline firing rate of approximately 5 Hz 

(Mizumori et al. 1989). 

The chandelier or axo-axonic cell is similar to the basket cell in most 

respects (Freund and Buzsaki 1995). The chandelier cell is distinguished 

primarily by its innervation of the initial and proximal segments of granule cell 

axons rather than the soma proper (Martinez et al. 1996; Han 1994, Soriano et al. 

1990). It is less common than the basket cell with approximately 1000 chandelier 

cells per hippocampus (Patton and McNaughton 1994). Since electron microscopy 

is often required to make the distinction, chandelier cells are often treated as 

basket cells (Freund and Buzsaki 1995). 

The hilar interneuron forming a dense axonal plexus in the commissural 

and association pathway terminal field (HI CAP cell) is a pure feed-forward cell 

and as a result it fires at intensities below that required for a population spike and 

has a short latency of approximately 4 ms (Sik et al. 1997). The HI CAP cell has a 
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very narrow intracellular action potential width of0.5 ms (Han et al. 1993) and 

fires single action potentials (Sik et al. 1997). 

The hilar interneuron with its axon ramifying in the perforant path 

terminal field (HIPP cell; also called the spiny stellate) is a pure feedback cell that 

is common in the hilus, numbering approximately 4800 per hippocampus 

(Buckmaster et al. 2002). These cells co-express somatostatin and have the high 

activation thresholds and long latencies ( 6-7 ms) associated with feedback cells 

(Buckmaster et al. 2002, Scharfman 1993). These cells have moderate to wide 

intracellular action potentials of 0.8 to 1.8 ms (Buckmaster et al. 2002, 

Buckmaster and Schwartzkroin 1995). Although these cells fire single action 

potentials they have exceptionally high baseline firing rates of approximately 20 

Hz (Han et al. 1993, Scharfman 1993). HIPP and HICAP cells are often classified 

together with other cells as GABAergic polymorphic cells (Freund and Buzsaki 

1995). The total number of polymorphic cells is estimated to be approximately 15, 

000 per hippocampus (Patton and McNaughton 1994). 

There has been no attempt to identify interneuron types on the basis of 

their extracellular waveforms, although it is common in extracellular recording to 

report whether an interneuron was activated in a feed-forward or feed-back 

fashion. A problem every extracellular recording study needs to address is that of 

separating waveforms of interneurons from the waveforms of principal cells, and 

separating the target cell from other unit waveforms and system noise. The former 

problem is one of discriminating units, the latter of cluster cutting. Since the 



44 

present investigation relies on extracellular recording methodology a brief review 

of the issues in cell isolation and identification follows. 

Cluster Cutting 

Waveform separation is accomplished almost exclusively by cluster 

cutting. Various waveform parameters such as spike width, time of peak, 

amplitude, time of valley, are measured, and then plotted pairwise. The 

experimenter selects and modifies the boundaries of clusters in sequential 

pairings. Harris et al. (2000) observe that this method is prone to experimenter 

bias, and error rates soar anytime two spikes appear closely in time. Automated 

cluster cutting outperforms manual cuts substantially. 

The error associated with cluster cutting error is not a major concern in the 

present study. Cluster cutting techniques were designed to solve the problem of 

multiple units recorded from a single low impedance electrode or electrode 

assembly. In the case oflow impedance recording the experimenter is attempting 

to maximize the number of units recorded from a single electrode. In the present 

study I am attempting to isolate a single unit by using high impedance electrodes. 

The cluster cutting task in this case is not to separate units from similar unit 

events, but rather to cut units from random threshold crossings or stereotyped 

background noise. Although the reduced cluster cutting procedure in high 

impedance recording may still discard spikes that are very dissimilar from the 

typical waveform for that unit, the procedure likely results in less than 1 lost spike 
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per 1000. In the low impedance electrode data set of Harris all ofthe extreme 

outliers identified by Mahalanobis distance ( 4 spikes per 1 000) would be counted 

as part of the unit cluster since they are identifiable as cellular waveforms rather 

than as noise. It is also not likely that clusters in this thesis represent multiple 

cells. The high impedance of the recording electrode necessitates that the unit be 

exceptionally close to the pore of the electrode tip to be seen. In the rare case 

where more than one unit was seen during recording, one was generally half the 

amplitude of the other, allowing the threshold to be set such that only one unit 

was recorded. Autocorrelograms were examined to ensure that the time during the 

refractory period was empty of spikes, bolstering the argument that clusters 

represent a record from a single cell. 

Discriminating Cells 

The identification of a cell as an interneuron as opposed to a principal cell 

is more problematic than ensuring a clean cluster. Pang and Rose (1987) 

distinguished units on the total widths of their unfiltered action potentials. 

Wave form widths shorter than 400 !JS were considered to be intemeurons, widths 

wider than 600 !JS were considered to be granule cells. The hilus was localized by 

proceeding 150 !Jill ventral from the depth at which the perforant path evoked 

response was biphasic. They note that intemeurons tended to fire faster, and 

responded to perforant path stimulation with multiple action potentials. 

Tomasulo and Steward (1996) used slightly more stringent criteria in their 

classification of intemeurons and principal cells. In order for a cell to be classified 
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as an interneuron in their study, it was required to have a total filtered (1-3kHz) 

action potential width of less than 800 !J-S and fire spontaneously, at least 

occasionally, at 10 Hz or faster. Additional criteria that were used less stringently 

included firing multiple spikes to a single perforant path stimulus, the first spikes 

occurred with a latency of 4 and 6 ms to perforant path and commissural 

stimulation respectively, and the first spike generated by perforant path 

stimulation occurred prior to the population spike. Electrode placements were 

localized to the hilus by first placing the recording electrode to obtain a positive 

going evoked potential, and then advancing the electrode below the granule cell 

layer as judged by the occurrence of multiple units in audio/visual monitoring. 

Csicsvari et al. (1999b) adapted the cluster cutting approach in assigning 

cells to pyramidal or interneuron categories in CA 1 tetrode recordings. All 

discriminable units were recorded and cluster cut. The resulting cell clusters were 

analyzed for three parameters: average firing rate, average width, and the first 

moment of the autocorrelogram (corresponding to the mean). These attributes 

were then projected in three-dimensional plots. Although any given cell could 

overlap categories in a single dimension, two clear clusters were formed in the 

three dimensional plot. 

Wiebe and Staubli (200 1) further adapted this procedure to micro wire 

recordings in the dentate gyrus and CAl. Cells were recorded and cluster cut, and 

analyzed for negative going cell width, mean firing rate, and autocorrelations. The 

results from each cell were then run through the following decision process; if the 
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average rate in Hz < 0. 04 (cell width in j.!S) -3.5 and there was an initial peak in 

the autocorrelogram at 3-5 ms, then the cell was a principal cell. If the average 

rate in Hz> 0.04 (cell width in J!S) -3.5 and the autocorrelogram displayed a 

secondary peak in the 80-200 ms range, then the cell was an interneuron. 

Presumably all cells fell into one category or the other, since no mention is made 

of intermediate cases. 

In the present study rates of firing, frequency of bursting, response to 

perforant stimulation with attention to the current required to evoke a unit relative 

to the current required for a population spike, the latencies of firing with respect 

to the evoked potential stimulus, autocorrelograms of the interspike intervals, and 

a symmetry ratio characterizing relative widths of the spike waveform (see 

Methods) are used to in the discrimination and classification of cell types. 

Mechanisms of Norepinephrine Potentiation 

Pharmacological studies agree that the P-receptor plays the dominant role 

in norepinephrine dependent plasticity of evoked potentials (Neuman and Harley 

1983, Stanton and Sarvey 1987, Bramham et al. 1997). The P-receptor is a G5-

protein receptor positively coupled to adenylyl cyclase and stimulation of the P­

receptor increases cyclic-adenosine-mono-phosphate (cAMP) in hippocampus 

(Stanton and Sarvey 1985b, Dunwiddie et al. 1992). cAMP has several 

intracellular effects, one of which is activation of the cAMP dependent kinase 

(PKA) by separating the catalytic subunits from the regulatory subunits (Li et al. 
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2000). The catalytic subunits of PKA have both direct and indirect effects on cell 

excitability. PKA has been shown to decrease the dendritic A current (Hoffman 

and Johnson 1998) possibly through the phosphorylation of the Kv4.2 K+ channel 

(Anderson et al. 2000). PKA also decreases the magnitude ofthe Ca++-dependent 

K+ current AHP (Madison and Nicoll 1986) which can increase bursting of the 

postsynaptic cell (Madison and Nicoll 1982). PKA increases the conductance of 

the L type voltage gated Ca ++ channel via phosphorylation (Davare et al. 2000). 

PKA also regulates the conductance of the N-methyl-D-aspartate (NMDA) 

receptor increasing the Ca ++ conductance through this channel when the cell is 

depolarized (Leonard and Hell 1997). The NMDA channel has a unique 

coincidence detection property. The NMDA receptor consists of a ion channel 

directly gated by glutamate. Under basal conditions the channel pore is blocked 

by a magnesium ion, which attenuates influx of Ca ++ and other cations even when 

the receptor binds glutamate (Nowak et al. 1984). The magnesium ion is expelled 

from the channel during postsynaptic depolarization permitting Ca ++influx. 

Activation of the NMDA channel requires both presynaptic release of glutamate 

and postsynaptic depolarization. The NMDA channel is known to be modulated 

by other protein kinases including calcium/calmodulin kinase II and protein 

kinase C (Leonard and Hell 1997). 

PKA also has indirect effects on cell excitability through its repression of 

protein phosphatase I (Woo et al. 2002). Protein phosphatase I dephosphorylates 

proteins, including receptors and ion channels, returning them to their basal states. 
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By opposing the actions of protein phosphatase I, PKA further enhances both 

Ca++ flows and cell excitability by amplifying the actions of calcium/calmodulin 

kinase II (Wang and Kelly 1996). 

Norepinephrine long-lasting potentiation is likely to be dependent on 

calcium influx since norepinephrine increases NMDA induced currents, and 

blockade ofNMDA receptors blocks norepinephrine induced long-lasting 

potentiation (Stanton et al. 1989; Burgard et al. 1989). 

Summary 

The hippocampus is a model system for the study oflearning and memory, 

and many behavioural tasks are dependent on the integrity of the hippocampus. 

Norepinephrine is released in hippocampus during the performance of cognitive 

tasks and disruption of the norepinephrine system by lesion or pharmacological 

manipulation can degrade task performance. Norepinephrine has been shown to 

modulate activity of the hippocampal network as indexed by evoked potential and 

paired pulse recording. Evoked potential evidence demonstrates that 

norepinephrine application results in the increased efficacy of a constant 

stimulation, and that L TP is more easily induced in the presence of 

norepinephrine. In contrast, paired pulse evidence suggests that norepinephrine 

increases feedback inhibition. 

Unit recording studies also show that both principal cells and intemeurons 

have their activity modulated by norepinephrine. The direction of the modulation 
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however is consistent with paired pulse evidence and contrary to what models of 

plasticity would predict. Thus we come to a conundrum: how can a modulator that 

unambiguously enhances evoked potentials in the dentate gyrus do so by 

inhibiting principal cells and enhancing interneuron responses? There are several 

possibilities that could explain the discrepancies. 

Exogenous application of norepinephrine may not replicate 

endogenous release. Both Lacaille and Schwartzkroin (1988) and Parra et al. 

(1991) reported that both excitatory and inhibitory responses to norepinephrine 

can be recorded from the same cell, depending on the location of the 

norepinephrine application. Furthermore, Curet and de Montmigny (1988a) report 

that exogenous norepinephrine application is biased towards activation of the a2-

receptor. In contrast, release of endogenous norepinephrine tends to activate al 

and B-receptors (Curet and de Montmigny 1988b ). These results are consistent 

with Bijak and Misgeld (1991) who reported an increase in the frequency ofboth 

spontaneous EPSPs and IPSPs after bath application of norepinephrine or 

noradrenergic compounds. Exogenous application of norepinephrine or receptor 

agonists may contact extra-synaptic receptors rather than receptors that are 

enclosed by a synapse. 

Release of endogenous norepinephrine driven by pharmacological 

manipulations does not mimic the phasic burst of norepinephrine associated with 

cognitive tasks. Instead the bath applied, intracerebroventricular administered, or 

peripherally injected pharmacological agent is likely to cause an increase in the 
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tonic release of norepinephrine from terminals. Rather than mimicking the 

bursting of locus coeruleus during complex tasks, exogenous norepinephrine more 

closely mimics the difference in basal activity associated with a transition from 

slow wave sleep to a waking state (less the burst of locus coeruleus activity 

associated with the waking event itself). 

Characterization of extracellularly recorded units may not accurately 

reflect the diversity of interneuron types that exist in dentate gyrus. Previous in 

vivo studies have focused on short latency, feedforward driven interneurons with 

high spontaneous firing rates. This selection bias may not accurately reflect the 

balance of interneuron activity in dentate gyrus. In addition the in vivo work has 

used low impedance electrodes or microwires for recordings, which compound 

the problem of identifying a clear record of a single cell from other units. 

The Present Study 

This study designed to reconcile noradrenergic modulation of interneurons 

and principal cells in the dentate gyrus with the evoked potential data. Cells will 

be recorded with minimal criteria for inclusion in the study. To be included cells 

must be driven by perforant path stimulation, either in a feedforward or feedback 

fashion, and must be discriminable in the evoked potential. There is no selection 

for cells on the basis of baseline rate. The hilar placement of the electrode will be 

assured by both a positive going evoked potential record and histological 

verification of the pipette tip aided by iontophoresis of the neuronal tracer 
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biocytin. Norepinephrine modulation of unit and evoked potentials will be 

induced by release of endogenous norepinephrine, driven by glutamate activation 

of locus coeruleus using parameters that have been shown to mimic locus 

coeruleus burst activity associated with cognitive tasks. This study differs from 

the majority of the literature in that: 

i) it is performed in vivo 

ii) cell sampling is not selected on the basis of rate 

iii) endogenous norepinephrine is released 

iv) norepinephrine release is driven in a pattern resembling that observed 

in behaving animals 

v) all recorded cells must be discriminable in the evoked potential. 
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Methods 

Surgical Procedures 

Subjects were 19 male Sprague-Dawley rats obtained from the Memorial 

University Vivarium. Animals weighed from 250 to 700 (60-360 days old) grams. 

In order to minimize animal use some animals had been used in previous 

experiments. Two animals had been used as stimuli in a social memory task when 

they were 20-30 day old juveniles. One animal had been exposed to peppermint 

odour as an odour alone control in a conditioned place preference task. Animals 

were anaesthetized with 1.5 g/kg of urethane and fixed in a stereotaxic apparatus. 

A subdural injection of Marcaine (0.2 ml) with epinephrine was injected into the 

scalp to provide additional local anaesthesia and control bleeding. A rectal 

temperature probe was inserted and rectal temperature was maintained between 

36.5-37.5 °C. A single incision was made on the midline and the skin was 

retracted to expose the skull. Holes were drilled over three locations; 

hippocampus (-3.5 mm posterior, 2.0 mm lateral to bregma), perforant path (-7.2 

mm posterior, 4.1 mm lateral to bregma), and the locus coeruleus (-12.6 mm 

posterior, 1.3 mm lateral to bregma). Bone flakes were removed, and dura 

retracted using a 26 Ga needle. The brain surface was kept moist using heavy 

mineral oil regularly applied to the skull openings. 



54 

Electrode Placements 

Placement of Stimulating Electrode 

A low impedance recording electrode (0.5-1.0 MQ) was lowered to an 

initial depth of 1.5 mm ventral to brain surface. The electrode was pulled from 

standard non-filament glass (#6280, A-M Systems Inc) on a vertical puller (700C, 

David Kopf Instruments) and filled with normal saline. The recording electrode 

was aimed at the hippocampus and lowered to an initial depth of 1.5 mm ventral 

to brain surface. A concentric bipolar stimulating electrode (SNEX-100, David 

Kopf Instruments) was aimed at the angular bundle and lowered to an initial depth 

of 2.0 mm ventral to brain surface. A stainless steel skull screw inserted anterior 

to bregma, in the hemisphere opposite to the recording and stimulating electrodes 

provided a ground connection. 

Stimulation was controlled by software (Experimenter's Workbench, 

Datawave Systems). Trigger pulses were 0.2 ms applied at 0.1 Hz to a constant 

current stimulator (SIU90, Neuro Data Instruments Corp.) at an initial current of 

400 ~A, which was varied as necessary. The recording electrode was advanced 

until the point of maximum positivity of the waveform between depths of2.2-3.5 

mm ventral to brain surface. When the recording electrode was in place the 

stimulating electrode was advanced through tissue until the maximal population 

spike amplitude was obtained. The evoked potential was monitored in both 

Workbench and on a Gould 420 digital oscilloscope. The signal from the 

recording electrode was fed into a HIPS headstage (Grass Instruments) that was 
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connected to a P5 amplifier (Grass Instruments). The signal was band pass filtered 

at 1 Hz-3 kHz and amplified 50-200x as necessary to fill a reasonable portion of 

the ±2.5V range of the analog/digital conversion (AJD) board. The signal was 

digitized at 148 kHz by a DT 2821 F -DI AJD board (Data Translation) before 

being collected by Workbench. A brief input/output (l/0) curve was collected to 

select currents suitable for driving intemeurons. The low current required a 

positive going EPSP with no trace of a population spike, including a deflection in 

slope between 4-5 ms. The EPSP peak had to occur prior to 6 ms post-stimulation. 

The high current required a positive going EPSP with a clear medial perforant 

path population spike. The population spike had to be at least 1 m V in size, and 

occur between 4 and 5 ms post-stimulation. The low impedance recording 

electrode was then withdrawn. 

Ejection Pipette Placement 

The pressure ejection pipette was pulled from non-filament glass (G-2, 

Narashige Ltd.) on a two-stage vertical puller (PE-2, Narashige Ltd.). The pipette 

was filled with a combination of 500 mM glutamate (!-glutamic acid, Sigma­

Aldrich) and 2% of either biocytin (biocytin hydrochloride, Sigma-Aldrich) or 

neurobiotin (N-(2-aminoethyl) biotinamide hydrochloride, Vector Laboratories). 

Pipettes were mounted in pressure tubing modified by the addition of a recording 

wire and amphenol pin inserted and epoxyed to the tubing. The tubing was 

connected to a pressure ejector (Neuro Phore BH-2, Medical Systems Corp.). 

Biocytin/glutamate was ejected using medical nitrogen (Canada Liquid Air) at a 
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constant pressure of 40 psi. Tip sizes were adjusted so that a pressure pulse with a 

duration of2-15 ms yielded a volume of70-250 nl measured in air. Tips were 

typically 25-50 !J.m, with impedances below 3 MO. The pipette was advanced on 

a 20° angle from the vertical to by-pass the sagittal sinus. Electrophysiological 

signals were band-passed filtered (600Hz-10kHz low pass, 60Hz comb filter in) 

and amplified 20 OOOx on a Grass P5 amplifier. The signal was monitored on the 

Gould digital oscilloscope, and on an audio analyzer (Fredrick Haer Inc.). Locus 

coeruleus was generally found 6-6.5 mm ventral to brain surface. The locus 

coeruleus was identified by the characteristic silence that occurred after 

proceeding through the very active cerebellum. Individual locus coeruleus units 

were slow (approximately 1-2Hz) and wide (approximately lms wide 

waveforms). Identification was aided by the presence of"jaw cells" of the 

mesencephalic tract of the trigeminal nerve that respond to stretching of the jaw 

with high frequency firing. These cells were are located dorsal to the locus 

coeruleus at the most anterior extent of the locus coeruleus , and lateral to the 

locus coeruleus for the remainder of the nucleus and provide an accurate marker 

for depth and medio-lateral placement of the ejection pipette. Localization of the 

locus coeruleus was also aided by the characteristic "burst-pause" response to tail 

or paw pinch. 
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Single Unit Recording Electrode Placement 

Unit recording was performed with high impedance electrodes pulled from 

glass embedded with a capillary filament (#6020, A-M Systems). Electrodes were 

filled with 2% biocytin (biocytin hydrochloride, Sigma-Aldrich) dissolved in 0.5 

M potassium acetate. Electrodes were not broken back and had an approximate tip 

size of0.5-2 Jlm. Impedances ranged from 5-25 MQ using an impedance meter 

(either an "Impedance Check", Frederick Haer, or a BL-1000, Winston 

Electronics). Electrodes with impedances over 25 MQ were discarded. The 

electrodes were mounted and connected via shielded lead to either an xO.lL HS-2 

headstage (Axon Instruments) or dual Grass HIPS high impedance headstages 

(Grass Instruments). The signal from the HS-2 headstage was fed into an 

Axoclamp 2A amplifier in bridge mode (Axon Instruments). The gating input for 

the Axoclamp amplifier was provided by the digital to analog clock function 

(DAC) of Workbench. The electrodes were lowered 1.0-1.5 mm into the brain, 

and the bridge was balanced using 0.1-0.3 nA of current. Typically the impedance 

remained unchanged for electrodes towards the lower end of the impedance range 

(5-10 MQ); impedances would often climb by 10-50 MQ (30-70 MQ final 

impedance) for electrodes that tested 20 MQ or higher in the impedance meter. 

Output from the VxlO port of the Axoclamp amplifier was split and fed into dual 

P511low impedance headstages (Grass Instruments), which were in turn 

connected to Grass P5 amplifiers. One channel was filtered and amplified for 

units; the second channel was filtered and amplified for either EEG or EP' s as 
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explained below. The unit amplifier bandpass filtered the signal (high pass 600 

Hz, low pass 10 kHz, 60 Hz in) and further amplified the signal 50-1 OOOx as 

necessary for the resulting unit waveforms to fill a reasonable portion of the ± 2.5 

V range of the AID board. Units were isolated by slowly advancing the 

stereotaxic arm in 2-3 )liD increments. If several mm of tissue had been traversed 

without isolating a unit the bridge was balanced again, and if the impedance had 

climbed unreasonably the electrode was cleared using the buzz or clear buttons of 

the Axoclamp amplifier and the bridge rebalanced. When a unit was isolated it 

was first recorded in conjunction with evoked potentials. 

Alternatively the HIP-5 headstages were connected directly to the P5 

amplifiers and filtered as above. Amplification was adjusted to fill the ± 2.5 V 

range of the AID board. Cell isolation and recording proceeded without a bridge, 

and the impedance of these electrodes in tissue was unknown during recording. 

Prior to passing current to mark the recording site (see below) the electrode lead 

was removed from the HIP-5 headstages and inserted in a xl HS-2 headstage 

(Axon Instruments) with other connections being identical to the connections 

described above. Electrode impedance was determined prior to the passing of 

current to mark the recording site. 

Recording Evoked Potentials 

Stimulation was delivered as in the stimulating electrode placement, 0.1 

Hz pulses delivered to the constant current stimulator by Workbench. Signals 
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were digitized at 148kHz and 50.625 ms events were captured in Workbench 

(7500 AID values, 3750 AID values per channel). One channel was filtered for 

evoked potentials (band pass filtered at 1Hz and 3kHz, 60Hz out) while the 

other was band pass filtered for units (600Hz and 10kHz, 60Hz in). At least one 

minute was recorded at each of the high and low current conditions. If the evoked 

potential characteristics appeared to have changed since the current levels were 

determined a small 1/0 curve was done, consisting of 1 minute of recording at 

four or five different current levels. Recording often continued at the high current 

level for several minutes until the unit spontaneously fired in the pre-stimulation 

portion of the record so that the waveform was available for comparison purposes. 

The same procedure was followed after the glutamate ejection, either at 5 minutes 

post-ejection, or when the unit was deemed to have returned to its baseline firing 

rate. 

Recording EEG and Single Units 

No electrical stimulation was delivered during the glutamate ejection. The 

evoked potential channel was altered to record EEG by changing the high pass 

setting to 0.1 Hz, and the low pass setting to 300 Hz, 60 Hz filter in. 

Amplification was adjusted so that most of the AID range was used (typically 

500-1 OOOx). The unit recording settings were unchanged. Data was collected in 

buffered 499.395 ms sweeps at 30,769.23 Hz, with points being alternately 

collected between the channels (15366 total points, 7683 points per channel). The 
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unit channel was monitored for threshold crossings, and when one was detected 6 

ms (92 A/D values) of the crossing waveform was extracted and recorded to disc 

with the timestamp of the event. EEG was signal conditioned by discarding 59 out 

of every 60 points collected. The result was an EEG signal recorded at 256 Hz 

(128 AJD values per data sweep) suitable for fast Fourier analysis. One minute of 

EEG data prior to and following the locus coeruleus glutamate ejection was 

analyzed. The values used for theta power were 4-9 Hz and the values used for 

gamma power were 40-80 Hz. 

A minimum of 5 minutes of spontaneous unit activity was recorded. After 

the baseline period a pressure pulse was applied to the glutamate containing 

pipette and recording continued until either the unit returned to baseline firing 

rate, or 5 minutes had elapsed, whichever was longer. If the unit did not change its 

firing rate the unit was followed for 5 minutes post-ejection. 

After the post-ejection recording period evoked potentials were collected 

again using the same settings and protocol that was used in the pre-ejection 

period. If there had been no change in the firing rate of the unit, and there was no 

observable change in the evoked potential, the unit and EEG was recorded again 

with a longer pressure pulse of glutamate in the locus coeruleus. If there was no 

change in the firing rate of the unit, but there was a change in the evoked 

potential, then recording was terminated. 

At the termination of all recordings, the site was marked with an 

extracellular ejection of biocytin. The xO.lL headstage was exchanged for an 
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xl.OL HS2 headstage (Axon Instruments) and biocytin was iontophoresed 

with199.99 nA, 200 ms depolarizing current pulses at 50% duty cycle for 30 

minutes. Triggering stimuli were provided by Workbench. No recording was done 

during this process. After the termination of iontophoresis the electrode was 

withdrawn. Another electrode penetration could be made if the penetration was no 

closer than 300 !J.m to the earlier track. No more than three sites were marked per 

animal, and no more than 3 units were isolated from the same animal. 

Perfusion 

At the conclusion of the experiment, animals were removed from the 

apparatus and transcardially perfused with 300 ml of room temperature 

heparinized 0.1 M PBS followed by 200-300 ml offixative consisting of0.5% 

glutaraldehyde and 4% formaldehyde or paraformaldehyde mixed in 0.1 M PBS. 

The brain was removed from the skull and post fixed overnight in the same 

fixative with the addition of 30% sucrose at 4 °C. The following day the brainstem 

was removed from the forebrain, and the pieces were placed in 30% sucrose in 20 

mls 0.1 M PBS at 4°C until the pieces sank to the bottom ofthe container. Brains 

were then blocked for sectioning and frozen in methylbutane at -70°C and stored 

frozen at -70°C for later histology. 



62 

Histology 

Brains were transferred from the freezer to the cryostat and mounted for 

sectioning. The brainstem containing the locus coeruleus was mounted in the 

sagittal plane, and the forebrain was mounted in the coronal plane. Hippocampal 

sections were cut at 80 microns, and collected from approximately where the cell 

layers begin to appear in the fimbria at 1.5-2.0 mm posterior to bregma. Sections 

were cut using the roll plate, and dropped into ice-cold 0.1 M PBS. 

Approximately 36 hippocampal sections were collected per animal. 

Locus coeruleus sections were saved beginning from where the 4th 

ventricle begins to take on an elongated shape at approximately 1.8 mm lateral 

from the midline. Sectioning continued until the cerebellum had completely 

detached from the brain stem, typically about 18 sections. 

Sections were washed in 0.1 M phosphate buffered saline (pH 7.4) three 

times for at least 10 minutes per wash. Following this sections were incubated 

with the avidin-biotin complex (Vectastain Elite, Vector Laboratories) in 0.2% 

Triton-X (Sigma-Aldrich) for 16 hours at 4°C. Sections were again washed 3 

times for at least 10 minutes in 0.1 M phosphate buffered saline and then 

developed with diamino-benzedene (DAB substrate kit, Vector Laboratories). 

Sections were washed 3 times for 1 0 minutes in distilled water and then mounted 

on gelatin coated slides. After air-drying sections were either further dehydrated 

in a graded series of alcohols, then cleared in xylene and cover slipped. Some 
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sections were rehydrated and counter-stained with a monochromatic cresyl violet 

procedure prior to being dehydrated and mounted. 

Data Analysis 

Unit Data 

Unit waveforms were cluster cut using the Common Processing package 

included with Experimenter's Workbench. Waveform attributes were plotted in a 

pairwise fashion and the cell firing events were cut from the noisy threshold 

events. Occasionally a manual parameter such as voltage at time was necessary to 

completely cut a cluster. 

Unit data was assembled into a rate meter histogram using the plotting 

utility in Common Processing. Units firing rates for each one-second period were 

summed. Data were then exported to Prism (Graphpad Software) for graphing. 

The timestamps of unit events were exported to an ASCII file and run through a 

custom script to look for burst events (count-bursts App. A). Count-bursts looked 

for spike events that occurred within 6 ms of each other The script returns the 

number of spike events, the number of burst events, the number of spikes 

associated with each burst, and the average number of spikes per burst for the pre 

and post ejection periods. Interspike intervals were also described using 

autocorrelations. Autocorrelations were plotted using the correlation utility in 

Common Processing. Spikes were grouped in two ms bins over the period of 0-

1 000 ms and exported for graphing. 
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Amplitudes and widths of unit waveforms were determined by averaging 

all units within a cluster and examining the average waveform. Width was taken 

to be the time between the peak positivity and the peak negativity of the 

waveform (see Figure 6). Waveform amplitudes were taken as the voltage 

difference between the peak positivity and the peak negativity of the waveform 

divided by the amplification (See Figure 6). 

The averaged waveform was also used to calculate the waveform 

asymmetry ratio (Henze et al. 2002) of the leading peak or valley for each cell 

(see Figure 7). The amplitude of the cell was plotted as a percent of total voltage 

change and shifted such that the baseline equaled 0%. The positive and negative 

components were approximately equal for all cells and the neither the positive nor 

the negative components represented more than 60% of the total voltage swing. 

Asymmetry was analyzed at the 20% level of maximum voltage. Asymmetry was 

expressed at the ratio of the rise time from 20% maximum to maximum divided 

by the fall time from maximum voltage to 20% (see Figure 7). 

Evoked Potentials 

EPSP slope and population spike changes were assessed using 1 minute 

averaged waveforms from the pre- and post-ejection period. Averages were 

chosen since the effect of norepinephrine on evoked potentials was not being 

investigated for its own interest, but rather being used as an index of the adequacy 

ofthe ejection pipette's placement and function. As such the variability of the 
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response was not quantified. Slopes were determined by exporting these averaged 

waveforms to Excel and calculating !J. VI !J.t for the linear portion of the EPSP rise. 

Population spike was taken as the voltage difference between the leading peak 

and the trough of the population spike. Measurements of a typical evoked 

potential are depicted in Figure 8. 

EEG 

The EEG records were analyzed using the fast Fourier transform utility 

included with Common Processing. The analysis returned power in the theta 

range (4-9Hz) and gamma ranges (40-80Hz) as a percentage of total power. The 

theta values were also used in a scatter plot to investigate theta control of unit 

firing. Because of a discrepancy between real-time and the computer's processing 

time during data acquisition binning utilities in Common Processing were 

inappropriate. A custom scriptfix-this-mess (see Appendix B.) was written to 

determine how many times a unit had fired during a given EEG data sweep. 

Briefly the header files and timestamps were exported to an ASCII file using the 

Data Edit module of Common Processing. In the resultant files spike events had a 

universal file format record type (UFF) of 120, EEG sweeps had a UFF of 98. 

Data Edit sorted the output files on the time that processing was completed so that 

each EEG record was preceded by the spikes that had been detected during that 

EEG sweep collection. Fix-this-mess simply counted 120s preceding 98s, and 

returned that value. The spike count could be matched with the theta power output 

for graphing or further processing. 
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Results 

Stable recordings from the hilar region of the dentate gyrus were obtained 

from 27 cells. Placements were recovered for 19 biocytin injections as 

summarized in Figure 9A. Associated locus coeruleus placements were recovered 

for 14/19 animals and are shown in Figure 10. All cells could be driven by 

perforant path stimulation representing 18 feedforward, 7 feed-back cells and two 

putative granule cells. F eedforward cells were defined as those with a threshold 

below that required for a population spike (n=16). All but one ofthese cells could 

be shown to fire prior to the population spike at higher currents. Two additional 

cells included in this category had supraspike thresholds and latencies similar to 

the population spike, but had baseline rates exceeding 5 Hz in some intervals. 

Putative granule cells were defined as cells with a threshold at the level of the 

population spike and latencies in the window of the population spike, but with 

slow firing patterns. Feedback cells were defined as cells which had a threshold 

higher than that required for a population spike and which fired after the 

population spike. Twenty-three of the cells significantly changed their 

spontaneous firing rate in response to the glutamate ejection with 14/18 ofthe 

feedforward cells and 4/7 of the feedback cells decreasing their firing rates, while 

3/7 feedback cells and the two putative granule cells increased their firing rates. 

Table 1 summarizes the firing characteristics of individual feedforward and 

feedback intemeurons and putative granule cells. 
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Figure 11 shows the averaged inhibition of normalized firing rates for the 

13 feedforward cells with baseline rates exceeding 1 Hz that decreased their firing 

rates. The period of inhibition began immediately, was maximal from 2-60 

seconds post locus coeruleus activation and recovered within 2-3 minutes post 

activation. The group data suggest an apparent rebound. 

Figure 12A shows the averaged response of the 3 feedback interneurons 

that were excited in response to the glutamate release. The maximal phasic 

response was seen within 10 seconds and recovered to baseline by 2-4 min post 

locus coeruleus activation, although one cell maintained some elevated activity 

through the recording period. Figure 12B shows the pattern of firing ofthe two 

feedback interneurons with a baseline of more than 1 Hz than were inhibited by 

locus coeruleus activation. The inhibition pattern is similar to that seen for the 

feedforward inhibition although rebound activity was not evident. 

Figure 13 shows the responses of the two putative granule cells. These 

cells had very low firing rates and locus coeruleus activation induced a substantial 

burst. 

Evoked potential recordings from before and 5 min following the locus 

coeruleus glutamate ejection were available for 25 ofthe cell recordings, one of 

which did not display a population spike. See Table 2. The population spike 

increased (more than 110% ofbaseline) for 9 cells and decreased (less than 90% 

ofbaseline) following the ejection for 8 cells. In 7 cases the population spike did 

not change. The evoked potential slope increased (greater than 5% over baseline) 
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for 8 cells, and decreased (less than 5% of baseline) in 8 cases. In 9 cases the 

slope did not change. Neither the slope (t(24)=0.298, p=0.76) nor the population 

spike (t(24)=0.622, p=0.54) were significantly different with all glutamate 

ejections treated as a group. 

In rats with multiple injections there was a tendency for population spike 

changes to repeat with successive injections. Of the 3 rats with population spike 

increases, the increase was replicated in two and was followed by a decrease after 

a large increase in baseline in 1 rat. Two rats showed an approximately 10% 

decrease with each ejection. One rat didn't change on either ejection and a final 

rat showed a decrease followed by no change after a large increase in baseline. 

EPSP slope effects were more variable with increases, decreases or no changes 

seen successively in any given rat (see Table 2). 

EEG was recorded simultaneously with spontaneous unit activity. Total 

power decreased in 22 of the 27 ejections. In the remaining cases there was no 

difference between power pre- and post ejection. Taken as a group power 

significantly decreased to 80% of the baseline value (t(25)=2.28,p=0.03). Two 

power bands were further examined. The percentage of power occurring in the 

theta band ( 4-8 Hz) increased in 18 cases, and decreased in 9 cases. Overall the 

increase of theta power to 116% ofbaseline was significant (t(26)=-3.09, 

p=0.005). The percentage oftotal power occurring in the gamma band ( 40-80 Hz) 

decreased in 22 cases, and increased in 5 cases. The group decrease to 73% of 

baseline following the ejection was significant (t(26)=2.58, p=0.016). The effects 
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of multiple glutamate ejections showed a similar pattern for EEG as for evoked 

measures. Four rats increased theta power and decreased gamma power 

repeatedly with glutamate activation while one rat decreased power in both 

domains repeatedly and two rats showed clear effects on 1 ejection but not on 

another. See Table 3 for a summary of individual experiments for EEG power and 

theta and gamma percentages of total power. Theta power was not predictive of 

interneuron firing rates on a sweep by sweep basis. 

All recovered recording placements were located in the dentate gyrus. 

Seventeen of the 19 placements were in the granular/subgranular zone. These 

placements include one associated with a putative granule cell. Three placements 

were recovered in the lower blade which included two feedback cells. Three 

placements were recovered in the most medial portion of the hilus. Of the two 

placements outside the granule zone one was a slow firing feedback cell, the other 

could not associated with a single type. No placements were recovered in the 

molecular layer. 

All ofthe recovered ejection placements were within 500 J.!m of the edge 

of the locus coeruleus. Four placements were within the locus coeruleus itself, 

while another five were ventromedial to locus coeruleus in the perisubcoerulear 

area. Two placements were anteromedial to locus coeruleus, two were dorsal and 

one was on the posterior margin. The most distant recovered placement was in the 

magnocellular portion of the medial vestibular nucleus approximately 400 J.!m 

ventral and 300 J.!m posterior to the locus coeruleus. Spike increases at ~ 1 0 min 
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post-ejection were observed for sites bordering the locus coeruleus in the anterior, 

posterior and ventral regions (n=4). Two placements centrally located in the locus 

coeruleus were not associated with spike increases. Increases in theta power were 

associated with sites within the locus coeruleus or on the dorsal posterior margin. 

Anterior and ventral placements were not associated with theta power increases. 

See Figure 10. Changes in cell firing patterns were elicited more frequently than 

evoked potential or EEG changes suggesting that there are different thresholds for 

recruiting effects on the network. Prior studies comparing norepinephrine levels 

and evoked potential change have also suggested threshold effects dependent on 

norepinephrine release pattern and level (Harley et al. 1996). 

The recorded cells differed in a number of respects, which offer some 

opportunities for classifying them. Cell types have typically been distinguished by 

their firing rates and their action potential widths. The first moment of the 

autocorrelogram has also been used (Harris et al. 2000). One additional parameter 

that can be used is the asymmetry ratio (Henze et al. 2002). Asymmetry describes 

the difference between the rise from baseline to peak as a ratio of the fall time 

peak to baseline (see Figure 7). Plotting the cell width against asymmetry yields 

three distinct clusters in the current data set (see Figure 14). One cluster is 

distinguished by narrow extracellular action potential widths. The remaining 

clusters have roughly similar cell widths, but one cluster has a symmetry ratio 

centered about 1 (symmetrical cells), while the third cluster's symmetry ratio is 
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below 0.75 indicating a slow decay from peak relative to the rapid rise. See Figure 

14. 

The clustering appears valid to delineate functional categories of neurons 

as the majority of recorded feedback cells (5 of7) fell into the symmetrical 

cluster. A single feedback cell fell into the narrow and into the wide category. 

There appears to be no relationship between the recording placement and 

the properties ofthe recorded cell. It is difficult to determine whether the lack of a 

relationship truly means that physiologically distinguishable cell types are evenly 

distributed within the dentate gyrus for two reasons: first the majority of the 

recording placements were clustered in the peri-granular region and so other 

locations may not have been sufficiently sampled to observe a trend. Second it 

was unusual to recover more than one recording site from an animal from which 

multiple cells had been recorded. In those cases it was impossible to assign the 

recording site to a recorded cell. 

Glutamate ejection into the locus coeruleus had a large effect on the 

recorded cells. The most common effect was for a decrease in the spontaneous 

firing rate following the ejection. This pattern was associated with all, but one of 

the feed-forward cells and a few of the feedback cells. Much less common was an 

increase in spontaneous firing rate, although this pattern occurred with three 

feedback cells and two putative granule cells. The single feed-forward cell that 

displayed an increased firing rate following the ejection (4022A see text below) 

could be considered anomalous due to a variable baseline period. During the 
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baseline recording the cell varied from 0 to 20Hz. A six-minute average baseline 

rate of8.7 Hz was more than double the 4Hz rate ofthe cell in the one minute 

immediately preceding the ejection. This cell had returned to it's typical rate in 

the 20 seconds immediately preceding the ejection although this is not reflected in 

the one minute average used for comparison. A few other cells did not 

significantly alter their discharge pattern following glutamate ejection. 

The following section reviews the firing characteristics of the cell types 

examined when categorized by firing on the evoked potential and by symmetry of 

the extracellular waveform using the clusters identified on the basis of waveform 

analysis. 

Feedforward Cells 

Narrow Cells 

Single spiking 

There were five feed-forward cells (Figures 15-19) with a narrow 

waveform. Four of these had similar baseline firing characteristics (4-10Hz) with 

a mean rate of 7.5 Hz prior to locus coeruleus activation and little or no evidence 

of bursts during the pre or post recording periods. The 5th cell had a slower firing 

rate (.5Hz) and showed some bursts. These cells exhibited the shortest latencies 

to perforant path activation seen for any of the cells recorded (3 ms or less; 4/5). 

A group of three fired only single spikes to perforant path stimulation and had no 

evidence of theta frequencies in the autocorrelation patterns (Fig. 15-17) while 
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two cells fired multiple spikes to perforant path stimulation and did show 

evidence of firing in the theta range (Fig. 18-19). The single spiking cells were 

inhibited by locus coeruleus activation while the multiple spiking cells showed no 

clear change. The individual cells and the associated locus coeruleus evoked 

responses are described in more detail. 

Cell JCR 4018A (see Figure 15) 

This cell was isolated 3.1 mm ventral from brain surface. The cell 

waveform was ofthe typical peak-valley form with a width of203 1-LS and 

amplitude of 593 1-1V. This cell fired moderately fast with a baseline rate of 5.6 Hz 

and virtually no empty bins. The peak firing rate during the baseline period was 9 

Hz. The cell did not burst. The lSI distribution revealed a very late primary peak 

between 100-120 ms with no activity occurring inside the 25 ms mark. The cell 

responded to 300!-LA of stimulation of the perforant path which was sufficient to 

elicit a very small population spike. The cell's firing latency was very short, in 

some cases the cell waveform appeared to partially overlap with the stimulation 

artifact. For spikes that were clearly separated from the stimulation artifact the 

mean latency was 1.1 ms. 

Immediately following the pressure pulse the cell ceased firing for 35 

seconds, and its activity remained below baseline for another 50 seconds. 

Following this period of suppression the cell appeared to fire at a new higher 

baseline with the final minute of recording producing an average rate of9.8 Hz. 

The lSI distribution for this cell also shifted dramatically for this cell with the new 
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peak centered around 80 ms with some suggestion of a secondary peak appearing 

where the baseline peak had occurred. 

The evoked potential slope increased to 106% of baseline, from 1. 7 

mV/ms to 1.8 mV/ms. The population spike also increased from 0.3 mV to 0.5 

mV, an increase of 164%. 

The overall power in the EEG record did not change for this cell although 

theta power increased significantly and gamma power decreased. 

Cell JCR 4006 B (see Figure 16) 

This cell was isolated 3.2 mm from brain surface in the hilus proper of 

dorsal dentate gyrus. The cell waveform was of the valley-peak form, with an 

amplitude of 579.23 ll V, and a width of 458.1 J.tS. The cell fired regularly at 10Hz 

and did not burst. Firing rates varied from 2 to 18 Hz during the baseline period 

(mean 11.07 Hz, stdev 2.73). The cell could be driven by low current stimulation 

of the perforant path. The cell fired in feed-forward mode, as the current was sub­

threshold for a population spike. The cell responded with single action potentials 

with 100% reliability. The cell firing varied in time from 2.55 ms to 2.97 (mean 

2.72 ms). The autocorrelation showed a peak at 30 ms with a smooth logarithmic­

like decay pattern. 

The cell responded to the pressure pulse with a transient increase to 14 Hz 

for three seconds. Firing then steadily decreased to reach 0 Hz at 23 s post 

ejection. Firing was suppressed for approximately eight minutes. The cell briefly 

returned to baseline rates before returning to a decreased firing rate of 6 Hz for 



75 

the duration of record. The decrease in firing from 10.05 Hz to 3.47 Hz was 

significant at p<O.OOOl (t=59) for one minute means. 

The evoked potential increased in slope from 5.97 mV/ms to 6.67 mV/ms 

approximately 18 minutes post ejection. There was an increase in the population 

spike from 2.21 mV to 2.47 mV. 

There was a significant increase in the percentage of theta power in the 

EEG record (36.86% pre, 41.28% post, p=0.032). Total power in the EEG record 

decreased significantly (56297.11417 m V2 pre ejection, 21117.13985 mV2 post 

ejection, p<0.0001). 

Cell JCR 4024A (see Figure 17) 

This cell was isolated 3 mm ventral from brain surface. The cell was of the 

expected peak-valley form with a width of725 JlS and amplitude of3l4JlV. The 

cell had a slow baseline firing rate of 0.5 Hz. The peak rate was only 4 Hz with a 

large number of empty bins. The cell did not burst frequently with only 2% of 

spikes occurring in bursts. Neither the autocorrelation nor the lSI distribution was 

of interest given the low number of spikes in the record. The cell could be driven 

with 100 JlA of current delivered to the perforant path, which was subthreshold 

for a population spike. The latency of 3.8 ms resulted in the spikes appearing just 

following the crest of the evoked potential. At higher currents the cell fired with a 

latency of approximately 3 ms, well before the population spike. 

Following the pressure pulse the cell ceased to fire for over one minute, 

with 90 seconds passing before the cell fired in consecutive bins. The cell 
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continued to increase its firing rate to reach a new baseline of 1.8 Hz by the end of 

recording. The slope increased over 10% from baseline recording from 3.0 

mV/ms to 3.5 mV/ms. The population spike also increased over 10% from 1.9 

mVto 2.1 mV. 

All three EEG parameters were significantly altered following the 

ejection. The percentage of power present in theta frequencies increased, while 

overall power and the percentage of power in gamma frequencies decreased. 

Multiple spiking 

JCR 4009B (see Figure 18) 

This cell was isolated 3.4 mm ventral from brain surface in the lower 

blade near the medial point of the dentate gyrus. The cell waveform was of the 

standard peak-valley form with an amplitude of 73.8 1-.1 V and a width of 461.5 ~-.ts. 

The cell fired rapidly during the baseline period at an average rate of over 10 Hz 

with a peak rate of 18 Hz. There were no empty bins after the first 1 0 seconds of 

the baseline period although the cell dipped below 5Hz on several occasions. The 

cell could be driven with 70 ~-.tA of current which was below the threshold for a 

population spike. The cell fired several action potentials in response to perforant 

path stimulation, all of which occurred later than the latency of a population 

spike. The first spike occurred at an average latency of 5.1 ms, although it could 

be as early as 4 ms or as late as 6 ms. The second spike would typically follow the 

first with a delay of 1.3 ms. If there were a third spike it would follow the second 

with a further delay of 2.5 rns. The spiking activity seemed to be depressed by 
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turning the current past the threshold for a population spike, although it is unclear 

whether this was due to the cell being inhibited by granule cell firing, or whether 

the units were simply obscured by the larger voltage swings associated with 

higher stimulation currents. Despite the high baseline rate, and the bursts to 

afferent stimulation, the cell did not burst during the free recording period. 

Both the autocorrelation and the ISI distribution plots show a strong 

primary peak in the 12-14 ms range with a weaker secondary peak at 

approximately 200 ms. 

Following the pressure pulse in the locus coeruleus there was not a clear 

effect, the cell slowed briefly for several seconds before speeding up to slightly 

above baseline. The cell stopped firing at 52 seconds following the ejection, likely 

due to electrode movement as firing did not return by the end of the recording 

period and the cell did not appear in the final evoked potentials. 

Cell JCR 4022A (see Figure 19) 

This cell was isolated 2.5 mm ventral from brain surface. The cell was of 

the typical peak-valley form with a width of 329 ~sand amplitude of 105 Jl V. The 

cell was very erratic during baseline recording with a peak rate of 20 Hz but also 

with 10 seconds or more of silence. Although the overall baseline rate was 8. 7 Hz, 

the minute immediately preceding ejection had a rate of only 4 Hz, compared to 

an average rate of over 11 Hz for the first four minutes of recording. Firing during 

the last minute was also highly variable with a full quarter of the bins being empty 

and another quarter of the bins containing 10 spikes or more. The cell did not 
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burst. The ISI distribution reflects this erratic firing pattern with a very broad peak 

primary peak stretching from 20-80 ms. The autocorrelation is skewed, flattening 

slightly past 300 ms. The cell responded to stimulating current as low as 30 !-LA 

and fired with 100% efficiency. At this current level no population spike 

occurred. The latency was very early, approximately 2.5 ms. A slight increase of 

the current to 50 !-LA reduced the latency of spikes to 2 ms and also produced 

trailing spikes, which occurred on the down slope of the evoked potential, with a 

mean latency of 5.3 ms. 

There was little response immediately following the pressure pulse. The 

cell continued firing at approximately 7Hz, close to it's early baseline rate. 

Although using one minute pre-post comparisons suggests an increase of firing 

rate this does not appear to be the case. The cell began the final minute of baseline 

firing very slowly with periods of silence extending several seconds. The cell 

increased it's rate during the minute and the last 20 seconds yield a rate of7.5 Hz. 

The cell did not appear to change it's rate immediately following the ejection. The 

variability of the cell continued during the post-ejection period and the rate of 

firing gradually declined, reaching zero approximately one minute post ejection. 

The firing rate remained low for another minute before returning to a fast baseline 

of over 11 Hz. 

The slope of the evoked potential decreased to 93% of baseline from 3.9 

m V /ms to 3. 7 m V /ms. The population spike increased post -ejection from 1.1 

mV/ms to 1.4 mV, an increase of36% over baseline. 
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The percentage of power present in theta frequencies increased while the 

percentage of power in gamma frequencies decreased significantly. A decrease in 

total power was not significant. 

Symmetrical Cells 

There were five symmetrical feedforward intemeurons (Fig. 20-24). Four 

had an average firing rate of 5.2 Hz (range 3.8-7.8 Hz) while one was very slow 

firing with an average rate of .016 Hz. The higher firing cells exhibited some 

bursts during spontaneous activity recording; all of these were inhibited by locus 

coeruleus activation. For the slow firing cell no change was observed possibly due 

to the paucity of firing. 

Cell JCR 4018B (see Figure 20) 

This cell was isolated 3.1 mm ventral from brain surface. The cell 

waveform was of the typical peak-valley form with a width of 593 f.!S and an 

amplitude of 203 f.! V. This cell had a moderately high baseline rate of 5.3 Hz with 

few empty bins and a firing rate of 13 Hz. The cell had a tendency to burst with 

5% of the spikes occurring in bursts. The ISI distribution reveals a flat peak from 

7-10 ms with no secondary peaks. The cell responded to stimulation of the 

perforant path at 200 f.!A which was subthreshold for a population spike, although 

a deflection was sometimes present in the evoked potential which suggests some 

principal cells could fire to this stimulus. The latency of the cell firing was 5 ms 

although this varied substantially from under 4 to over 6 ms. In one instance a 
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spike followed stimulation by a delay of over 10 ms but it was unclear that this 

was related to the stimulation. 

Following the pressure pulse the average firing rate decreased, largely due 

to an increase in empty bins. Firing declined reaching 0 at 40 seconds post­

ejection and returned to baseline by 123 seconds post-ejection. The ISI showed a 

primary peak and a broad secondary peak at 400-500 ms following the ejection. 

The evoked potential slope declined from 4.1 mV/ms to 3.7 mV/ms. The 

population spike also decreased from 4.8 mV to 1.3 mV. 

The total power of the EEG record decreased significantly following the 

ejection. In contrast both theta power and gamma power increased significantly. 

Cell JCR 4021C (see Figure 21) 

This cell was isolated 3.2 mm ventral from brain surface. The cell was of 

the typical peak-valley form with a width of 857 !-!S and amplitude of 106 ~ V. The 

cell fired erratically during baseline recording. Although the peak rate of 13 Hz 

was reached several times, periods of zero firing longer than thirty seconds 

occurred twice during the baseline period. The overall baseline rate was 2.6 Hz, 

although the rate was 4.6 Hz in the minute prior to ejection. The cell burst with 

approximately 5% of its spikes occurring in bursts. The ISI distribution reveals a 

broad peak from 7-10 ms. The autocorrelation contains a hint of trailing peak 

between 400-500 ms. Following the pressure pulse the cell ceased firing for 58 

seconds and after that time fired only single spikes interspersed with empty bins 
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for a further 28 seconds. By three minutes post-ejection the cell had stabilized at a 

new higher baseline (7.8 Hz) with no empty bins. 

The data file for the baseline evoked potential data suffered from 

irrecoverable damage, although notes suggested the cell fired in a feedforward 

manner. The values for the post-ejection values were 2.3 m V /ms for the evoked 

potential slope, and 1. 7 m V for the population spike. 

The percentage of power present in theta frequencies increased while the 

percentage of power in gamma frequencies decreased significantly. A decrease in 

total power was not significant. 

Cell JCR 4019B (see Figure 22) 

This cell was isolated 2.6 mm ventral from brain surface. The cell 

waveform was of the typical peak-valley form with a width of 1055 !-LA and 

amplitude of 393 1-1 V. The cell fired reliably at an average rate of 5.3 Hz during 

the baseline period. The peak firing rate reached 14 Hz, and there were no empty 

bins during the baseline period though bins below 4 Hz were not uncommon. The 

cell did not reliably burst with about 2% of spikes occurring in bursts. The lSI 

distribution shows a broad peak that stretches from 10-30 ms and skews towards 

the right. The autocorrelation reveals a slight secondary peak at approximately 

200 ms. The cell was driven with 50% efficiency by 150 J.!A of current and with 

higher currents fired prior to the population spike. The latency varied 

approximately 0.5 ms around the mean of 4.2 ms. 
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Following the pressure pulse firing immediately fell to 0 where it 

remained for 110 seconds. The cell briefly returned to baseline before it was lost 4 

minutes post ejection. 

The evoked potential slope decreased to 93% of baseline, from 3 m V /ms 

to 2.9 m V /ms. The population spike decreased to 91% ofits baseline level from 

1.9 mV to 1.7 mV. 

Total power did not change following the ejection nor did the percentage 

of power in theta frequencies. The percentage of power in gamma frequencies 

decreased significantly. 

Cell JCR 4021A (see Figure 23) 

This cell was isolated 3 mm ventral from brain surface. The cell waveform 

was ofthe typical peak-valley form with a width of989 j.lS and amplitude of215 

j..tV. The cell fired reliably at an average rate of3.8 Hz occasionally reaching a 

peak rate of 10 Hz although these were interspersed with frequent empty bins 

during the baseline period. The cell frequently burst with over 17% of the spikes 

in the baseline period occurring in bursts. The lSI plot reveals that the primary 

peak was centered on 6 ms with a skewness to the right. There were no secondary 

peaks. The cell fired reliably at 280 ~ which was supra-threshold for a 

population spike. The cell fired with a latency that placed it on the early 

downward deflection ofthe population spike, 3.7 ms. 

Following the pressure pulse the firing rate immediately declined to zero 

where it remained for 55 seconds before returning to baseline. For a further three 
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minutes the rate continued to climb above baseline reaching a peak of 28 Hz 

before again returning to just slightly above baseline in the 5th minute post 

ejection. The lSI distribution did not change during this period. The slope of the 

evoked potential increased to 115% ofbaseline from 4.0 mV/ms to 4.7 mV/ms. 

The population spike also increased from 0.7 mV to 1 mV. 

All three EEG parameters were significantly altered following the 

ejection. The percentage of power present in theta frequencies increased, while 

overall power and the percentage of power in gamma frequencies decreased. 

JCR 4008A (see Figure 24) 

This cell was isolated 2.9 mm ventral to brain surface in the dentate gyrus. 

The cell was ofthe typical peak-valley form with an amplitude of 109 iJA and a 

width of725.3 iJS. The cell fired irregularly with a peak rate of 10Hz although 

after the first minute of recording the cell only surpassed 5 Hz in a single bin. 

There were frequent empty bins and the absence of activity could last for over a 

minute. Overall the baseline rate was 0.016 Hz. The cell could be driven with 60 

!lA of current, well below the threshold for a population spike. The spiking 

activity occurred late in the evoked potential however (see Fig 24) at an average 

of 4.8 ms post stimulation. With higher currents the unit was not visible on the 

waveform so it's location relative to the population spike could not be 

determined. 
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Both the autocorrelation and the lSI distribution were flat due to the 

paucity of spiking activity. The distributions do show peaks at 5 ms due to the 

rapid bursting during the first minute of baseline recording. 

Following the pressure pulse no change in the activity of the cell was 

observed. The 60 second silence following the ejection was consistent with the 

extended periods of silence during baseline recording. In contrast the population 

spike increased by 96% following the ejection from 1.2 to 2.4 mV. The slope 

decreased by 5% to 3.5 mV/ms from 3.6 mV/ms. 

In the EEG records power in both the theta and gamma bands increased 

significantly, while overall power decreased. 

Wide Cells 

Eight ofthe feedforward intemeurons were of the wide cell type (see 

Figures 25-32). Six ofthese fired with an average rate of 6. 7Hz (2.1-12.9 Hz) 

while two showed slow firing at an average of0.3 Hz. Halfthe cells in this 

group show evidence of bursts while half did not. Almost all of these cells 

showed immediate inhibition to locus coeruleus activation .. 

Bursting cells 

Cell JCR 4019A (see Figure 25) 

This cell was isolated 2.8 mm ventral from brain surface. The cell 

waveform was of the typical peak-valley form with a width of923 J.lS and an 

amplitude of391 J.lV. This cell had a moderately high average firing rate of6.9 

Hz with a peak rate of 17 Hz. There were occasional empty bins. The cell burst , 
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with 12% of spikes occurring in bursts. The ISI distribution reveals a sharp peak 

from 6-8 ms with a right skew that flattens by 30 ms. The autocorrelation is 

largely flat although there is a suggestion of a broad secondary peak that stretches 

from 100-200 ms. The cell was driven by 100 j..tA of current which was 

subthreshold for a population spike. The firing latency varied little from the 3.6 

msmean. 

Following the pressure pulse firing immediately ceased for a period of 129 

seconds after which the cell rapidly returned to baseline. The evoked potential 

slope increased to 103% ofbaseline from 2.1 mV/ms to 2.2 mV/ms. The 

population spike decreased 9% from 1. 9 m V to 1. 7 m V. 

Total power and gamma frequency power were unchanged following the 

ejection. Theta power significantly decreased. 

Cell JCR 4022B (see Figure 26) 

This cell was isolated 2. 7 mm ventral from brain surface. The cell was of 

the standard peak -valley form with a width of 923 j.lS and amplitude of 310 1-l V. 

The cell had a fast baseline rate of 7.2 Hz with very few empty bins and a peak 

rate of 15Hz. The cell burst with over 10% of spikes occurring in bursts. The ISI 

distribution for the cell has a broad, largely symmetrical, peak from 7-11 ms with 

no secondary peaks. The cell responded to 50 j..tA of current which was 

subthreshold for a population spike. The cell fired with a latency of 3.2 ms which 

placed near the peak of the evoked potential. 
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Immediately following the pressure pulse the firing rate dropped to 0 and 

remained there for 55 seconds with occasional single spikes interspersed with 

long periods of silence. The cell quickly returned to baseline rates although there 

was in increased frequency of empty bins throughout the post-ejection recording 

period. 

The slope of the evoked potential increased approximately 10% from 5.1 

mV/ms to 5.6 mV/ms. The population spike also increased almost 30% from 3.9 

mVto 5 mV. 

All three EEG parameters were significantly altered following the 

ejection. The percentage of power present in theta frequencies increased, while 

overall power and the percentage of power in gamma frequencies decreased. 

Cell JCR 4014b (see Figure 27) 

This cell was located 2. 7 mm ventral from brain surface. The cell 

waveform was of the normal peak-valley form with a width of791.2 f..tS and 

amplitude of233 f..tA. The cell fired slowly with baseline rate of0.7 Hz during the 

baseline period with some empty bins and a peak rate of 8 Hz. The overall 

baseline rate of0.66 Hz reflects the patchy firing of this cell. The cell had a 

propensity to burst with 10% of the baseline spikes occurring in bursts. The lSI 

distribution shows a peak from 4-8 ms with little change in the pattern beyond 10 

ms. The autocorrelogram confirms the lack of a secondary peak at longer ISis. 

The cell could be driven by 50 ~-tA of current which produced a small population 

spike. The cell fired at 4.6 ms in the early stage of the population spike suggesting 
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that the cell had a threshold similar to granule cells. Following the pressure pulse 

cell firing decreased to 0 for a period of 85 seconds before returning to baseline. 

After the ejection the cell entered a period of increased activity with few or no 

empty bins. The rate for the final minute post-ejection increased to 3.6 Hz. The 

decrease in rate was significant (p<O.OOl). 

The slope of the evoked potential increased marginally from 0.9 mV/ms 

during baseline to 0.92 mV/ms post-ejection. Following the ejection the 

population spike decreased over 15% from 1.9 m V to 1. 7 m V. 

Again there was no significant decrease in overall power, although the 

decreases in theta and gamma frequencies were both significant. 

Cell JCR 4014a (see Figure 28) 

This cell was located 2.4 mm ventral from brain surface. The cell 

waveform was of the typical peak-valley form with an amplitude of 317 J.!A and 

width of791 J.!S. The cell fired at a moderate rate of2.2 Hz with some empty bins 

and a peak rate of 10 Hz. The cell burst with 5% of the spikes occurring in bursts. 

The lSI distribution yielded an unusually broad peak from 5-25 ms. Although 

there is some peakiness in the autocorrelogram, there are no clearly defined 

secondary peaks. The cell was driven by 30 J.tA of current delivered to the 

perforant path, which was subthreshold for a population spike. The latency 

showed very little variation from 3.9 ms following stimulation. Following the 

pressure pulse the cell ceased to fire for a period of 245 seconds before returning 

to baseline. The decrease in firing was significant (p<O.OOl). 
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The slope of the evoked potential decreased 10% following the ejection 

from 3.1 mV/ms to 2.8 mV/ms. The population spike also decreased 10% from 

3.3 mV to 3.0 mV. 

There was no significant decrease in total EEG power following the 

ejection, although both theta and gamma frequencies significantly decreased post 

ejection. 

Nonbursting Cells 

Cell JCR 4021B (see Figure 29) 

This cell was isolated 3.5 mm ventral from brain surface. The cell 

waveform was of the typical peak-valley form with a width of 1054 f.!S and 

amplitude of 254 f.l V. The cell fired reliably with a baseline average rate of over 

10 Hz. The cell did enter a transient slow cycle during baseline that resulted in a 

number of empty bins, but outside of this period the cell rarely fell below 4 Hz. 

The cell rarely burst with <1% of spikes occurring in bursts. The cell responded to 

100 f.lA of current which was below the threshold for a population spike. The 

latency of 4.6 ms placed the cell just following the peak of the evoked potential 

although the cell could fire late in the rising phase as well. The ISI plot had a 

broad peak from 7-13 ms with a pronounced rightward skew. There were no 

secondary peaks. 

Following the pressure pulse the cell immediately ceased firing and 

remained at 0 Hz for 55 seconds at which point the cell fired at one or two Hertz 

interspersed with empty bins for a further 20 seconds. The cell returned to 



89 

baseline by two minutes post-ejection and there were no further empty bins. The 

slope of the evoked potential declined slightly from 4.4 mV/ms to 4.2 mV/ms. 

The population spike doubled in amplitude, from 1.2 m V to 2.4 m V. The lSI 

distribution was not changed by the ejection. 

All three EEG parameters were significantly altered following the 

ejection. The percentage of power present in theta frequencies increased, while 

overall power and the percentage of power in gamma frequencies decreased. 

Cell JCR 4023A (see Figure 30) 

This cell was isolated 3.1 mm ventral from brain surface. The cell was of 

the typical peak-valley form with a width of989 J.lS and amplitude of240 J.lV. The 

cell had a fast baseline rate of 5.3 Hz during baseline recording with a peak rate of 

15 Hz and very few empty bins. The cell did not burst during baseline. The lSI 

distribution revealed a primary peak between 8 and 13 ms. The distribution was 

right skewed with the autocorrelation revealing no secondary peaks. The cell 

responded to stimulation of the perforant path at 80 J.lA that was subthreshold for 

a population spike. The spikes occurred at or near the peak of the evoked potential 

with a latency of3.8 ms. 

After the pressure pulse the cell continued to fire quickly for 

several seconds but had ceased firing within 10 seconds. Firing remained at 0 with 

occasional single spikes for 30 seconds, at which time firing began to gradually 

increase, returning to baseline within one minute. Following the ejection the cell 

also burst occasionally with 2% of spike occurring in bursts. 
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The slope of the evoked potential decreased to 85% of baseline from 2.2 

mV/ms to 1.9 mV/ms. The population spike was unchanged from 1.2 mV. 

No significant changes were observed in the EEG records following the 

ejection. 

Cell JCR 4020A (see Figure 31) 

This cell was isolated 3.1 mm ventral from brain surface in the granule 

cell layer of the upper blade near the crest of the dentate gyrus. The cell waveform 

was of the typical peak-valley form with a width of923 ~sand amplitude of 588 

~V. The cell fired at a moderately rapid rate of 4Hz during the baseline period. 

There were occasional empty bins and a peak rate of 15 Hz. The cell did not burst. 

The lSI distribution had a strong symmetrical peak at 13 ms. The autocorrelation 

showed minor secondary peaks at approximately 150 and 350 ms. The cell was 

driven by 100 ~A of current, subthreshold for a population spike, which produced 

spikes one third of the time. The spikes had a latency of 4.1 ms that placed them 

on the falling phase of the evoked potential. 

Following the pressure pulse the firing rate declined to zero where it 

remained for 76 seconds with the exception of occasional single spikes. The slope 

ofthe evoked potential increased 120% from baseline, from 3.3 mV/ms to 4.0 

mV/ms. The population spike also increased approximately 120% from 2 mV to 

2.4 mV. The lSI distribution shifted rightwards with a weaker primary peak 

occurring at 20-22 ms. The secondary peaks were unaffected. 
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All three EEG parameters were significantly altered following the 

ejection. The percentage of power present in theta frequencies increased, while 

overall power and the percentage of power in gamma frequencies decreased. 

Cell JCR 4023B (see Figure 32) 

This cell was isolated 3.1 rnm ventral from brain surface. The cell was of 

the standard peak-valley form with a width of 659 JlS and amplitude of 139 11 V. 

The cell had an exceptionally slow baseline firing rate of 0.3 Hz or roughly 2 

spikes per minute. There was over 3 consecutive minutes of silence during the 

baseline period. The cell did not burst. Neither the lSI distribution nor 

autocorrelation was of interest with so few sample points. The cell responded to 

perforant path stimulation of 100 ~-tA, which was subthreshold for a population 

spike. The latency of3.6 ms placed these spikes at the peak of the evoked 

potential. 

After the pressure pulse the cell was silent over two minutes at which time 

the cell began to slightly increase it's firing rate with some bins containing up to 3 

spikes. A peak one minute rate of0.7 Hz was reached during the third minute 

post-ejection. A paucity of spikes prevented any conclusion about inhibitory 

effects oflocus coeruleus activation. The slope of the evoked potential was 

unchanged from 3.1 mV/ms following the ejection, and the population spike 

decreased by 8% from 1.2 mV to 1.1 mV. 
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All three EEG parameters were significantly altered following the 

ejection. The percentage of power present in theta frequencies increased, while 

overall power and the percentage of power in gamma frequencies decreased. 

Feedback Cells 

The majority ( 5/7) of the feedback cells had symmetrical 

waveforms. One was classified as narrow and one as wide. Secondary peaks at the 

theta frequency were seen in the narrow and wide feedback cells and in 3/5 

symmetrical cells. Discrete theta peaks were only evident in the feedback group 

of cells. Three cells in the feedback group increased their firing rate with 

glutamate activation of the locus coeruleus. 

Narrow Cells 

Cell JCR 4003A (see Figure 33) 

This cell was isolated 3.4 mm from brain surface in lower blade ofthe 

granule cell layer of dorsal dentate gyrus. The cell waveform was of standard 

peak-valley form, with amplitude of 110.66 J.!V, and a width of327.25 J.lS. The 

cell fired reliably at 5.78 Hz and did not generally burst, although there was one 

doublet in the 5 minute control period (0.5% of all spikes). The firing rate ranged 

from 0-24 Hz during the baseline period with an average rate of 5.78 Hz. The cell 

could be driven by high current stimulation of the perforant path. The cell fired in 

feedback mode, as the current needed to be superthreshold for a population spike, 

and the cell fired approximately 5.8 ms post stimulation. There was a primary 
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peak at 24 ms in the autocorrelation, with a slow decay that includes clustering in 

the theta range. The cell responded to the pressure pulse with an immediate and 

transient increase in firing rate of 173%, from 6.13 to 10.63 Hz (p<O.OOOl, t=59). 

The firing increase was brief, and the cell returned to the baseline firing rate 

within 3 minutes. 

The evoked potential showed an increase in slope from 0.67 mV/ms to 

1.48 m V /ms measured at approximately 8 minutes post ejection. A clear 

population spike was not seen in this case. Although the population spike had 

been readily apparent at moderate currents (400 JJ.A) with the low impedance 

electrode, only a slope deflection was visible with the high impedance electrode, 

even when current was increased to 1 000 JJ.A. The final current for the high 

stimulation pulse was 800 JJ.a where there was a noticeable deflection in the 

EPSP. 

There was no change in the percentage of theta power in the EEG record 

(39.92% pre, 39.39% post, p=0.99) and although total power decreased 

(1172528. 714 m V2 pre ejection, 1011161.163 m V2 post ejection) the decrease was 

not statistically significant (p=0.37). The variability of the total power 

measurement was very high during the pre-ejection period; indeed the standard 

deviation of the mean was 50% larger than the mean itself. 

Symmetrical Cells 

There were five symmetrical feedback cells (see Figures 34-36) that 

formed two distinct groups in spontaneous activity. One group of three had an 
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average baseline firing rate of 11 Hz (4.8-14.9 Hz range). Two of the cells in this 

group increased their firing rate with locus coeruleus activation. These cells 

exhibited no bursting. The third cell decreased its firing with locus coeruleus 

activation. The remaining two cells had low spontaneous firing (.9; .83Hz). Both 

decreased their firing further with locus coeruleus activation. Burst events 

occurred in one cell. 

Cell JCR 4006A (see Figure 34) 

This cell was isolated 2.8 mm from brain surface in the infragranular blade 

of the CA3 in the hilar region of dorsal dentate gyrus. The cell waveform was of 

standard peak-valley form, with amplitude of278.56 ~V, and a width of850.85 

~s. The cell fired regularly at 4.82 Hz and did not burst during the entire 

experiment. The cell rate varied from 0 to 17Hz during the control period (mean 

5.75, stdev 3.45). The cell could be driven by high current stimulation of the 

perforant path, which was suprathreshold for a population spike. The timing was 

somewhat variable from 6.2 ms to 8.2 ms post stimulation with a mean of7.1 ms. 

The autocorrelation showed a theta-like rhythmicity with an initial peak occurring 

at 36 ms and a logarithmic-like decay pattern interrupted by minor peaks at 

approximately 200 and 500 ms. 

The cell responded to the pressure pulse with an immediate decrease in 

firing to 1 Hz from it's baseline rate of 4.82 Hz. This decrease lasted only 15 

seconds after which the firing rate rapidly increased to a peak rate of 22 Hz. 

Overall the average firing rate for one minute pre-ejection vs. one minute post-
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ejection increased 263%, from 4.82 to 12.7 Hz (p<O.OOOl, t=59). The firing 

increase was brief, and the cell returned to baseline rate within 1 minute. 

The evoked potential decreased in slope from 5.44 mV/ms to 5.03 mV/ms 

approximately 8 minutes post ejection. There was a similar decrease in the 

population spike from 1.38 mV to 0.67 mV. 

There was a nonsignificant decrease in the percentage of theta power in 

the EEG record (48.34% pre, 46.18% post, p=0.33). Total power in the EEG 

record decreased significantly (166096.994 mV2 pre ejection, 119720.586 mV2 

post ejection, p=0.03). 

JCR 40JJB (see Figure 35) 

This cell was isolated 3.1 mm ventral from brain surface in the 

subgranular region of zone 3. The cell waveform was ofthe peak-valley form 

with a width of791.2 f.!S and amplitude of 194.09 f.!V. The cell fired very rapidly 

during the free record period with no empty bins and only 10 bins containing 

fewer than 10 spikes. Overall the average rate was over 14 Hz (range 5 to 31 Hz). 

The cell could be driven at 50% efficiency by a current level that elicited a 

substantial pop spike (150 f.!A). Lower currents were ineffective, even ifthey 

elicited a population spike. The latency ofthe spikes were long, shifting 0.5 ms 

from the mean of 8.8 ms post stimulation. In at least two cases spikes may have 

occurred earlier, between 6-7 ms, but the voltage swings at those time points 

make unit discrimination difficult. The cell did not burst at any time. The ISI 
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distribution and autocorrelation reveal a strong primary peak at approximately 12 

ms and a much weaker secondary peak at approximately 250 ms. 

The cell immediately increased its firing rate following the pressure pulse 

to a peak rate of 35Hz. The rate remained elevated for the entire 5 minute post­

recording period (300 seconds). The change in rate was significant at p<0.0001 

(14.91 Hz, 24.47 Hz, t59). 

The evoked potential slope was essentially unchanged following the 

ejection, from 5.36 mV/s to 5.34 mV/s at approximately 15 minutes post-ejection. 

The population spike decreased to 75% of its pre-ejection baseline, from 4.45 mV 

to 3.16 mV. 

EEG analysis revealed a decrease in overall power following the ejection 

including decreases in power in both the theta and gamma ranges. 

Cell JCR 4019C (see Figure 36) 

This cell was isolated 2.8 mm ventral from brain surface. The cell 

waveform was ofthe typical peak-valley form with a width of 857 ~-ts and 

amplitude of 184 1-1 V. This cell fired rapidly at 13 Hz during the baseline period. 

The peak firing rate was 19 Hz and there were no empty bins and fewer than 1 0 

bins below 5 Hz. The cell did not burst during the baseline period. The lSI 

distribution was largely symmetrical and centered at 60 ms. There was a 

secondary peak at approximately 180 ms. Interestingly there was a total absence 

of activity below 20 ms. The cell was driven by 150 ~-tA of current delivered to the 
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perforant path. The latency was very consistent barely varying from 5.2 ms post 

stimulation. 

Following the pressure pulse firing dropped to 0 within 6 seconds. 

Following this drop a flurry of action potentials lasting 8 seconds (average rate 

15.6 Hz) occurred and the rate again dropped to 0 until 166 seconds post-ejection 

when the cell rapidly returned to baseline rates. The lSI distribution shifted to a 

new peak at 50 ms although both the symmetry and the secondary peak remained 

as constant features. Despite a doubling of the peak size there was still a complete 

absence of activity within 20 ms from a preceding spike. The evoked potential 

slope was unchanged from 5.6 m V /ms after the ejection. The population spike 

decreased to 78% ofbaseline, from 3.0 mV to 2.3 mV. 

As with cell4019 B neither the total power nor the percentage of power in 

theta frequencies changed following the ejection. The percentage of power in the 

gamma frequencies did significantly decrease. 

Cell JCR 4015A (see Figure 37) 

This cell was isolated 3.5 mm ventral to brain surface in zone 4 of the 

hilus proper. The cell waveform was of the typical peak-valley form with a width 

of791.2 JlS and an amplitude of86J.!V. This cell fired slowly during the baseline 

period at an average rate of0.9 Hz although the peak rate of the cell reached 9Hz. 

The cell did not burst and both the lSI distribution and the autocorrelogram lack 

peaks due to the infrequent firing of the cell. The cell fired in response to 400 JlA 

of current which produced a sizable population spike. The cell fired on the down-
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slope of the EPSP at a mean latency of 7.9 ms although the times ranged from 

below 7 to over 9 ms. Following the pressure pulse the firing rate dropped to 0 

and remained there until the rate returned to baseline by the 75 second mark. 

The evoked potential slope was essentially unchanged at 2.8 mV/ms both 

pre and post-ejection. Likewise the population spike did not change from 1.3 m V. 

There were no significant changes in any of the EEG parameters. 

Cell JCR 4013A (see Figure 38) 

This cell was located 2.9 mm ventral from brain surface in the lower blade 

of the dentate gyrus. The cell waveform was of the valley -peak form with a 

width of 725 J!S and amplitude of 91 J.t V. The cell had a slow overall firing rate at 

0.83 Hz although individual bins could climb as high 9Hz during the baseline. 

The cell burst and 10% of the baseline spikes occurred in bursts. The lSI 

distribution reveals a strong primary peak in the 4-6 ms range confirming the 

propensity to burst. After glutamate ejection the cell ceased firing for a period of 

65 seconds before returning to baseline. The decrease in firing was significant 

(p<O.OOl). The data files containing the evoked potentials were damaged and 

could not be retrieved. Notes taken at the time suggest a feed back cell. EEG 

analysis revealed non-significant changes in gamma frequencies and overall 

power, with a marginally significant decrease in theta power. 
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Wide Cells 

JCR 4012C (see Figure 39) 

This cell was isolated 3.4 mm ventral from brain surface. This cell 

waveform was of the standard peak-valley form with a width of857.14 J.!S, and 

amplitude of 127.81 J.!V. The firing rate of this cell varied during the baseline 

recording period with periods of silence lasting nearly a minute, to a peak rate of 

12Hz. Eight percent of the spikes occurred in bursts during the baseline period. 

The cell could be driven by 110 J..LA of current with a 50% efficiency, which was 

sufficient to evoke a population spike. The latency of 6 ms placed the spikes on 

the rising portion of the population spike. Increasing the current level to 150 J.!A 

increased the driving efficiency to 100% and shortened the latency. The cell 

showed a peak in the autocorrelation and ISI distribution plot at 7-8 ms with a 

much weaker secondary peak at approximately 250 ms. 

The cell decreased activity following the pressure pulse. The cell stopped 

firing action potentials within 5 seconds of the pressure pulse, and remained quiet 

for over four minutes. A normal pattern appeared to return by the termination of 

free recording. The decrease in firing rate was significant at p<0.0001 (1.17, 0.07, 

t59). 

The population spike decreased by approximately 25% following the 

ejection, from 1.4 m V to 1.1 m V. There was also a 20% decrease in EPSP slope 

from 1.3 mV/ms to 1.1 mV/ms. 
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Over all power decreased following the ejection as did power in both theta 

and gamma bands. 

Granule Cells 

Two cells were identified as putative granule cells (see Figures 40 and 41). 

One had a narrow profile while the other had a wide extracellular profile. Their 

firing rates were uniformly slow < 1 Hz. Both increased firing with locus 

coeruleus activation, 

Narrow Cells 

JCR 4010A (see Figure 40) 

This cell was isolated 3.8 mm ventral from brain surface. The cell was of 

the standard peak-valley form with a width of 527.47 JlS and amplitude of 106.57 

ll V. The cell's firing properties changed substantially during the recording period. 

During the evoked potential recording the spike was firing somewhat quickly, and 

every spike occurred in a doublet. The pattern changed when free recording 

began. The cell slowed substantially and no longer fired in bursts. The baseline 

firing rate was 0.067 Hz with long periods of silence and only rarely with more 

than one spike occurring in a one second bin. The cell had an odd response to 

stimulation of the perforant path. Stimulation subthreshold for a population spike 

(300 )lA) elicited no spikes from the cell. Increasing the stimulation to 500 )la, 

which produced a small population spike, produced action potentials 66% of the 

time. The latency of these spikes showed very little variation from 4.5 ms, which 
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placed the spikes in the downward deflection of the population spike. Increasing 

stimulation strength to 800 J..tA produced a reduction in driving efficiency to 22%. 

The cell responded to the pressure pulse with an increase in firing rate to a 

peak of 5 Hz within 5 seconds. The cell maintained an increased spontaneous 

firing rate for at least 30 seconds following the ejection. The cell was lost 30 

seconds after ejection and did not reappear during the remainder of the recording 

period, nor during the evoked potentials that followed free recording. Because the 

cell was lost within one minute of the ejection, the rate change was ofborderline 

significance (0.067 Hz, 0.33 Hz, p=0.059, t59) 

The population spike increased 170% following the ejection, from 0.44 

mV to 0.76 mV when measured approximately 10 minutes following the ejection. 

EPSP slope was unaffected by the ejection. 

EEG records during the free recording period show slight a decrease of 

power in both the theta and gamma bands following the ejection. Overall power 

also decreased following the ejection. 

Wide Cells 

JCR 4007B (see Figure 41) 

This cell was isolated 2. 7 mm from brain surface and was located in the 

crest of the upper blade of the granule cell layer. The cell waveform was of the 

peak-valley form with an amplitude of340.48 J..tV and a width of726 J..tS. During 

baseline recording the cell fired very slowly, only 13 spikes during the entire 

control period for an overall rate of 0.06 Hz. Firing increased somewhat prior to 



102 

the ejection for a rate of 0.3 Hz in the minute prior to ejection. The cell fired to 

stimulation of the perforant path only at currents that elicited a population spike. 

The cell fired with a latency of 4.27 ms with a range 4.09-4.63 ms. This latency 

placed the spike event in the middle of the pop spike suggesting that the cell was 

being driven directly by PP, and at the same latency as granule cells. The 

stimulation of the perforant path was at least 75% effective and possibly 100% 

effective. The latency of the cell increased with repeated stimulation, and 

eventually the spike waveform moved past the peak of the population spike. 

Failures may reflect a latency shift of the unit spike to where the positive going 

portion of the waveform is opposed by the negative going portion of the pop 

spike, and vice versa. The failure waveforms are somewhat misshapen compared 

to normal waveforms. The autocorrelation is absolutely flat during the control 

period. Only twice did the cell fire within a 1000 ms window from a previous 

spike. 

The cell firing pattern changed dramatically following the pressure pulse 

to locus coeruleus. Although no response occurred for 26 seconds following the 

ejection (2 spikes during the period) beginning at 27 seconds following the 

ejection the cell firing rapidly ramped up to a peak rate of 9 Hz 96 seconds post­

ejection. The effect was relatively brief and the cell returned to baseline rates by 

260 seconds following the ejection. 
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Discussion 

Effect of Locus Coeruleus Activation on EEG 

The data demonstrates that ejection of glutamate in the region the locus 

coeruleus affects EEG. The total power of EEG decreases but this decrease is not 

evenly distributed across the range of frequencies as depicted in figure 42. The 

theta band is relatively protected, and the percentage of power represented by 

theta is significantly increased in the minute following activation of the locus 

coeruleus. In contrast the percentage of power represented by the gamma band 

significantly decreased. 

Gamma frequency is believed to represent the coupling of 

intemeurons into a reverberating network that controls the spiking activity of 

principal cells (Fisahn et al. 1998). The gamma oscillations are thought to be 

critical for binding together discrete neural patterns into a cohesive representation 

(Bragin et al. 1995, Buzsaki and Chrobak 1995). The present results suggest that 

norepinephrine release causes a decrease in the power of gamma frequencies in 

the EEG, implying an uncoupling ofthe interneuronal network, although this 

process may be mediated by acetylcholine. Norepinephrine has been shown to 

alter EEG in the cortex indirectly via the septum (Berridge and Foote 1996). One 

interpretation of this data is that norepinephrine assists in updating representations 

by loosening the associations that form a representation and allowing new sensory 

information to be incorporated. One example of this process is contextual fear 
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conditioning, in which a stable contextual representation is required for the 

context-shock association to be formed. If the animal is shocked immediately 

after being placed in a novel context no learning occurs (Wiltgen et al. 2001 ). As 

little as two minutes exposure to the environment allows a stable contextual 

representation to be formed and a shock immediately following the animal's 

placement in the conditioning chamber will then produce fear conditioning. The 

present data suggest norepinephrine released by shock would permit the 

modification of the stable contextual representation. 

The observed increase in theta power and reduction in gamma power 

replicate the EEG effects reported by Berridge and Foote (1991). Berridge and 

Foote infused the cholinergic agonist bethanechol into the peri-locus coeruleus 

region. Although their theta power increased to 136% of baseline as opposed to 

116% in the present study, the difference in activation parameters may account 

for the difference. Bethanechol depolarizes locus coeruleus neurons and produces 

an increase in the tonic firing rate of locus coeruleus neurons. The locus coeruleus 

discharge rate grows to a peak over a period of approximately one minute, 

maintains that high rate for a further two to three minutes, and then gradually 

returns to baseline rates over a period of 1 0-15 minutes. The bethanechol driven 

increase in tonic firing rates of locus coeruleus unit rates contrasts sharply with 

the effect of concentrated glutamate. The pressure ejection of small volumes of 

concentrated glutamate causes an immediate volley of action potentials from 

locus coeruleus neurons. The burst lasts for approximately 200 ms, and is 
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followed by cessation of firing for a period of minutes (Harley and Sara 1992). 

The difference in the activation parameters of locus coeruleus may account for the 

difference in the magnitude of the theta increase between the two studies, and the 

difference in the persistence of the theta change. The EEG results in this study are 

consistent with a brief release of norepinephrine in the dentate gyrus. 

Effect of Locus Coeruleus Activation on Evoked Potentials 

The effects of glutamate ejection into the brainstem were mixed in 

comparison to earlier studies that report potentiation of the evoked potential slope 

and population spike. Only 30% of ejections resulted in an increase in the 

population spike, and only 40% of animals showed at least one increase in the 

population spike in response to ejections. 

In previous studies utilizing the pressure ejection of glutamate into locus 

coeruleus a range of effects has been seen including typically both short-term and 

long-term changes in population spike amplitudes. Cordell Clarke (1995) reported 

that ten of fifteen animals had population spike potentiations which lasted less 

than 10 minutes, the average time being 287 seconds, or less than five minutes. 

Harley and Evans (1988) reported that only 50% of glutamate ejections produced 

potentiation lasting at least 30 minutes. Harley and Milway (1986) reported that 

90% of the norepinephrine induced potentiations induced by glutamate ejections 

in locus coeruleus lasted less than 30 minutes. The average duration of these 

ejection effects was 8.4 minutes. Harley and Milway also report that although the 
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evoked potential slope increased in 65% of the animals, the average duration for 

the slope increase was only 2 minutes. Short-term increases in population spike 

are also associated with electrical stimulation of the locus coeruleus, where 

changes in evoked potential parameters return to baseline within 1 00 msec after 

termination of locus coeruleus stimulation (Harley et al. 1989). 

In the present study there was a delay of approximately 1 0 minutes 

between the glutamate ejection and measurement of the evoked potentials. 

Transient potentiations, of less than 10 minutes duration, would not be observed 

in the post-ejection evoked potential records. 

It is also possible that norepinephrine must be paired with afferent 

stimulation in order to stabilize potentiation at the perforant path granule cell 

synapse. Ca++ influx through the NMDA receptor has been shown to be critical in 

plasticity, and is believed to be the primary mechanism of coincidence detection 

(Malenka 1991 ). In L TP Ca ++influx is driven by high frequency trains of 

stimulation which allows both the removal of the magnesium block from NMDA 

receptor due to post-synaptic depolarization, and to allow Ca ++to flow by opening 

the channel. The binding of norepinephrine to post-synaptic receptors may be 

sufficient to remove the magnesium blockade from the NMDA receptor (Lacaille 

and Schwartzkroin 1988) but norepinephrine does not necessarily produce spiking 

of the post-synaptic cell, which is also believed to be necessary for the 

strengthening of synaptic connections (Bi and Poo 2001). This study did not drive 

granule cell afferents for a period of at least 10 minutes following the glutamate 
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ejection and so it is possible that the lack of afferent activity is responsible for the 

small percentage of population spike increases. If this were true, differences in 

population spike size after norepinephrine treatments would be predicted by the 

amount of afferent activity during the treatments. A similar idea was tested 

directly by J.C. Lacaille (Lacaille and Harley 1985; see also Dahl and Sarvey 

1990) where norepinephrine was or was not paired with afferent stimulation in the 

in vitro slice. Ten !J.ID norepinephrine was applied for ten minutes either with 

concurrent afferent stimulation or no stimulation of perforant path. Potentiation 

was indistinguishable between the conditions. Under those conditions only short­

term potentiation was observed. 

Short-term actions of norepinephrine have been observed with 

synaptic activations of locus coeruleus. Babstock and Harley (1992) aimed a 

stimulating electrode at the paragigantocellularis (PGi, the major glutamatergic 

input of locus coeruleus) and applied current in order to release glutamate onto 

the locus coeruleus. Potentiation was very short-lived under these conditions, with 

the optimal PGi/perforant path interstimulus interval being only 30 ms. The effect 

was confirmed to be B-adrenergic since propanalol blocked the effect. Short-term 

enhancements of dentate gyrus population spikes have been shown in awake 

behaving animals as well (Kitchigina et al. 1997). 
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Effect of Locus Coeruleus Activation on Single Units 

Twenty seven units were recorded, and of these 24 responded to the 

glutamate ejection. With the four units that did not show significant changes, the 

population spike and/or the EEG changes provided evidence of noradrenergic 

modulation of the dentate gyrus for those ejections suggesting a minority of hilar 

units may be less reactive to norepinephrine than the others. Of the responsive 

cells 18 decreased their firing rate following the ejection, and 5 increased their 

firing rate. The units could be further subdivided by their response to perforant 

path stimulation. Every responsive cell that fired to current below the threshold 

necessary to evoke a population spike (feedforward) decreased its firing rate. 

Cells that fired to current above the threshold for a population spike (feedback) 

could either increase or decrease their firing rates. This finding of differential 

regulation of feed-forward and feed-back cells by norepinephrine provides a 

mechanism in addition to that of f3-adrenergic receptor activation of principle 

cells by which norepinephrine can induce potentiation of field potentials in the 

dentate gyrus. 

The magnitude of the disinhibition is substantial. In the combined plot 

(Figure 11) the activity of the feedforward cells rapidly approaches zero following 

the glutamate ejection and remains there for approximately one minute. It takes 

another full minute for the cells to return to their baseline firing rates. During this 

time period the feed-back cells that increased their firing rate following the 

ejection are firing at twice their baseline rate and gradually return to baseline over 
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a period of2-3 min. The inhibited feedback cells remain inhibited for a similar 

period of time. Thus a period of disinhibition of 2-3 minutes duration appears to 

be associated with norepinephrine release in dentate gyrus induced by glutamate 

activation of the locus coeruleus. 

One view of this pattern of effects is that the inhibition of feedforward 

intemeurons permits the rapid firing of granule cells. Granule cell firing in tum 

activates the feed-back cells they innervate. Since a subpopulation of feedback 

intemeurons is inhibited another mechanism is required for that effect. In addition 

within this simple model there could be direct differential effects of 

norepinephrine on subpopulations. This view will be considered in more detail 

below. 

MOPP cells were not recorded in this study. MOPP cells have their cell 

bodies located in the molecular layer, and their axon appears to associate with 

perforant path terminal sites (Han et al. 1993). The ultrastructural relationship 

between the terminals is not presently known. 

Relation to Previous Dentate Gyrus Interneuron Studies 

While this study has found a differential effect of released norepinephrine 

on functionally defined subsets of putative intemeurons, previous studies have not 

reported such a difference. 

The present results are somewhat at odds with previous reports of 

norepinephrine's effect on intemeurons of dentate gyrus. Pang and Rose (1987) 
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and Rose and Pang (1989) reported that iontophoretic or pressure application of 

norepinephrine and norepinephrine-receptor agonists increase the firing rate of 

intemeurons. There are several facts that may account for the difference in results. 

Pang and Rose were selective in the intemeurons they recorded, but 

histological verification of recording locations was not available. Specifically they 

limited their sample to narrow, fast firing cells (rates over 10 Hz). In addition, 

cells were required to fire multiple action potentials in response to perforant path 

stimulation below the threshold necessary to evoke a population spike. While this 

would appear to select for feed-forward cells, this is not necessarily the case. Pang 

and Rose may have used lower impedance electrodes (values were not given). 

The use of low impedance electrodes increases the likelihood of recording 

multiple units. Without the use of cluster cutting techniques to separate events 

into cells with similar electrophysiological properties, the unit response may be 

contaminated during norepinephrine application by the appearance of cells that 

were present but not firing during the baseline period. This is especially true if, as 

in the case of Pang and Rose, progressively higher currents were not used to test 

the possibility that high threshold cells are present near the tip, but are silent 

during the baseline recording period. Notable is the possibility that due to the 

dense cell packing in the granule cell layer, granule cells may not appear during 

low current testing, but begin firing during norepinephrine application. Pang and 

Rose recorded spiking events on a microcomputer with the aid of a window 

discriminator, but did not appear to have cluster cutting utilities available. The 
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present results suggest that disinhibited granule cells may have appeared in the 

post-application record skewing the reported results. 

A second possibility is that the pressure ejection or iontophoresis of 

norepinephrine does not accurately reproduce the effects of endogenously 

released norepinephrine. Curet and de Montmigny and coworkers have reported 

differential adrenoceptor activation using iontophoresis and endogenous release. 

Iontophoresis of norepinephrine in dorsal hippocampus produced predominately 

an inhibition of pyramidal cell firing that was blocked by the a2 receptor blocker 

idazoxan (Curet and de Montmigny 1988a). By contrast activation of the locus 

coeruleus using electrical stimulation produced an early inhibition of pyramidal 

cell firing that was blocked by prazosin, an a 1 receptor antagonist, and a later 

excitation that was blocked by the ~ receptor antagonist propranolol (Curet and de 

Montmigny 1988b ). Thus bias towards inhibitory effects does not necessarily 

imply that inhibition is the typical effect of endogenous norepinephrine. Curet and 

de Montmigny argue that al and ~-receptors are concentrated in intra-synaptic 

locations, and a2 receptors are located in peri- and extra-synaptic locations which 

makes them more available for exogenous application of norepinephrine or 

agonists both in vivo and in slice preparations. Further support for the problematic 

effects of exogenous norepinephrine application is provided by studies (Bijak and 

Misgeld 1995, Lacaille and Schwartzkroin 1988, Parra et al. 1998), which report 

that norepinephrine can produce both depolarizing and hyperpolarizing cellular 
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events in a single hippocampal cell depending upon the location of the 

iontophoresis pipette in relation to the soma and dendritic tree. 

Consistent with these observations, in a much earlier study, Segal and 

Bloom (1976a, b) recorded cells from the hippocampus in behaving preparations 

and used locus coeruleus activation to evaluate the effects of norepinephrine. 

Rats implanted with chronic recording electrodes in hippocampus and stimulating 

electrodes in the locus coeruleus were trained to self stimulate. Putative 

stimulation of the locus coeruleus decreased the spontaneous firing rates of cells 

in the hippocampus. Injection of d-amphetamine increased bar pressing rates and 

decreased firing rates (Segal and Bloom 1976a). Firing rates were also reduced by 

a natural tone stimulus, and tone based inhibition was blocked by injections of a 

blocker of dopamine-~-hydroxylase or by 6-0H-dopamine lesions of 

norepinephrine terminals (Segal and Bloom 1976b ). 

In their chronic recordings they report recording from eight cells in the 

dentate gyrus. The dentate gyrus cells did not differ from the putative pyramidal 

cells in either their baseline physiology or in their responses to behavioural or 

noradrenergic manipulations. Segal and Bloom report baseline firing rates ranging 

from 3-36 Hz for their cells. On this basis we can suggest that Segal and Bloom 

were recording from intemeurons in dentate gyrus rather than granule cells since 

granule cells fire at a rate of less than 1 Hz. (Jung and McNaughton 1993). Note 

because in these early studies Segal may have reported inhibition of rapidly firing 
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interneurons by indirect, likely synaptic, manipulations of hippocampal 

norepinephrine as observed here for feedforward interneurons. 

Finally, the present results reconcile the evoked potential literature with 

unit behavior. Feedforward disinhibition, in particular, would result in enhanced 

population spike size as reliably observed with either exogenous or endogenous 

norepinephrine. 

Identity of Recorded Cells 

Clustering analysis of the recorded units using the peak to peak 

cell width and the symmetry ratio produced three clusters of cells. While it is not 

possible to definitively identify the recorded cells without an intracellular fill, the 

clustering analysis allows some inferences. The narrowest cells were 

predominately feed-forward with short firing latencies and may represent HICAP 

cells which also meet these criteria and are the only interneurons identified as 

monosynaptically activated from the perforant path (Sik et al. 1997). Another 

signature for the narrow feedforward cells was an absence of burst patterns in four 

out of five cells. This is consistent with the intracellular reports for these cells 

(Sik et al. 1997). However, two of the narrow feedforward cells fired multiple 

spikes, which is not a signature ofHICAP cells. The firing pattern of these two 

cells was not modified by locus coeruleus activation. There was also a narrow cell 

that fired in a feed-back fashion which is a pattern that has not been reported for 

HICAP cells to date. 
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The remaining two clusters, symmetrical and wide, were also 

predominately feedforward, and likely contain basket, mossy and HIPP cells. All 

three of these cell types can fire in a feedback fashion, and both mossy cells and 

basket cells can fire in a feed-forward manner as well. These remaining two 

clusters are of identical widths and distinguished by their symmetry ratio. 

GABAergic neurons tend to be identifiable by their symmetry (Scharfman, 

personal communication) and the symmetrical cluster may then represent basket 

cells. As reported in the Introduction both feedforward and feedback subgroups 

of basket cells have been identified. The feedforward symmetrical cells with short 

latencies to perforant path stimulation may be parvalbumin basket cells 

(Buckmaster et al. 2002, Scharfman 1995, Han et al. 1993), while feedback 

symmetrical cells with longer latencies would correspond to atypical calbindin 

basket cells (Sik 1997). 

Two types of feedback responses were seen in the present study. Feedback 

cells either increased or decreased their firing with pericoerulear activation by 

glutamate. Identified basket cells in CAl have been reported to be depolarized by 

P-adrenergic stimulation (Freund and Buzsaki 1995), thus there may be a case for 

the feedback cells that increased responding to be of this type. In addition granule 

cell activation would be expected to increase feedback activation. The mainly 

symmetrical feedback cells (but including one narrow and one wide cell) were the 

only cells to show discrete theta peaks in the autocorrelations. Thus the 

symmetrical criteria combined with a theta autocorrelation profile might identify 



115 

atypical feedback basket cells in extracellular recordings. A second possibility is 

that some of the symmetrical cells near the wide/symmetrical border in the cluster 

cut are mossy cells since mossy cells fire in a feedback manner. HIPP cells are 

rare with only 5000/dentate gyrus (Buckmaster et al., 2002). The cells are located 

in deep hilus and in the present study only a single placement could be identified 

in that region. It was a slow firing symmetrical feedback cell with no theta 

rhythmicity. 

The largest cluster of wide asymmetrical waveforms would then consist 

predominantly of feed-forward mossy cells. Consistent with this idea, mossy cells 

are the most numerous non-granule cell in dentate gyrus (Patton and 

McNaughton, 1984), and the wide asymmetrical cluster is a relatively 

homogenous group of cells. Mossy cells can act in a feedforward mode if a cell 

has a dendrite that crosses into the molecular layer (Scharfman, 1991 ). The 

preparation in the present study is likely biased towards the recording of feed­

forward cells due to scaling difficulties discussed elsewhere. Inhibition of mossy 

cells would serve to increase disinhibition. Mossy cells do provide excitatory 

inputs onto granule cells, however the connectivity is sparse (Scharfman 1995a). 

Scharfman, recording in the presence of bicuculline, observed monosynaptic 

depolarization of granule cells in only 20 of 1, 316 pairs mossy cell/granule cell 

pairs. In the absence of bicuculline no excitatory responses could be recorded. 

Interestingly the tentative mossy cell cluster (asymmetric wide) appeared to 

respond immediately to the glutamate ejection as did some of the symmetrical 
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feedback cells that were inhibited, while the remaining clusters had slightly 

delayed effects. This raises the possibility that much of norepinephrine's effect 

could be to inhibit mossy cells directly, and the resulting loss of afferent input to 

other feedforward intemeurons produces disinhibition of the granule cells. 

As discussed elsewhere the number of feed-forward and feed-back cells 

recorded in this study is likely not indicative of the true proportions of these cells 

in dentate gyrus. The procedure is biased towards the collection of feed-forward 

cells due to problems scaling both the evoked potential and the unit with a single 

gain setting on the AID board. 

Two cells in this study (4007B and 4010A) appear to meet the criteria for 

granule cells. They have thresholds similar to granule cells, and their latencies 

place them in the midst of the population spike. In addition they have very low 

spontaneous firing rates consistent with those observed by Mizumori and 

McNaughton (1989). The recording site for cell 4007B was recovered and it was 

in the granule cell layer. Both of these cells showed a sudden and brief period of 

rapid firing immediately following the glutamate ejection. Their combined rates 

are depicted in Figure 13. 

The non-principal cells in this study displayed a large variation in their 

extracellular waveform widths and firing rates. The complexity of identifying the 

heterogeneous population of intemeurons seems to preclude simple rules of 

classification such as those used by Wiebe and Staubli (200 1 ). Caution should be 
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taken when interpreting the results of studies that have not rigorously examined 

the pattern of activity of recorded cells including their activation parameters. 

A goal of this study had been to identify recorded cells usingjuxtacellular 

labeling (Pinault 1995) and to relate the cell's morphological identity with their 

physiological characteristics as has been done in slice preparations (Parra et al. 

1998, Scharfman 1995b ). This portion of the study was not completed due to a 

lack of specificity of the labeling technique. Juxtacellular labeling was developed 

in thalamus, which has scattered and rather sparse density of cells (Pinault 1995). 

Adapting the technique to a densely packed layer of cells such as is observed in 

dentate gyrus proved problematic. Cells could be strongly labelled if their axons 

were in contact with the region of biocytin iontophoresis (Figure 43a and b) as 

reported by Pinault and it is possible that this could occur at some distance. The 

location marked 18x in Figure 9 is an example of a strongly labelled cell (Figure 

43a) that may have been the result of an axonal fill. The site is well removed from 

the clusters of other identified recording sites, although another biocytin ejection 

occurred several mm medial to 18x in the same animal (Figure 9 labelled 18y, 

depicted also in Figure 43b ). Labelled axons could sometimes be observed in 

CA3 where no labeling attempts took place. It was not uncommon to observe a 

patch of reaction product associated with the recording site with several labelled 

cells surrounding the site (Figure 44a and b). In addition, labelled cortical 

pyramidal cells could occasionally be observed despite the fact that no specific 

labeling attempts occurred in cortex (Figure 44c ). Small amounts of current were 
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passed in cortex to balance the bridge on the recording amplifier and this may 

have been sufficient to label cells. Other researchers report labeling of cortical 

pyramidal cells merely by passage of the recording electrode (G.Kirouac, personal 

communication). These problems cast doubt on the reliability of the juxtacellular 

technique using biocytin. Other markers (such as horse-radish peroxidase) may 

demonstrate more specificity. 

Comparison with Disinhibition in CAl 

Noradrenergic disinhibition has previously been reported in CAl. Doze et 

al. (1991) reported that norepinephrine or the ~-receptor agonist isoproterenol 

increased population spikes in hippocampal slice. The disinhibition appeared to 

be presynaptic to the interneuron suggesting that norepinephrine reduced the 

excitatory glutamatergic synaptic drive on intemeurons rather than activating 

post-synaptic receptors on the intemeurons themselves. This mechanism may also 

account for the present results given that double labelling immunohistochemistry 

has not shown tyrosine hydroxylase positive terminals contacting GABA positive 

dendrites (Milner and Bacon 1989). GABAergic cells do express adrenergic 

receptors however, so the possibility exists that norepinephrine released into 

interstitial space may act directly on these intemeurons via volume transmission. 

Other investigators have confirmed norepinephrine increased the population spike 

in CAl either with bath application of isoproterenol in vitro (Heginbotham and 
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Dunwiddie 1991) or following pressure ejection of glutamate into the locus 

coeruleus in anesthetized rat (Olpe et al. 1986). 

Disinhibition in CAl by norepinephrine would predict effects on LTP. 

Multiple papers have reported that tetanic protocols subthreshold for LTP are 

effective in the presence of norepinephrine or its agonists (Thomas et al. 1996, 

Katsuki et al. 1997, Lin et al. 2003). In contrast single unit recordings report an 

increase in chloride conductances (Staley 1994) of principal cells and increases in 

the firing rates of multiple classes of intemeurons (Bergles et al. 1996). 

Comparison with Unit Changes in Dentate Gyrus LTP 

Several studies have examined alterations in unit firing following L TP in 

both the dentate gyrus and CAl. The comparison is of interest not only because 

LTP is the predominate model of plasticity, although it is generally only 

considered with respect to evoked potentials, but also because L TP in dentate 

gyrus is norepinephrine dependent. Lesion of the locus coeruleus is reported to 

decrease the probability of L TP induction and reduce the magnitude of L TP in 

vivo (Bliss et al. 1983 but see Robinson and Racine 1985). Blockade of~­

receptors during L TP induction also reduces the probability and magnitude of 

medial perforant path L TP in vitro (Stanton and Sarvey 1987). L TP of the lateral 

perforant path is also ~-receptor dependent (Bramham et al. 1997). The lesion and 

pharmacological studies are supported by the finding that tetanus of the perforant 
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path releases substantial norepinephrine in the dentate gyrus (Bronzino et al. 

2001). 

Deadwyler et al. (1975) were the first to examine the role ofLTP in 

controlling neuronal firing activity. They recorded intracellular potentials and 

field potentials in the in vitro slice preparation. They reported increases in the 

efficacy of perforant path stimulation following tetanus such that granule cells 

that previously fired single action potentials during the baseline period fired 

multiple action potentials following the tetanus. The effects lasted from 9 to 90 

seconds. Field EPSP potentials also increased. 

Kanda et al. ( 1989) and Maru et al. ( 1989) examined tetanus induced 

alterations of GABA function in dentate gyrus. These studies used a paired pulse 

protocol where commissural stimulation preceded perforant path stimulation at 

several ISis. Tetanus of the perforant path decreased inhibition associated with 

both commissural stimulation and with backfiring of the mossy fibres. Paired 

pulse evoked potential experiments with elevated norepinephrine had suggested 

increased feedback inhibition in dentate gyrus (Sara and Bergis 1991), but more 

recent observations (Knight 2001) suggest the effect may be due to a loss of 

facilitation rather an increase in inhibition . 

Tomasulo and Steward ( 1996) reported on intemeurons of dentate gyrus in 

response to tetanus of either the perforant path, the commissural pathway, or 

paired tetani, using either high or low currents. This study was unusual in that 

firing latency was the dependent measure used throughout the study, with shorter 
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latencies indicating potentiated responses, and longer latencies suggesting 

weakened responses. While tetany of the commissural pathway shortened firing 

latencies ofinterneurons, tetany ofthe perforant path, at either intensity, increased 

the latency of interneuronal firing. Low intensity tetanus of the perforant path 

also decreased interneuronal firing probability, the only effect on firing 

probability that was seen in the data set. 

The studies with L TP and identified neuronal subtypes are consistent with 

the effects of released norepinephrine observed here. A paper recording multiple 

classes of cells reports a mixed set of response with both increases, decreases and 

no change following tetani (Kimura and Pavlides 2000). Again this can be viewed 

as consistent with the present pattern of results with norepinephrine. 

Implications for Signal to Noise Ratio 

Norepinephrine increases signal to noise ratios in several cortical 

systems in response to sensory input, including somatosensory stimulation 

(Waterhouse and Woodward 1980), auditory input (Foote et al. 1983), visual 

stimulation (Kasamutsu and Heggelund 1982) and olfactory input (Linster and 

Hasselmo 2001). Signal to noise ratios are generated by comparing the activity of 

a set of cells to repeated presentations of either a sensory stimulus or afferent 

stimulation (the signal). The evoked activity is then expressed as a ratio of 

spontaneous background activity (then noise). In this schema a reduction of the 
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signal can still yield an increase in signal to noise ratios so long as the background 

activity is decreased by a larger amount. 

In the dentate gyrus the background activity of granule cells is very low in 

anesthetized rats (Mizumori et al. 1989) and awake rats (Jung and McNaughton 

1993). In awake rats granule cells behave as 'place' cells firing selectively to 

appropriate spatial inputs. Under conditions that evoke the release of 

norepinephrine the present data suggest a large increase in firing to all inputs, 

reducing the selectivity of normal responses. While this could be interpreted as a 

decrease in signal to noise, an alternative view is that norepinephrine enhances all 

signals to permit the binding of new signals to a stable representation in the 

dentate gyrus. Thus, while norepinephrine promotes sensory detection and 

sensory selectivity in cortical areas that are primarily sensory in function, in the 

hippocampus it promotes the updating of stable spatial or contextual 

representations 

Significance for Lateral and Medial Peiforant Path Input 

Norepinephrine, in vitro, differentially regulates laminar entorhinal 

inputs to dentate gyrus. Specifically, the EPSP slope and population spike evoked 

by lateral perforant path stimulation are reduced while the EPSP slope and 

population spike evoked by medial perforant path stimulation are enhanced (Dahl 

and Sarvey 1989). Current views of these inputs assign polymodal sensory 

functions to the lateral perforant path and highly processed cortically generated 
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representations to the medial perforant path (Sewards and Sewards 2003). In 

particular the medial perforant path appears to mediate spatial or contextual 

representations (Sewards and Sewards, 2003). The implication of this effect is 

that the norepinephrine modulation of dentate gyrus would promote a complex 

representation of environmental input over less highly processed sensory stimuli. 

The present data do not offer any mechanism for a selective modulation of 

laminar inputs. The robust feedforward disinhibition seen here would suggest all 

inputs would be nonselectively enhanced. However, no cells in the molecular 

layer, e.g., MOPP cells, were recorded in the present study as noted earlier. 

Norepinephrine may excite a set offeedforward intemeurons that selectively 

terminate on lateral perforant path fibers, providing a mechanism, together with 

the feedforward disinhibition described here, for the observed laminar 

modulation. 

A second possibility is that the norepinephrine effect in vitro is a 

consequence of differential distribution of norepinephrine receptors such that 

shunting of lateral perforant path input occurs in the granule cell dendrites or that 

lateral perforant path input is inhibited presynaptically. This would make the 

differential medial and lateral responses independent of interneuron activity. 

A third possibility is that selective modulation of lateral and medial 

perforant path input to the dentate gyrus does not occur in vivo. The in vitro 

effects would then be related to the bath application of norepinephrine producing 

an anomalous response as seen in studies assessing unit responses under 
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conditions of exogenous norepinephrine application rather than under conditions 

of endogenous release (e.g., Curet and de Montigny 1988a, 1988b, 1989). 

Relation to Locus Coeruleus Activation in Awake Rats 

The locus coeruleus bursts in response to environmental change (Sara and 

Segal 1991, V ankov et al. 1995). The present results are consistent with the 

novelty-elicited norepinephrine dependent enhancement of excitability of dentate 

gyrus reported by Kitchigina et al. 1997. In that study the perforant path evoked 

dentate gyrus potential was monitored when rats were exploring novel objects in a 

hole board, an activity that produces transient burst events in the locus coeruleus 

(Vankov et al. 1995). Associated with these nose poke events, Kitchigina et al 

observed an enhancement of the population spike lasting ~ 15 sec. The 

enhancement rapidly habituates with repeated visits as also seen for locus 

coeruleus burst events. Pretreatment with the noradrenergic antagonist 

propranolol prevented the increase in excitability. The duration of evoked 

potential enhancement was longer when rats were moved from a familiar to an 

unfamiliar environment. Locus coeruleus induced feed forward disinhibition as 

seen here readily accounts for this pattern of results. While the duration of 

disinhibition was briefer with the nose poke events than in the present study, it is 

likely that duration would be related to the strength and duration of the burst 

event. The Kitchigina pharmacological result suggests the present observations of 

disinhibition may be related to !3-adrenergic receptor activation. 
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In an earlier paper Wilson and McNaughton (1993) using stereotrode 

methodology reported that transfer from a familiar to a novel environment was 

associated with the massive suppression of interneuron firing in the hippocampus. 

They speculate that this suppression of interneuron firing allows the encoding of 

space by a new ensemble through the loosening of prior associations and the 

promotion of synaptic plasticity. This hypothesis is strongly supported by the 

present results. Moreover, the present data argue for a specific role ofthe locus 

coeruleus in initiating interneuron suppression and promoting new ensemble 

formation. 

Conclusions 

The finding that norepinephrine disinhibits the principal cells of 

the dentate gyrus is of major importance. The ensemble of results points to a new 

interpretation of the role of interneuron synchronization in the regulation of 

plasticity in the hippocampus. Previous models have suggested that periods of 

strong synchronization of the interneuronal network are reflected in a high 

strength of gamma frequencies. High gamma power shortens the time window for 

coincidence spiking activity of principle cells in a neuronal ensemble, which is 

required for both encoding and retrieval. This small window of spiking 

opportunity binds disparate sensory events that happen close in time into cohesive 

representations. In this study burst activity of the locus coeruleus which mimics 

natural release associated with ethologically relevant environmental change 
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causes a decrease in gamma power implying a decrease in synchronization of the 

interneuronal network. The decrease in gamma power results in a widening of the 

time window for the consolidation of coincidence activity in the principle cells. A 

mechanism such as this would be required where a stable, previously acquired, 

representation needs to be revised to incorporate new sensory events/information. 

In initial acquisition of a representation norepinephrine may be less essential 

given that a number of neuromodulatory influences are active. A role specific to 

the locus coeruleus appears when expectation mismatches occur associated with 

an alteration in the environment or in environmental contingencies. Thus the use 

of an existing representation may be essential to uncover a norepinephrine­

specific deficit. 

Configuration updating would be much more difficult in a period of high 

gamma power. The specificity of the encoding would occur in cortical sensory 

systems where norepinephrine is known to increase the signal to noise ratios. The 

result of norepinephrine release would be broad integration of sharp sensory 

events in the hippocampus. 

To review the related findings of the present study: First, norepinephrine 

release produces a reduction of gamma power and an increase in relative theta 

power. Reduction of gamma power opens stable association to modification. An 

increase in relative theta power may also contribute to the enhancement of 

synaptic modification. Direct contributions to enhanced plasticity would occur 

with the loss of feedforward inhibition. The disinhibition of principle cells would 
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magnify the direct actions of norepinephrine on principle cells, which include 

depolarization, an increase in calcium conductances and an increase cAMP level. 

At the cellular level there is a suggestion in the data that the loss of 

feedforward inhibition is largely driven by direct inhibition of mossy cells. Mossy 

cells are the most numerous nongranule cell type in dentate gyrus. I have 

tentatively identified these with the largest subgroup recorded here, the wide 

cluster. These cells tended to be shut off faster than the others suggesting direct 

action with the resulting changes in other cells being disynaptic. There is some 

anatomical evidence to support this hypothesis since double labeling studies with 

tyrosine hydroxylase have not reported such terminals directly innervating 

GABAergic somas or dendrites (Milner and Bacon 1989). One implication of this 

would be that the inhibited feedback cells would also be identified with mossy 

cells that do not have a dendrite in the molecular layer. Feedback interneurons 

that increase their firing rate may be basket cells that are directly driven by the 

increased firing rate of the principle cells. 

Thus in the network as outlined loss of synchronization and disinhibition 

could occur either indirectly as a result of the inhibition of mossy cells or 

alternatively as a direct effect on all interneuron types. The end result of either 

interpretation would be an uncoupling of the interneuronal network and 

promotion of the modification of preexisting stable representations. The process 

as I envisage it can be illustrated through the example of contextual fear 

conditioning. 
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Context representations are hippocampal dependent (Kim and Fanselow 

1992, Phillips and LeDoux 1992). If an animal is introduced into a context and is 

immediately given a shock no freezing will occur if the animal is reintroduced to 

the context 24 hours later. If the animal is preexposed to the environment for 

several minutes 24 hours prior to conditioning a contextual representation is 

formed and a shock presented immediately upon the animal's re-introduction to 

the environment will result in a conditioned freezing response (Wiltgen et al. 

2001 ). Contextual conditioning is believed to depend upon on the integrity of the 

noradrenergic system (Neophytou et al. 2001). Local depletion of norepinephrine 

in the amygdala blocks the acquisition ofhippocampal independent cued 

conditioning tasks (Selden et al. 2001 ). 

The current framework interprets the contextual representation as a stable 

preexisting representation, which requires the binding of the shock driven 

information to produce a conditioned response. An animal that fails to incorporate 

the new sensory information will display a fear conditioning deficit. The updating 

of the representation requires a loosening of the contextual association to allow 

other information to be bound. Norepinephrine allows this process to occur. This 

conceptualization is testable in a number of ways. 

Future Directions 

The framework described above makes several clear predictions about the 

role of gamma in hippocampal-dependent tasks. Tasks which require the 
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incorporation of new information into stable representations should be facilitated 

by decreases in gamma (or decreases in interneuron synchronization) as indicated 

by low gamma power. In contrast deficits should be seen in these tasks if the new 

information is encountered concomitantly with high gamma power. A 

pharmacological manipulation that artificially increases gamma power should 

interfere with pre-exposure rescue of immediate shock deficit as described in the 

contextual fear paradigm above. In the absence of pharmacological manipulations 

electrophysiological recording of EEG in hippocampus should reveal low gamma 

power with the first introduction to a novel environment during the acquisition of 

the contextual representation. Reintroduction of the animal to the environment 

should reveal a high gamma power in the EEG record indicative of recall of an 

existing representation. A subsequent substantial alteration of the environment 

would produce a decrement in gamma power indicative of the incorporation of 

new information to the pre-existing representation. 

Manipulations that block or attenuate gamma frequencies should interfere 

with processes of recall of the initial representation. A possible corollary to the 

consolidation process in this framework may be the development of gamma 

power following acquisition. Manipulations that interfere with gamma during the 

consolidation period could prevent consolidation in this view. 

In this framework local hippocampal depletion of norepinephrine should 

result in a failure to update an existing representation. Specifically, in the case of 

the pre-exposure rescue of immediate shock deficit, the animal would be calling 
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up the original representation rather than a new representation incorporating the 

shock information. The behavioral phenotype would be a conditioning deficit. 

Global lesions of locus coeruleus should result in a perseverative pattern 

of behavior in any behavioral paradigm where the animal is required to update 

existing representations. 

At the cellular level the most interesting electrophysiological prediction of 

the present model is inhibition of morphologically identified mossy cells by 

release of endogenous norepinephrine. 

Although this study describes the activity of the hippocampus under the 

influence of endogenously released norepinephrine; the norepinephrine release 

was not confirmed by the use of adrenergic blockers. A study investigating the 

pharmacology of these responses would be most valuable. It is possible that some 

of the effects, notably EEG responses, may be mediated by transmitters or 

modulators other than norepinephrine. Berridge and Foote (1996) have reported 

that locus coeruleus efferents modulate the activity of the septal nucleus which in 

tum modulates EEG in cortex via a cholinergic mechanism. Similar mechanisms 

may be in place in the hippocampus. 
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Figure 1: The gross divisions of hippocampus 
A: A horizontal section ofhippocampus showing the major subdivisions of the 
hippocampus. Boundaries ofCA2 are estimated. B: The major laminar divisions 
of CAl and dentate gyrus. Laminar divisions for CA3 are identical to those of 
CAl. 
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Figure 2. 

Figure 2: A schematic diagram showing the glutamatergic connections of the 
hippocampus and associated regions. The recurrent dentate gyral activation occurs 
via mossy cells, while the recurrent activation in CA3 occurs via recurrent axon 
collaterals in the basilar dendrites. The arrow indicating the projection from the 
pre/parasubiculum to CAl is lighter to indicate the controversy regarding the 
presence and significance of the projection. 
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Figure 3: A schematic diagram showing the laminar distribution of glutamatergic 
inputs to the dentate gyrus. 
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Figure 4: A schematic diagram showing the laminar distribution of glutamatergic 
afferents to CA3. 



135 

Figure 5. 

, I 
,I 

s. onens 
11 
proximal CA3 

#l'r',...l 

s. radiatum 

Figure 5: A schematic diagram depicting the laminar distribution of glutamatergic 
afferents to CA 1. 



136 

Figure 6. 
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Figure 6: A schematic to show how amplitude and width of individual units were 
calculated. Amplitude is taken as the maximum voltage difference in the averaged 
unit waveform. The unit width is the peak-to-peak measurement, the time 
required for the voltage to swing from the maximum positivity to maximum 
negativity or vice versa. 
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Figure 7: A schematic depicting how wave form asymmetry was calculated. The 
time from 20% rise to maximum amplitude was divided by the time from 
maximum to 20% fall. In the case of a unit of the valley-peak form the same 
procedure was followed using a -20% and minimum amplitude criteria. 
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Figure 8: This figure depicts how slope and population spike measurements were 
calculated. Slope was taken from the initial rise, population spike amplitude was 
calculated from the top of the initial peak to the depth of the population spike. 
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Figure9: Summary of recovered recording placements. All placements were 
located in dentate gyrus with a cluster located near the crest of the dentate which 
divides zone 3 from zone 4 ofhilus. As discussed in the textjl8x is visible as a 
single site well removed from the other clustered recording sites. Also a cluster of 
4 possible recording sites was visible in animal 22 although only 2 sites were 
marked. 
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Figure 10: Summary figure of recovered ejection placements. All placements 
were within 500 f!m border of locus coeruleus. Placements that resulted in an 
increase in the population spike are shown in red; sites with no change are shown 
in blue; sites associated with a decrease in population spike are shown in green. 
Changes in theta activity are depicted by shape; sites associated with an increase 
in theta power are depicted with diamonds, decreases in theta power are depicted 
with ovals. 
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indicates the average rate of the 60 second baseline prior to the ejection which 
took place at time 0. Only cells which had a baseline rate over 1 Hz were included 
to preserve scaling (every spike from a slow firing cell distorted the mean and 
error for that bin). The dashed lines represent± 1 standard error. 
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Figure 12: A: Averaged response of feedback cells which were excited following 
the glutamate ejection. The firing rate roughly doubles and the increase lasts over 
four minutes. B: Averaged response of feedback cells which were inhibited 
following the glutamate ejection. Error is large since there were only two of these 
cells, one of which was lost three minutes following the ejection. The dashed line 
indicates standard error in both plots. 



Figure 13 

fn 40 

~ 
C) 30 
c 
'i.: 
;;:::: 

~ 20 

"i 
E 10 .... 
0 c 

0 
-60 

143 

0 60 120 180 240 

seconds 

Figure 13: Averaged response of putative granule cells. These cells had a very 
low firing rate. Individual spikes therefore have a very large impact on firing rate 
of a given bin. There is a large and transient burst of these cells associated with 
the glutamate ejection followed by a sustained increase in firing that lasts several 
minutes. The dashed line indicates standard error. 
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Figure 14 

Figure 14: Cluster analysis of all recorded cells. The cells are plotted with width 
against asymmetry ratio. Three clusters are evident. One cluster is distinguished 
by narrow cell widths. The remaining two clusters are distinguished by their 
asymmetry ratios. The majority of feedback cells are wide and symmetrical. 
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Figure 15: Record of cell JCR 4018A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 600 ~. The waveforms are noisy but the cell is visible 
immediately following stimulation. D: Evoked potentials produced by 600 J..tA stimulation of the 
perforant path. The baseline waveform is in blue with the post-ejection waveform depicted in 
red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell shows a strong primary 
peak without theta rhythmicity. 
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Figure 16. Record of cell JCR 4006B. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the black arrow. C: 
Autocorrelation of spontaneous activity in 1 ms bins. The cell shows a strong primary peak 
without theta rhythmicity. D: The unit activity evoked by perforant path activity of200 f.!A. The 
cell is visible from four to six ms. The stimulus artifact is at 2 ms. E: Evoked potentials produced 
by 500 f.!A stimulation of the perforant path. The baseline waveform is in blue with the post­
ejection waveform depicted in red. 
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Figure 17: Record of cell JCR 4024A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 100 J.tA. D: Evoked potentials produced by 400 J.tA 
stimulation of the perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a suggestion of a sharp early peak. 
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Figure 18: Record of cell JCR 4009B. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the black arrow. The cell was 
lost less than one minute following the ejection. C: The unit activity evoked by perforant path 
activity of 70 ~-tA. D: Evoked potentials produced by 300 ~-tA stimulation of the perforant path. 
The baseline waveform is in blue with the post-ejection waveform depicted in red. E: 
Autocorrelation of spontaneous activity in 1 ms bins. The cell shows a strong primary peak 
without theta rhythmicity. 
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Figure 19: Record of cell JCR 4022A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 420 seconds as indicated by the arrow. The unit activity was 
highly variable. C: The unit activity evoked by perforant path activity of 50 J..tA. The cell displays 
multiple action potentials as typically discussed in the literature. D: Evoked potentials produced 
by 250 !lA stimulation of the perforant path. The baseline waveform is in blue with the post­
ejection waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The 
cell shows a strong primary peak with no secondary peaks. 
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Figure 20: Record of cell JCR 4018B. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 360 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of200 J.LA. D: Evoked potentials produced by 500 J.LA 
stimulation of the perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a strong primary peak with a broad secondary peak at 450 ms. 
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Figure 21: Record of cell JCR 4021 C. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. D: Evoked potentials 
produced by 400 !!A stimulation of the perforant path. Only the post ejection waveform is 
depicted since the pre-ejection data files were damaged. E: Autocorrelation of spontaneous 
activity in 1 ms bins. The cell shows a strong primary peak with a suggestion of a secondary 
peak at 200 ms. 
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Figure 22: Record of cell JCR 4019B. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 360 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 150 !J-A. The cell is visible at 21 ms while the population 
spike reaches its maximum at 19.5 ms. D: Evoked potentials produced by 300 j.lA stimulation of 
the perforant path. The baseline waveform is in blue with the post-ejection waveform depicted in 
red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell shows a sharp primary 
peak and the suggestion of a secondary peak at 200 ms. 
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Figure 23: Record of cell JCR 4021A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 280 ~-tA. The cell fires in the middle of the population spike. 
D: Evoked potentials produced by 400 ~-tA stimulation of the perforant path. The baseline 
waveform is in blue with the post-ejection waveform depicted in red. E: Autocorrelation of 
spontaneous activity in 1 ms bins. The cell shows a very sharp early peak with no suggestion of 
theta rhythmicity. 
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Figure 24: Record of cell JCR 4008A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 360 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 60 MA. D: Evoked potentials produced by 300 J..tA 
stimulation of the perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a strong primary peak without theta rhythmicity. 
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Figure 25: Record of cell JCR 4019A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 100 ~A. D: Evoked potentials produced by 400 ~A 
stimulation of the perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a very sharp primary peak without theta rhythmicity. 
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Figure 26: Record of cell JCR 4022B. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 50 11A. D: Evoked potentials produced by 250 11A 
stimulation ofthe perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a strong primary peak with a suggestion of a secondary peak at 600 ms. 
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Figure 27: Record of cell JCR 4014B. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 50 !-LA. D: Evoked potentials produced by 100 !-LA 
stimulation of the perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a strong primary peak without theta rhythmicity. 
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Figure 28: Record of cell JCR 4014A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the red bar. C: The unit activity 
evoked by perforant path activity of 30 !lA. D: Evoked potentials produced by 1 00 !lA 
stimulation of the perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a strong primary peak without theta rhythmicity. 
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Figure 29: Record of cell JCR 4021B. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 100 J.!A. D: Evoked potentials produced by 300 J.!A 
stimulation of the perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a strong early peak with a no suggestion of a secondary peak. 
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Figure 30. Record of cell JCR 4023A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 80 J.!A. D: Evoked potentials produced by 300 J.!A 
stimulation ofthe perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a strong primary peak with no secondary peaks. 
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Figure 31: Record of cell JCR 4020A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 100 ~A. D: Evoked potentials produced by 400 ~A 
stimulation of the perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell 
shows a sharp primary peak with no secondary peaks. 



Figure 32. 

100 

50 

~ 0 

-50 

·100 

5 

4 

t: 8 3 

1: :a 2 

E 

ms 

c 

--failure at 50 r<A 

100 200 300 400 500 600 700 800 9001000 

ms 

179 

4 

t: 8 3 

c :a 2 

o4L-.--.--.--.-~--.-~J_~~~ 
0 60 120 180 240 300 360 420 480 540 600 

seconds 

D 

15 
--23b pre 

10 
-·23b post 

~ 5 

0 

-5 
15 20 25 30 

ms 



180 

Figure 32: Record of cell JCR 4023B. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 100 ~- D: Evoked potentials produced by 300 J.tA 
stimulation of the perforant path. The baseline waveform is in blue with the post-ejection 
waveform depicted in red. E: Autocorrelation of spontaneous activity in 1 ms bins. There is a 
suggestion of an early peak, although there are too few sample points to yield a complete picture. 
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Figure 33: Record of cell JCR 4003A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 360 seconds as indicated by the red bar. C: The unit activity 
evoked by perforant path activity of 800 J.tA. A small population spike is visible in this trace 
which was not visible in the evoked potential channel due to the different filter settings. The cell 
is visible at 22 ms following the small population spike at 20 ms. The stimulus artifact is at 15 
ms. D: Autocorrelation of spontaneous activity in 1 ms bins. The cell shows a strong primary 
peak without theta rhythmicity. E: Evoked potentials produced by 800 J.tA stimulation of the 
perforant path. The baseline waveform is in blue with the post-ejection waveform depicted in 
red. 
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Figure 34: Record of cell JCR 4006A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 360 seconds as indicated by the red bar. C: Autocorrelation of 
spontaneous activity in 1 ms bins. The cell shows a strong primary peak with theta rhythmicity 
indicated by the secondary and tertiary peaks at approximately 200 and 500 ms. D: The unit 
activity evoked by perforant path activity of 500 J.tA. The cell is visible occurring well after the 
population spike. E: Evoked potentials produced by 800 ~-tA stimulation of the perforant path. 
The baseline waveform is in blue with the post-ejection waveform depicted in red. The peak of 
the evoked potential is clipped. 
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Figure 35: Record of cell JCR 4011B. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the red bar. C: The unit activity 
evoked by perforant path activity of 150 j.tA. The cell is visible well after the population spike. 
D: Evoked potentials produced by 150 j.tA stimulation of the perforant path. The baseline 
waveform is in blue with the post-ejection waveform depicted in red. E: Autocorrelation of 
spontaneous activity in 1 ms bins. The cell shows a strong primary peak with a small secondary 
peak visible at 200 ms. 
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Figure 36: Record of cell JCR4019C. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 360 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 150 JlA. The cell is visible at 21 ms while the population 
spike reaches its maximum at 19.5 ms. D: Evoked potentials produced by 300 JlA stimulation of 
the perforant path. The baseline waveform is in blue with the post-ejection waveform depicted in 
red. E: Autocorrelation of spontaneous activity in 1 ms bins. The cell shows a sharp primary 
peak and a strong secondary peak at 200 ms. 
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Figure 37: Record of cell JCR 4015A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the arrow. C: The unit activity 
evoked by perforant path activity of 400 ~. The unit appears as small ripples following the 
population spike. D: Evoked potentials produced by 500 ~A stimulation of the perforant path. 
The baseline waveform is in blue with the post-ejection waveform depicted in red. The evoked 
potentials overlap to a great extent. E: Autocorrelation of spontaneous activity in 1 ms bins. The 
cell shows a completely random firing pattern. 
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Figure 38: Record of cell JCR 4013A. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the red bar. C: Autocorrelation of 
spontaneous activity in 2 ms bins. The cell shows a strong primary peak without theta 
rhythmicity. 
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Figure 39: Record of cell JCR 4012C. A: Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 300 seconds as indicated by the red bar. C: The unit activity 
evoked by perforant path activity of 110 J..LA. The population spike is visible in this trace prior to 
the appearance of the units. The top of the waveform is clipped which was necessary to scale the 
unit. D: Evoked potentials produced by 150 J.!A. stimulation of the perforant path. The baseline 
waveform is in blue with the post-ejection waveform depicted in red. E: Autocorrelation of 
spontaneous activity in 1 ms bins. The cell shows a strong primary peak with a weak secondary 
peak at 200 ms. 
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Figure 40: Composite figure for cell JCR 4010A. A: Averaged waveform for all cell events in 
the free recording period. B: Rate meter histogram depicting spontaneous activity in one second 
bins. The glutamate ejection occurred at 600 seconds as indicated by the arrow. C: The unit 
activity evoked by perforant path activity of 500 JlA. The unit would only fire at currents that 
would produce a population spike. The latency of the unit placed near the peak of the population 
spike. D: Evoked potentials produced by 800 JlA stimulation of the perforant path. The baseline 
waveform is in blue with the post-ejection waveform depicted in red. E: Autocorrelation of 
spontaneous activity in 1 ms bins. The cell was very slow firing and did not produce enough 
spikes to produce a pattern in the autocorrelation. 
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Figure 41. Record of cell JCR 4007B. A. Averaged waveform for all cell events in the free 
recording period. B: Rate meter histogram depicting spontaneous activity in one second bins. 
The glutamate ejection occurred at 540 seconds as indicated by the red bar. C: Evoked potentials 
produced by 600 ~A stimulation of the perforant path. The baseline waveform is in blue with the 
post-ejection waveform depicted in red. D: The unit activity evoked by perforant path activity of 
600 ~A. The unit would only fire at currents that would produce a population spike. The latency 
of the unit placed near the peak of the population spike. E: Autocorrelation of spontaneous 
activity in 1 ms bins. The cell was very slow firing and did not produce enough spikes to produce 
a pattern in the autocorrelation. 
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Figure 42. 
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Figure 42. Power spectrum of the hilar EEG. This is a representative figure from a single animal. 
Fast Fourier transforms were performed on one minute of data prior to (blue) and following (red) 
the glutamate ejection in locus coeruleus. The resulting power plots were averaged to produce 
the figure. The majority of power lies below 10 Hz. and the proportion of power in the gamma 
spectrum is quite low. 
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Figure 43. 

A B 

Figure 43: These figures display some of the problems associated with extracellular biocytin 
labelling. A: A labelled cell from the CA3 dentate border. This location is labelled 18x in figure 
9 and is located well away from all other identified recording sites. It is possible that this cell 
was back filled from the dentate placement depicted in B. B: The recording site labelled 18y in 
figure 9. 
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Figure 44 

A B 

c 

Figure 44: Further examples of difficulties associated with extracellular biocytin fills. A: 
Recording site J9 in figure 9. A clear ejection mark is visible in the centre of the frame. A mossy 
cell appears to have been filled by a dendrite while several granule cells have been filled via their 
axons. B: Recording site Jll in figure 9. Again a clear mark is visible at the recording site which 
resulted in the axonal filling of several granule cells and a basket cell. C: A cortical pyramidal 
cell that was filled either during the balancing of the bridge in cortex, or simply by the passage of 
the electrode. 
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Appendix A 

Count-Bursts 

Count-Bursts is an awk script written to quantify the number of spikes that occur closely 
together in time. Input consists of a string of spike timestamps, in 1 Oths of ms, extracted 
from the unit cluster using the Data Editor function of Common Processing. Because the 
script compiles bursting data for the baseline and post-ejection periods separately, two 
additional variables are provided at initialization. The first is the time of the ejection in 
1 Oths of ms, and the second is window oftime that the script examines (referred to as 
width). All values reported in this thesis are for 1 minute pre- and post-ejection (600, 000 
in the timescale of the script). 

The script is called from the command line in the form; 
Count-Bursts filename period_of_interest time_of_ejection. 

The script calculates the range by eject_ time± width. The script next runs the input file 
through the UNIX utility dos2unix to strip/repair non-standard ASCII characters and then 
calls the function count_ bursts for the specified range. 

The function count_ bursts subtracts the present timestamp from the previous timestamp. 
If this value is less than or equal to 60 (6 ms), then the counter spikes_this_burst is 
incremented, and the next timestamp is read. When the value is greater than 60 then the 
value spikes_this_burst is examined. If this value is less than 1, then the next timestamp 
is read. If the value is greater than 1, then the value is printed, the spikes_ this_ burst value 
is added to the sum counter, the spikes_this_burst counter is reset to 0, the num counter 
(number of bursts) is incremented, and the next value is read. 

At the conclusion of the script the reports the number of bursts (num) and the average 
spikes per burst (sum/num). 



#!/bin/sh 

count_bursts () 
{ 

gawk ' 
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# given long vector of integers, one per line, THEN 
# find instances of two (or more) within 60 (say) units 
# of one another. Report first. 

BEGIN { 
# inter-spike interval. 
isi=60; 
spikes_this_burst = 0; 
start = 0; 
now = 0; 

($1 - now) >= isi { 
perhaps_print(); 

END 

now = $1; 
start = $1; 
spikes this burst 1; 
next; 

spikes_this_burst++; 
now = $1; 
next; 

perhaps_print(); 

function perhaps_print() 

if (spikes_this_burst > 1) { 
print start " " spikes this burst; 
spikes this_burst = 0; 

# awk ends with this apostophe 



#function ends 
} 

find_averages () 
{ 

gawk ' 
NF >= 2 

sum += $2; 
num += 1; 

END { 
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print "num bursts 
(num+O.OOOOOOOl) 

" num " avg spikes per burst " sum I 

} 

range () 
{ 

gawk --assign start=$1 --assign upto=$2 ' 

$1 < start 
$1 >= upto 

{print} 

### control 

file=$1 
width=$2 
eject=$3 

next 
exit 

timel='expr $eject - $width' 
time2=$eject 
time3='expr $eject + $width' 

echo $file 
echo " " 
echo "=========pre" 
cat $file I dos2unix range $timel $time2 
echo -n "num events " 
cat $file I dos2unix range $timel $time2 
echo "=========" 

count bursts 

we -1 
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cat $file I dos2unix I range $timer $time2 I count bursts 
find_averages 

echo "=========post" 
cat $file I dos2unix range $time2 $time3 count bursts 
echo -n "num events " 
cat $file I dos2unix range $time2 $time3 we -1 
echo ,, ========= '' 

cat $file I dos2unix range $time2 $time3 count bursts 
find averages -
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Appendix B. 

Fix-this-mess is a simple script that bins spike data according to the processing time of 
the software, rather than the timestamp. The script examines the UFF headers recorded 
for each event. In the file header of Workbench files, spike events are denoted by an 
initial value of"l20", EEG records are denoted by a "98". The exported data file consists 
of the headers from the final cluster cut written out in ASCII. The script simply examines 
the initial field of each header, and if the value is 120 increments the unit count 
(onetwenties) and examines the next header. When the value is 98 the script increments 
the sweep count (ninetyeights) and returns the values of ninetyeights and onetwenties, and 
zeroes onetwenties. The output is then two columns, the first is the data sweep number, 
and the second is the unit events that were detected during that sweep. 

BEGIN { 
ninetyeights = 0 
onetwenties = 0 

NR==l 

NF==l 
next 

print "File" FILEnorepinephrineME 

$1 == "98," { 
ninetyeights += 1 
print ninetyeights, onetwenties 
onetwenties = 0 
next 

$1 == "120," { 
onetwenties += 1 
next 






